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Lean Premixed Combustion Stabilized by

Radiation Feedback and Heterogeneous Catalysis

Robert W. Dibble (rdibble@firebug.me.berkeley.edu: 510-642-4901)
Jyh-Yuan Chen (jychen@firebug.me.berkeley.edu: 510-642-3286)
Robert F. Sawyer (rsawyer@euler.me.berkeley.edu: 510-642-5573)
Department of Mechanical Engineering
50-B Hesse Hall
University of California
Berkeley. CA 94720-1740
http://www.me berkeley.edu/~cal/

Introduction

Gas-turbine based systems are becoming
the preferred approach to electric power
generation from gaseous and liquid fossil-fuels
and from biomass. As coal gasification becomes
more prevalent, gas turbines will also become
important in the generation of electricity from
coal. In smaller, distributed installations, gas
turbines offer the prospect of cogeneration of
electricity and heat, with increased efficiency and
reduced pollutant emissions.

One of the most important problems
facing combustion-based power generation is the
control of air pollutants, primarily nitrogen
oxides (NO,, consisting of NO and NO,) and
carbon monoxide (CO). Nitric oxide (NO) is
formed during gas-phase combustion and is the
precursor of nitrogen dioxide (NO), the
principal component of photochemical smog.
Recent research into the mechanisms and control
of NO, formation has been spurred by
increasingly stringent emission standards.

Research sponsored by the U.S. Department of Energy’s
Morgantown Encrgy Technology Center. under AGTSR
Subcontract No. 93-01-SR007 with the South Carolina
Energy Research and Development Center. Clemson. SC

221

Miller and Bowman (1989) and Bowman
(1992) have reviewed research in NOg
production and control. There are four principal
reaction mechanisms for the formation of NOy in
gas-phase combustion: the Fenimore (“prompt”)
NOx, which is initiated by CH radicals at the
flame front of hydrocarbon flames; the
Zel’dovich (“thermal”) NO,, which results from
the presence of O radicals in the high
temperatures of the post-flame zone; the N>O
mechanism, which is important at high pressures;
and the fuel-bound nitrogen (FBN) mechanism,
which occurs primarily in the combustion of coal
and some liquid fuels.

NO; emission in natural-gas fired
turbines has traditionally been controlled either
by lowering the temperature of the combustion
products, or by removing NOy from the products
through some exhaust gas treatment method,
such as selective catalytic reduction (SCR).
Catalytic combustion over noble-metal catalysts
offers a third method for controlling NO,
emissions, for a number of reasons. Most of the
combustion reaction occurs on the catalyst
surface; surface production of NOy is low or
nonexistent. Also, the catalyst permits low
temperature combustion below the traditional
lean limit, thus inhibiting NO, formation routes




in the gas phase. Furthermore, gas-phase
chemistry may be inhibited by the catalyst due to
adsorption of reactive intermediates.

The catalyst can also function as a
preburner for a traditional combustor, permitting
combustion at very lean overall equivalence
ratios with low product temperatures (Dalla
Betta, ef al., 1994, 1995; Schlegel, e al., 1994).
Since the catalyst produces little NO,, an
increase in fractional conversion of fuel within
the catalyst will result in a decrease in overall
NOy emissions (Griffin, ef al. 1994; Schlegel, et
al. in press).

Objectives

Some of the unknowns in the current
understanding of the catalytic combustion
process are the detailed surface reaction
mechanisms, the coupling of gas-phase and
surface reactions through radical adsorption or
desorption, and the effects of mass transport to
the surface on the overall reaction rate. Since
these processes interact, creating a complex
modeling problem, researchers have often
modeled the catalyst as a “black box” that
produces a desired amount of fuel conversion
(Schlegel, ef al. in press). While this approach
has been useful for proof-of-concept studies, we
expect practical applications to emerge from a
greater understanding of the details of the
catalytic combustion process.

The catalytic combustion program at
Berkeley is opening the “black box” by
developing a numerical model that simulates
both gas-phase and heterogeneous (surface)
combustion in practical applications. The model
will address questions regarding the interaction
between mass transfer to the surface and surface
reaction rate, the dependence of this relationship
on pressure, the fuel conversion and pollutant
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formation rates in the catalyst bed, and the
initiation of surface and gas-phase reactions.

Thus, the principal objective of this
research project is thus the development of
effective models for the simulation of catalytic
combustion applications.

Approach

Our approach consists of two
concurrent, complementary components. One of
these is the development of a detailed numerical
model of the catalytic combustion process that
can be used to explore various physical
processes occurring in the catalyst. The other is
an experimental program utilizing an
atmospheric pressure catalytic combustor. The
laboratory experiments are designed and
performed to obtain the data required to test the
model, and the model is used to guide the
efficient selection of experimental parameters for
further experiments. This synergy between
model and experiment is the guiding principle
behind our catalytic combustion program.

The Experiments

In support of the model development, we
have built an atmospheric-pressure research
combustor for natural-gas combustion over
noble-metal catalysts supported on ceramic
honeycomb monoliths. In this reactor, the
catalyst is segmented into wafers, with the gaps
between each wafer permitting sampling access.
Several researchers, including Sadamori e/ al.
(1994) and Hayashi er al. (1994), have
performed experiments using segmented
catalysts, but the species concentrations and
visual observations made possible by this
segmentation are not reported in the literature.
We present measured and modeled temperature
and species (0,, CO, CO,, NO,, and
hydrocarbons) profiles at several axial locations
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Figure 1: Schematic of U.C. Berkeley atmospheric-pressure catalytic combustor

within the catalyst. These measurements indicate
the progress of combustion and pollutant
formation and permit better validation of our
numerical model than would measurements
taken only at the catalytic combustor inlet and
exit planes.

A schematic of the research reactor is
shown in Fig, 1. For methane, catalytic reactions
are negligible until the gas-phase temperature
reaches 350°C over palladium catalysts or 600°C
over platinum catalysts. Therefore, the fuel/air
mixture must be heated upstream of the catalyst
to at least this temperature. In a gas turbine, this
preheating would be provided by the
compressor; if necessary, a preburner or heat
exchanger could provide further preheating
(Sadamori, ef al., 1994; Beebe, e al. 1995;
Dalla Betta, e/ al. 1995). However, since
hydrogen will react on platinum catalysts at
room temperature, a small amount of hydrogen
burned in a separate upstream catalytic reactor
provides this preheating in our reactor.

We chose platinum catalysts for our
initial experiments because of the large body of
literature available on the oxidation of methane
over platinum, Modeling a platinum catalyst and
comparing that model with experimental data
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allows us to assess the accuracy of the model
before introducing further uncertainties in the
less well-understood kinetics of catalytic
combustion over palladium. The catalysts were
prepared by Catalytica, Inc. The substrate is a
200-cpi (cells per square inch) honeycomb
cordierite monolith with square channels. The
wall thickness is 0.3 mm and the distance
between walls is 1.5 mm; thus, the open area is
70% of the total. The washcoat (support
material) is alumina, calcined at 850°C. The
catalytic monolith contains 2% by weight of
platinum particles. These catalysts are similar to
those used in automobile three-way catalytic
converters, and are typical of those used in
catalytic combustion experiments.

We measured temperatures using Type K
thermocouples. Species concentrations along the
catalyst were measured using Horiba gas
analyzers. Gas samples were extracted from the
reactor through 1/8”-diameter, uncooled,
stainless-steel suction probes, and the sample
passed through a condenser prior to analysis.
Natural gas flow rate was measured using a
Sierra Instruments mass flow controller. The air
flow rate was calculated by measuring the
pressure drop across a calibrated orifice
downstream of the preheater. This orifice also




served to generate downstream turbulence,
which aided the mixing of the incoming fuel with
the preheated, vitiated air.

We refer to each set of temperature and
species measurements taken at a single
equivalence ratio under steady operating
conditions as one “run.” Over thirty runs have
been completed. Four runs at different
equivalence ratios were selected for detailed
presentation. Inlet conditions for these four runs
are given in Table 1. Flow velocities were varied
within the range 5 to 10 m/s, with a mean of 7
m/s over the thirty runs. Although we used
natural gas for the bulk of our experiments,
substitution of bottled methane produced nearly
identical results due to the very high methane
content (>95%) of our natural gas supply.

Table 1: Typical reactor operating conditions

Equivalence ratio¢ | 0.18 | 0.25 | 0.30 | 0.39

Inlet temp (K) 846 | 848 | 852 | 850

Inlet velocity (m/s) | 7.2 | 7.0 | 73 | 7.3

The Model

The model includes gas-phase and
surface chemical kinetics as well as heat and
mass transport between the gas and the surface.
We used a combination of three computer codes
to model the detailed gas-phase and surface
kinetics: CHEMKIN for gas-phase chemical
kinetics (Kee, ef al. 1989), Surface CHEMKIN
(Coltrin, et al. 1991) for heterogeneous chemical
kinetics, and CRESLAF (Chemically Reacting
Shear Layer Flow, Coltrin et al. 1993) for
solution of the boundary-layer equations.

The gas-phase chemical reaction mechanism
used with CHEMKIN was developed by the Gas
Research Institute (version 1.2) and contains 32
species and 173 reactions; it can be obtained
from http://www.gri.org/. The surface reaction
mechanism, shown in Table 2, has been compiled
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Table 2: Platinum surface mechanism used
in CHEMKIN/CRESLAF model

Reactions in CHEMKIN form.: the numbers following cach
reaction are the preexponential factor (in cm-g-sec-mole units),
preexponential temperature exponent, and the activation energy
(in kI/mole). For asterisked adsorption reactions, the first
number is the sticking coeflicient. Species of the form X(*) are
adsorbed species; PT(*) is an open surface site; PT(B) is a bulk
Pt atom; all other species are gas-phase.

adsorption/desorption reactions

H2+2PT (*)=>H(*)+H(*)+2PT (B) 0.05 0 0 *
2H (*) +2PT (B) =>H2+2PT (*) 1E+21 O 67.4
O2+2PT (*)=>0 (*)+0(*)+2PT (B) 0.023 0 0 *
20 (*) +2PT (B) =>02+2PT (*) 1E+21 0 220.0
H20+PT (*)=>H20(*) +PT (B) 0.50 0 0 *
H20 (*) +PT (B) =>H20+PT (*) 1E+13 O 62.2
OH+PT (*)=>O0H (*) +PT (B) 1.00 o] o *
OH (*) +PT (B) =>0H+PT (*) 1E+13 O 192.8
H+PT (*)=>H(*) +PT(B) 1.00 0 o *
O+PT (*)=>0(*)+PT (B) 1.00 0 o *

Langmuir-Hinshelwood mechanism

CH4+2PT (*)=>CH3 (*)+B (*)+2PT(B) 0.01 o] 0 *
CH3 (*) +PT (*)=>CH2 (*)+H(*)+PT(B) 1B+21 O 20.0
CH2 (*) +PT (*)=>CH{*)+H(*)+PT(B) 1E+21 O 20.0
CH (*) +PT (*) =>C (*) +H(*) +PT (B) 1E+21 O  20.0
Eley-Rideal mechanism

CH4+450(*)=>CO (*) +40H(*) 0.01 (o] 43.3*%
CH3+PT (*)=>CH3 (*) +PT (B) 1.00 o] o *
CH3 (*) +PT (B) =>CH3+PT (*) 1E+13 0 200.0
CO+PT (*)=>CO (*) +PT (B) 0.84 [ 0 x
CO(*)+PT (B)Y=>CO+PT (*) 1E+13 O 126.0
CO(*)+0(*)+2PT (B)=>CO2+PT(*) 1E+21 O 100.8
Surface reactions

H(*)+O(*)+PT(B)=>0H(*)+PT(*) 1B+21 O 10.5
B(*)+OH (*)+PT (B)=>H20(*) +PT (*) 9EB+21 0 63.0
20H (*)=>H20 (*) +0(*) 1B+21 O 51.7
C(*)+0(*)+PT(B)=>CO(*)+PT (*) 5E+19 O 63.0
CO{*)+PT (*)=>C(*) +0 (*) +PT (B) 5.E+16 0 156.5

from reactions published by Hickman and
Schmidt (1993) and Deutschmann, e al. (1994).
(N.B. Thermodynamic data are no less important
to the modeling of chemical kinetics than the
rate constant parameters.) The surface site
density, a required model input, was estimated to
be 2.7x10° moles/cm? as done by Deutschmann,
et al. (1994) for Pt foils. The actual value could
be smaller (since Pt occurs as particles on the
catalyst surface), or larger (since the molecular-
scale surface area of supported catalysts is larger
than the macroscopic surface area), or these
effects could cancel.




In its present form, the numerical model 0=0 18
requires that the user specify catalyst surface 928 —
temperatures; in doing so, we assumed that the = --o Measurement
surface temperature in each catalyst wafer was a
linear function of axial distance. The surface
temperature affects the gas-phase temperature
through heat transfer from the surface. We
selected entry and exit surface temperatures that
allowed the model to reproduce the measured 850 — > : . "
gas-phase temperatures.

200

Temperature (K)

875

Distance along catalyst(cm)
0=0.25

We used the model to simulate the 950
operation of the catalyst with the inlet conditions
of each of the four runs presented 'in Table 1.
Due to the low gas-phase temperatures, we
assume that gas-phase reactions were negligible
within the space between wafers and therefore
model the set of four 2-cm wafers as a single 8-
cm monolith. The axial profiles from the model
are averages over the channel cross-section.

Model
o --o Measurement

9200

Temperature (K)

Distance along catalyst(cm)
=0 30

Results

1200

Mode!
o--p Measurement

Temperature Profiles

Measured and modeled gas-phase 1000
temperatures are presented in Fig. 2. The
measured temperatures have been corrected for
thermocouple radiation. Because of our choice

Temperature (K)

of surface temperatures, the measured and 2005 2 . s s
modeled gas-phase temperatures match at the Distance along catalyst (cm)
points between catalyst wafers. The measured 0=0.39
temperatures agree well with the expected 1600 —

adiabatic temperature for the measured fractional ©--o Measurement

conversion, indicating that heat losses from the 1400

catalyst are not significant. 1200

Temperature (K)

Fuel Conversion Profiles 1000

For measured data, the extent of 800 -
reaction—the percentage of fuel conversion to
products—is calculated using either the decrease
in O, mole fraction or the increase in CO, mole
fraction; both yielded similar results. Figure 3

Distance along catalyst (cm)

Figure 2: Measured and modeled gas-phase
temperature profiles
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shows measured and modeled conversion
profiles for each run. The ratio of modeled and
measured conversion is about unity for
temperatures around 850 K. At higher
temperatures, the ratio decreases to about 0.5. A
comparison of Fig. 2 and Fig. 3 indicates that the
model agrees very well with experiments at
temperatures up to 900 K, but underpredicts
conversion at higher temperatures.

Pollutant Measurements

In all cases, NO¢ concentrations are
below 1 ppm, the detection limit of the analyzer.
Modeled and measured CO concentrations are
presented in Fig. 4. At lower equivalence ratios,
the measured CO concentrations are below 4
ppm. At the highest equivalence ratio, the CO
measurements reach 20 ppm halfway through the
catalyst before falling to the outlet value of 10
ppm. This decrease can be explained either by
CO consumption on the catalyst or in the gas
phase at the high temperatures resulting from the
large fraction of fuel conversion, or possibly by
conversion of the CO to CO; in the probe at the
same high temperatures. Nguyen ef al. (1995)
have indicated that probe conversion becomes
increasingly significant at gas temperatures
above 1000 K.

In three of the cases, the CO predictions
exceed the measurements by about 2 ppm. The
model predicts that the CO concentration
increases to about 2 ppm within the first wafer;
this increase is not seen in the measurements. If
the initial rise were eliminated, the model would
agree well with the measurements.

In the first wafer of the $=0.39 run, the
initial rise to 2 ppm and the parallel slopes of the
model and measurement are similar to those seen
in the other runs. Measured CO at 4 cm is about
20 ppm, which is higher than the model
prediction of 12 ppm. The model does not
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predict the observed decrease in CO; again, that 0=018
decrease may be due to intraprobe conversion.

Mode!
& --8 Measurement

Gas-Phase Reactions

CO (ppm)

We used the model without including the gas-
phase mechanism to assess the effects of gas-
phase reactions for the (higher temperature) runs
with ¢=0.30 and $=0.39. The profiles of fuel 0
conversion and CO concentration were Distance along catalyst (em)
indistinguishable from those from the model that 62025
included the gas-phase reactions. We conclude 4

that, under these conditions and with this oo Measurement
mechanism, the reactions take place entirely on
the surface. Furthermore, this validates our
assumption that gas-phase reactions are
negligible between catalyst wafers. ,

CO (ppm)
»

Fuel Conversion Rate 0

Distance along catalyst (cm)

The rate of fuel conversion is one of the 420 30

most important outputs of a model of a catalytic s
combustor. As Fig. 3 shows, the percentage of

fuel conversion in the catalyst increases with 6
increasing equivalence ratio; if the fuel
conversion rate was zero-order in fuel
concentration, the curves would be identical,
with no dependence on equivalence ratio.

Model
o--b Measurement

CO {ppm)
F-S

Other researchers have found methane
combustion over platinum catalysts to be first- Distance along catalyst (cm)
order with respect to methane (Yao, 1980; Otto, 02039
1989). Assuming a reaction that is first-order in
fuel, the value of the global “rate constant” can

30

Model
o ~-o Measurement

be determined by the slope of the fractional s @
conversion versus residence time in the catalyst. &
This rate is obtained by linear regression for all 8

runs, since we find that the linear approximation
produces good agreement with the results of the
rigorous calculations.

Distance along catalyst (cm)

Figure 5 depicts these fractional

conversion rates (in percentage of fuel consumed Figure 4: Measured and modeled CO mole
per millisecond of residence time) versus the fraction profiles
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overall equivalence ratio. Each datum represents
a net conversion rate for all four catalyst wafers
during a single run. A positive correlation
between fractional conversion rate and
equivalence ratio is easily discernible despite the
scatter present in the data. In contrast, a plot of
fractional conversion rate versus local
equivalence ratio exhibits no observable
relationship. The graph exhibits two boundaries:
a lower, non-zero boundary in which fractional
conversion does not depend on equivalence
ratio, and an upper boundary that is roughly
linear in equivalence ratio. The lines drawn on
the graph are not intended to imply linearity but
exist merely to delineate the boundaries. Plots of
individual wafer fractional conversion rate versus
equivalence ratio appear very similar to Fig. 5,
with both boundaries clearly discernible and all
data bounded by the same boundaries appearing
in Fig. 5.

Lower boundary. The lower boundary in
Fig. 5 represents a process that is independent of
equivalence ratio and therefore is independent of
the composition of the fuel-air mixture near the
surface. Since absolute conversion is equal to the
product of fractional conversion and fuel
concentration, this process is first-order in fuel
concentration. We suggest that this process is
indicative of the reaction on the catalytic surface
and that this boundary represents the kinetic
limitation.

The average inlet temperature for
kinetically-limited data points (those below
7%/ms) is 877 K. The average of the measured
conversion rates below 7%/ms is 2.4 + 1.4
%/ms. A one-step rate given by Trimm and Lam
(1980) predicts a conversion rate of 4.8%/ms at
that temperature, a factor of two higher.
However, the published rate is within two
standard deviations of the average of our data,
so we believe that ascribing the lower boundary
to kinetically-limited conversion is justified.
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Figure 5: Fractional conversion rate vs.
overall equivalence ratio

Upper boundary. A process that is first-
order in fuel does not adequately explain the
upper boundary in Fig. 5. An analysis of
conversion rates for each wafer (rather than for
the whole run) exhibit no discernible relationship
with either the wafer inlet temperature or the
local equivalence ratio. Only graphs of fractional
conversion rate versus equivalence ratio or
adiabatic flame temperature show the sloping
boundary that appears in Fig. 5.

Our findings are as follows: When
adiabatic flame temperature exceeds 1450 K
(¢$=0.34), the temperature dependence of the
conversion rate is consistent with a diffusion
limitation. However, due to the limited amount
of data above this equivalence ratio, we hesitate
to state that diffusion is the limiting process.
When ¢<0.34, the data are not consistent with
diffusion limitation and we therefore hypothesize
a surface-kinetic limitation. This hypothesis does
not conform to the behavior predicted by a one-
step reaction rate, namely that conversion occurs
at a very low rate until a certain surface
temperature, after which the reaction “jumps” to
the higher, diffusion-controlled limitation.




We propose three explanations for this
“blurring” of the transition. First, the behavior of
supported platinum differs from that of the pure
platinum foils used in many kinetic experiments.
The reaction activation energy may depend on
the platinum particle size (Otto, 1989; Briot, ef
al, 1990), catalyst pretreatment (Burch and
Loader, 1994), or support material (Hicks, ef al.
1990), Second, the oxidation mechanism on the
surface is not a single-step reaction, and
probably includes more than one pathway.
Above some critical temperature, the reaction
rate of one step may become fast enough that
the step is no longer limiting, but the rates of
other steps may still be relatively slow. Third,
the significant amount of water in the inlet
stream, produced in the hydrogen preburner
stage, may partially deactivate the catalyst, as
observed by Trimm and Lam (1980).

Surface Coverage

One of the limiting factors in the catalytic
reaction is the number of available adsorption
sites on the surface. The fraction of open sites
depends on both pressure and surface
temperature. At low temperatures, the surface is
covered with oxygen atoms and appreciable
reaction rates do not occur until the surface
temperature increases to the point at which these
O atoms can overcome the energy barrier
necessary for desorption. At that point, open
surface sites become available for the adsorption
of fuel (Oh, ef al, 1991; Burch and Loader,
1994; Behrendt, ef al. 1995).

Figure 6 shows the modeled fractional
conversion rate as a function of open sites for
each run, The model predicts a linear
dependence of fuel fractional conversion rate on
the fraction of open surface sites. The data for 1
atm, 5 atm and 12 atm lie on a single line; given
a specified fraction of open sites, the fractional
conversion rate is independent of pressure. Thus,
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pressure affects the conversion rate through a
change in either the open site fraction or the
diffusion rate of reactants to the surface.

conv = 2;42 (open) -3.8

40———- s e e 1
1 atm
5 atm 4
30 -
12 atm o
| Pl

20 el g

Open sites (frac)

Conversion rate (%/ms)

Figure 6: Effect of open surface sites on
fractional conversion rate

Application

We anticipate that the models we
develop under this research program will be
useful by industry and researchers alike in the
design of both experiments and practical gas
turbine catalytic combustors. The model—which
includes transport codes, mechanisms, and
postprocessing routines—is portable and can be
run on UNIX workstations. Intelligent design of
experiments, guided by this model, can reduce
unnecessary expenditures of time and money
spent in the laboratory. Likewise, the
development of low-NO, gas turbine systems
can be accelerated by using these models to test
the effectiveness of combustor designs prior to
engaging in time-consuming prototyping.

Future Activities
Our current work focuses on the

extension of our surface chemistry models to
conditions more useful to the gas turbine




industry. This involves enhancements to both the
experimental and the modeling components of
our research program.

Work in Progress—Experimental

Since elevated pressures are more
characteristic of gas turbine combustors, we are
designing and building a high pressure catalytic
combustor to supplant our previously used
atmospheric pressure quartz combustor. It
incorporates a number of improvements:

e Continuous operation at a rated pressure of
up to 5 atmospheres in our laboratory at
U.C. Berkeley and up to 30 atmospheres at
the METC Combustion Research Facility

e Electrical preheating of inlet air for better
control of catalyst inlet temperature and
reduced effects of water in inlet stream.

e Measurements of surface temperature within
catalyst monoliths

e Laser diagnostics access through the voids
between catalyst sections

e Species and temperature measurements (both
optical and conventional) in the post-catalyst
homogeneous burn section

This new high pressure reactor will be
used not only for our studies on palladium
catalysis but also to test the effectiveness of our
platinum model at high pressures.

Work in Progress—Modeling

Since palladium catalysts are a more
suitable candidate for gas turbine combustor
applications, we are concentrating our efforts on
the development of a suitable model. The
improvements to the reaction mechanism and
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transport codes are occurring concurrently with
the upgrades to our experimental program.

We are currently working on a detailed
surface reaction mechanism for methane catalytic
combustion over supported palladium catalysts,
using reaction rate parameters published in the
literature wherever possible. In contrast to the
case of platinum and rhodium, detailed reaction
mechanisms have not yet been published for
palladium.

The principal reason for this is the
greater complexity of the reaction mechanism for
palladium catalysts. Supported palladium
undergoes a significant reduction in activity at
850°C due to reduction of the active species,
PdO, to the unoxidized metal. Furthermore,
support-metal interactions (including spillover)
and absorption of adsorbed oxygen and other
adatoms into the palladium bulk are likely to be
more important than in the case of platinum.

In addition to continuing model
development, we are upgrading our flow
modeling code from CRESLAF to CURRENT,
a newer code also developed at Sandia National
Laboratories. This improved code is more
versatile; unlike CRESLAF, which uses the
boundary-layer  approximation, CURRENT
solves the full Navier-Stokes flow problem for
two-dimensional configurations, using the well-
known SIMPLER algorithm for the control
volume formulation of the governing equations.
As a result, CURRENT possesses better
convergence properties than CRESLAF and is
better able to model the flow conditions within
the catalyst monolith.

We are also modifying a transient flame
code for use in predicting flashback and startup,
two very important processes that impact system
performance.
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Introduction

Much of the industrial electrical gen-
eration capability being added worldwide is
gas-turbine engine based and is fueled by
natural gas. These gas-turbine engines use
lean premixed (LP) combustion to meet the
strict NO, emission standards, while main-
taining acceptable levels of CO. In conven-
tional, diffusion flame gas turbine combustors,
large amount of NO, forms in the hot stoichio-
metric zones via the Zeldovich (thermal)
mechanism. Hence, lean premixed combustors
are rapidly becoming the norm, since they are
specifically designed to avoid these hot stoi-
chiometric zones and the associated thermal
NO,. However, considerable research and
development are still required to reduce the
NO, levels (25-40 ppmvd adjusted to 15% O,
with the current technology), to the projected
goal of under 10 ppmvd by the turn of the
century. Achieving this objective would
require extensive experiments in LP natural

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under contract
DE-FC21-92MC29061 with Clemson University
Research Foundation, Box 345702, 300 Bracket Hall,
Clemson, SC 29634-5702; telefax: 803-656-1429.
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gas (or CH,) flames for understanding the
combustion phenomena underlying the forma-
tion of the exhaust pollutants. Although LP
combustion is an effective way to control NO,,
the downside is that it increases the CO
emissions. The formation and destruction of
the pollutants (NO, and CO) are strongly
affected by the fluid mechanics, the finite-rate
chemistry, and their (turbulence-chemistry)
interactions. Hence, a thorough understanding
of these interactions is vital for controlling and
reducing the pollutant emissions. The present
research is contributing to this goal by pro-
viding a detailed nonintrusive laser based data
set with good spatial and temporal resolutions
of the pollutants (NO and CO) along with the
major species, temperature, and OH. The
measurements reported in this work, along
with the existing velocity data (Pan et al.,
1991a) on a turbulent LP combustor burning
CH,, would provide insight into the
turbulence-chemistry interactions and their
effect on pollutant formation.

The literature on nonintrusive measure-
ments of NO, and CO is very limited, pri-
marily due to the difficulty in measuring small
concentrations (~ ppm) of CO and NO. Previ-
ous experimental studies of NO, and CO for-
mation have been based almost entirely on
gas-sampling probe techniques (e.g., Drake




et al., 1987; Driscoll et al., 1992; Vranos

et al., 1992). However, the instantaneous rela-
tionships between the pollutants and the other
scalars which are crucial for evaluating the
turbulence-chemistry interactions are lost,
since the gas sampling probes provide only
averaged measurements. Hence, the data from
probes has limited applicability for evaluation
and refinement of emissions models of emis-
sions (e.g., characteristic time models,
turbulence-chemistry models, and chemical
reactor models).

Non-intrusive diagnostics based on
Raman scattering has been used successfully
by previous researchers (Dibble et al., 1987,
1990; Mansour et al., 1988, 1990, 1991; Masri
et al., 1987a, b, c; Starner et al., 1990) to
obtain scalar (species and temperature) mea-
surements in CH, flames. These measure-
ments in CH, flames have provided a database
for evaluation of combustion models and pre-
diction of the turbulence-chemistry interactions
(Pope, 1990; Mansour et al., 1989). However,
there are no simultaneous laser based multi-
scalar measurements that include the exhaust
pollutants (NO and CO). The clear need for
such measurements in methane flames, which
would point the way to the effects of
turbulence-chemistry interactions in NO and
CO formation and guide the development of
emissions models and perhaps, reduced chem-
istry schemes, has prompted this research.

Objectives

The objectives of the research were
(i) to obtain simultaneous and instantaneous
quantitative nonintrusive laser based measure-
ments with good spatial and temporal resolu-
tions; (ii) to provide insights into the role of
the turbulence-chemistry interactions on pol-
lutant (NO and CO) formation in turbulent LP
methane-air flames; and (iii) to provide a data
base for evaluation and refinement of existing
engineering models of emissions for gas-fired,
lean premixed combustion turbines. The
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optical measurements include major species
concentrations, temperature, and OH along
with the pollutants NO and CO. The nonintru-
sive diagnostics program is a collaborative
effort of Vanderbilt University, Sandia
National Laboratories, and Wright Air Force
laboratories.

In this paper, we present results of
major species (CH,, O,, N,, H,0, CO,),
temperature, OH, and the pollutants (NO and
CO) from a lean premixed bluff body stabi-
lized turbulent combustor burning methane.
Extensive measurements ranging from 0.1
diameters to 6 diameters downstream of the
bluff body were performed to map the flow
field of the combustor. The combustor and
the flame parameters were chosen to match the
conditions for which Pan and co-workers have
reported velocity and temperature measure-
ments using Laser Doppler Anemometry
(LDA) and Coherent Anti-Stokes Raman Spec-
troscopy (CARS) respectively (Pan et al., 1991
a, b, 1992 a, b). These multiscalar measure-
ments, along with the reported velocity
measurements will provide insight into the
NO, and CO formation in the combustor.

Approach

The strategy for the Rayleigh/Raman/
Laser Induced Fluorescence (LIF) measure-
ments was as follows: spontaneous Raman
scattering was used to obtain the quantitative
single-pulse major species concentrations and
the pollutant CO. In the present experiment
(LP CH,-air environment), the major species
were the fuel (CH,), the oxidizer (O, & N,),
and the products (H,0 & CO,). Temperature
was determined from the strong Rayleigh scat-
tering signal which was monitored simultane-
ously. The Rayleigh signal was converted to
temperature by a species weighted scattering
cross-section (from the Raman measurements).
The Rayleigh scattering cross-sections were
calculated from the index of refraction data of
Gardiner (Gardiner et al., 1981). The minor




species, OH and NO, were measured by sepa-
rate lasers using linear (or near-linear) laser
induced fluorescence. The LIF signals from
the minor species (NO and OH) were then cor-
rected on a single-shot basis for quenching
(which is species dependent) and population
fraction (which is temperature dependent), to
obtain their quantitative values. Temperature
was also obtained for each laser shot from the
measurements of species concentrations by
invoking the perfect gas law.

Diagnostic System

A schematic of the experimental system
is shown in Fig. 1. The lean premixed com-
bustor was mounted at the exit of a vertical
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wind tunnel contraction which could be trans-
lated along the three axes. The beam from a
Nd:YAG laser (532 nm, ~750 mJ/pulse, 5 Hz)
was used for Raman (major species and CO)
and Rayleigh (temperature) measurements.
This laser has a pulse length of 5 ns which is
stretched to 200 ns to avoid laser induced
breakdown at the focal volume. The LIF mea-
surements of minor species (NO and OH) were
accomplished with two separate Nd:YAG-
pumped dye laser systems. A fourth Nd:YAG
laser system shown in the figure for measure-
ments of CO by LIF (higher accuracy) will be
incorporated in the next set of measurements
(scheduled for May, 1996). The three laser
beams were combined into a common axis,
using two dichroic mirrors, and focused into
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Fig. 1. Schematic of the Rayleigh/Raman/LIF diagnostic system.
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the test section. The 532 nm beam was retro-
reflected into the measurement volume using a
prism to effectively double the Rayleigh and
Raman signals. The spatial resolution of the
measurements was ~ 800 um in each direction,
and the delays between each of the three
pulses were ~1 ps. The laser firing sequence
was as follows: NO laser, followed by the OH
laser and finally the 532 nm laser for
Rayleigh/Raman measurements.

The scattered Raman and Rayleigh
signals were collected using a six-element
achromat and collimated using a conventional
camera lens. The collimated light was relayed
to photomultiplier tubes (PMT’s) aligned at the
exit plane of a 0.75-m spectrometer. Fluo-
rescence signals from OH and NO were col-
lected using Cassegrain optics located on the
other side of the test section as shown in
Fig. 1. A dichroic mirror separated and
relayed the NO and OH fluorescence signals to
separate detectors.

For OH excitation-detection, the
frequency-doubled output for one of the dye
lasers was tuned to the O,,(8) transition in the
A’T* - X (1, 0) band (A = 287.9 nm).
Colored glass filters were placed in front of
the OH detector to capture much of the fluo-
rescence from the dominant (1, 1), (1, 0), and
(0, 0) bands, where the (0, 0) fluorescence is
preceded by vibrational energy transfer. For
NO excitation, the second dye laser was tuned
to the R,(18) transition in the A’Z* - XTI
(0, 0) band. This state is reasonably isolated
from the neighboring NO lines, and the ground
state is populated over a wide range of tem-
peratures, including room temperature. A
solar-blind PMT (Hamamatsu R166) and
Schott UG-5 colored glass filters were used for
detection of NO signals. This arrangement
allowed collection of fluorescence from the
system of NO bands at 236, 247, 259, and 271
nm. The NO measurements were performed
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with a slight degree of saturation, which
were accounted and corrected during data
processing.

Wavelengths of the laser beams of NO
and OH were each monitored indirectly by
measuring fluorescence from two small pre-
mixed CH,-air flames. The line widths and
shifts of the two dyes lasers were constantly
monitored during the course of the measure-
ments and were adjusted as necessary to
remain line-centered on the NO and OH transi-
tions. Detailed descriptions of the experi-
mental system have been reported previously
(Barlow et al., 1990; Barlow and Carter,
1994).

Signal Calibration

The diagnostic system was calibrated
for temperature dependent calibration factors
and cross-talk between the Raman channels, to
convert the raw signals to absolute species
concentrations and temperature. This was
accomplished by measuring signals in laminar
adiabatic flames over a wide range of equiva-
lence ratios. The O,, N,, H,0, and H, Raman
signals and the OH LIF signals were calibrated
in Hy-air flames over an uncooled multi-
element Hencken burner for equivalence ratios
ranging from 0.2 (fuel lean) to 1.7 (fuel rich).
The heat loss from the burner is negligible at
sufficiently high flowrates and the flowfield at
this location (~4 cm downstream) is uniform
and at adiabatic equilibrium. The radiative
heat losses in H,-air flames for this burner are
~20-40 K. The calibration results are shown
in Fig. 2. The lines in the figure show laminar
adiabatic equilibrium calculations obtained
using STANJAN (Reynolds, 1986). The cali-
brations show good agreement with the theore-
tical equilibrium curves. The single-pulse
standard deviations of species concentrations,
temperature, and mixture fraction are shown as
error bars in Fig. 2.
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Fig. 2. Calibration results of the major
species concentrations (O,, N,, H,0, and
H,), OH, and temperature at various
equivalence ratios in a laminar H,-air flat
flame. The lines show calculations for a
laminar equilibrium flowfield. The error bars
denote the single-shot uncertainty (+ one
standard deviation) in the measurements.

Similar calibrations were performed in
CH,-air flames over the Hencken burner. The
Raman signals from O,, N,, H,0, CO,, CO
and the LIF signals from OH were calibrated
in this flame. The radiative heat losses in CH,
flames in the burner are slightly higher (~ 30-
50 K) than those of the hydrogen flames due
to the presence of CO,. The calibration results
in CH, flames are shown in Fig. 3. Thus
temperature dependent calibration factors are
derived for all the major species that are
monitored except CH,, since CH, decomposes
readily even at moderate temperatures and no
CH, is present even in rich CH, flames.
Therefore, a constant calibration factor which
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Fig. 3. Calibration results of the major
species concentrations (0O,, N,, H,0, CO,,
and CO), OH, and temperature at various
equivalence ratios in a laminar CH-air flat
flame. The lines show calculations for a
laminar equilibrium flowfield. The error bars
denote the single-shot uncertainty (+ one
standard deviation) in the measurements.

was measured in CH, at ambient temperature
was used.

The NO system was calibrated using
laminar CH,/N,/O, flames over a McKenna
burner. Naturally occurring NO concentrations
in these flames are very small (~7 ppm) for
reliable calibration of the diagnostic system.
Hence, these flames are doped with known
concentrations of NO (~ 30 ppm) for calibra-
tion of the NO LIF system. The flame was so
chosen because the destruction of doped NO in
these flames is small (Reisel et al., 1993).
Detailed descriptions of calibration procedures
have been documented in the literature
(Barlow and Carter, 1994).




Measurement Uncertainty and Shot
Noise

The single-shot uncertainties in the
measurements were obtained from standard
deviations of the measurements performed in
the laminar adiabatic flame of the Hencken
burner which was used for system calibration.
Typical single-pulse uncertainties of species
concentrations, temperature, and mixture frac-
tion (&) are shown in Figs. 2 and 3 as error
bars (+ one standard deviation). The uncer-
tainties are primarily due to the shot noise
resulting from the photoelectron emission
process of the photocathode. However, these
uncertainties also include contributions from
the instrument noise and fluctuations in the
flame conditions.

In addition to these uncertainties, the
LIF measurements (OH and NO) are subject to
systematic errors due to the wavelength drift
of the dye lasers from the line center. The
maximum resulting uncertainties are estimated
to be ~5% for OH and 10% for NO. The sen-
sitivity of the NO LIF system is sufficient to
obtain useful measurements below 10 ppm.

LP Combustor and Flame Parameters

Fig. 4 shows the combustor which was
used for the experiments. Fuel (CH,) and air
are premixed upstream (~3 m) and the cold
premixed fuel-air mixture is injected radially
at the base of the combustor. Screens and
honeycombs are placed in the combustor to
make the flow uniform. A stainless steel
conical bluff body of base diameter (d =
44.45 mm) and apex angle (0 = 45°) served as
the flame stabilizer. The bluff body was
mounted coaxially in a 79 mm x 79 mm x
284 mm combustor test section. The blockage
ratio with this configuration was 25%. The
test section has rounded corners with four
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Fig. 4. Schematic of the bluff-body stabi-
lized lean premixed CH,-air turbulent
combustor.

56.4 mm x 254 mm cutouts for mounting
windows. Quartz windows were mounted on
the signal receiving side of the diagnostic
system. However, on the other side (where
the laser beams pass through), the quartz
windows were replaced by windows made of
high temperature resistant (~2000° F) fiber-
frax. This was primarily due to the fact that
the energy density of the 532 nm YAG laser
was higher than the damage threshold of the
quartz windows. Small holes of 9.5 mm
diameter were drilled through the fiberfrax to




let the three laser (YAG and dye) beams to
pass through. Small holes were chosen so that
they would not significantly alter the flowfield
in the combustor and still let the laser beams
to pass through with sufficient clearance. A
turbulence grid was placed at the entrance of
_the section at 58 mm upstream of the bluff
body. The reference velocity at the entrance
of the test section in this configuration was

15 m/s. The free stream turbulence and the
velocity ratio (u,,/S,) are 24% and 30 respec-
tively. The combustor is mounted on a verti-
cal wind tunnel contraction which could be
traversed along three axes.

The flame parameters in the present
experiment correspond to an air flow rate of
3962 slpm (standard liters per minute) and fuel
(CH,) flow rate of 244 slpm, resulting in an
equivalence ratio (¢) of 0.586 and an adiabatic
flame temperature (T,y) of 1641 K. The com-
bustor produces a cone-stabilized premixed
flame, which is shown in Fig. 5. The flame is
stabilized by the bluff body (cone), with a
recirculation zone which extends to about a
diameter downstream, a shear layer or an
annular flame zone, and a post flame zone.
Rayleigh/Raman/LIF measurements were per-
formed at various axial and radial locations on
the combustor. In addition to the optical
measurements, the pollutants (CO and NO,) in
the exhaust plane (x/d = 6.0) were measured
with gas sampling probes. Table 1 sum-
marizes the optical and gas sampling probe
measurements. For brevity, only measure-
ments at locations shown in bold (see Table 1)
are presented in this paper.

Shadowing. Shadowing factors for the
Raman, Rayleigh, and LIF signals were mea-
sured at each axial location, to account for the
change in the solid angle of collection and
obstruction of the signal due to the bluff body
and/or the test section. Typical shadowing of
the signals at 0.1 diameters downstream are
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Fig. 5. Turbulent flame structure enve-
loping the recirculation zone of the bluff
bedy stabilized combustor.

shown in Fig. 6. It is evident from the figure
that at radial locations greater than 0.50
diameters, the signals decrease due to test
section shadowing. A greater concern with
shadowing was the increase in the Rayleigh
background at large r/d. The Rayleigh back-
ground is almost seven-fold at x/d = 0.55 rela-
tive to x/d = O (see figure). This Rayleigh
background signal is primarily due to the sur-
face scatter from the location where the YAG
laser clears the hole in the fiberfrax window.
The 532 nm laser beam used for monitoring
the Rayleigh signal is focused into the sample
volume at a small angle, in order to accom-
modate retroreflection (see Fig. 1). Therefore,
as the burner is traversed radially outward
(which corresponds to moving the burner
towards/away from the laser beam), the




Table 1. Summary of optical and gas sampling probe measurements.

Measurements

Streamwise location (x/d)

Comments

Optical Diagnostics (Major
Species®, temperature, CO,
OH, and NO)

Gas sampling probes
(NO/NO, and CO)

0.1,03,0.6,038,1.0, 1.2,
1.5, 2.0, 6.0 (exhaust plane)

6.0 (exhaust plane)

Radial profiles at intervals
of r/d = 0.05

Radial profiles at intervals -
of r/d = 0.1

§  Major species denote CO,, CH,, H,, O,, N,, and H,O.
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Fig. 6. Typical radial profiles of the
Rayleigh/Raman/LIF shadowing factors and
the Rayleigh background at x/d = 0.1.

laser beam does not clear the hole as it would
at r/d = 0. Moreover, this shadowing of the
Raman/LIF signals and the increase in the
Rayleigh background were a function of the
axial location. Therefore, the shadowing fac-
tors were quantified at each location and
accounted for during data processing.

Results and Discussion

Radial profiles of the average major
species mole fractions, temperature, mixtire
fraction, CO, OH, and NO at x/d = 0.1 are
shown in Fig. 7. The bluff body and the
quartz window (denoted as wall) are shown in
the figure to facilitate the physical visualiza-
tion of the combustor. The equilibrium values
of the species concentrations, and temperature
corresponding to the operating equivalence
ratio (0.586) are also shown in the figure.
Typically 600-1000 laser shots were registered
at each radial location. In the recirculation
zone (r/d < 0.5), the mean values of the
species and temperature are fairly constant and
close to their equilibrium values. The tem-
perature in the recirculation zone (1540 K) is
~6% less than the adiabatic equilibrium tem-
perature (1641 K). The results suggest that
the recirculation zone loses about 6% of its
heat to the environment, part of it to the bluff
body.

Almost half a century back, Longwell
proposed that the recirculation zone can be
modeled as a "perfectly well stirred reactor”
(Longwell et al., 1953). The results suggest
that the recirculation zone is almost, but not
"perfectly well stirred". More recently,
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Fig. 7. Radial profiles of the mean species mole fractions, temperature,
and mixture fraction at x/d = 0.1.

modellers (Swithenbank et al., 1980; Pratt,
1980) have proposed models of "partially
stirred reactors (PSR)" and "imperfect micro-
mixing"”. In these models the recirculation
zone is modeled a PSR with a certain fuel-air
recycle from the outside. Hitherto, due to the
lack of measurements, modellers have assumed
and modeled the recirculation zone with
recycle ratios (1 - T/T,4) of ~10-30%. How-
ever measurements from Fig. 7 show that the
recycle ratio is 6% (1 - 1540/1641). This
indicates that the breakthrough of fuel and air
through the shear layer into the recirculation
zone is much smaller than what the modellers
believed. At r/d > 0.5, the temperature drops
steeply from 1600 K to ambient (300 K). This
cold reactant region is characterized by the
unburnt fuel (X¢y, = 0.05), air (Xy, = 0.76,
Xo2 = 0.19), and the absence of products (H,O
and CO,) and intermediate radicals (OH, CO,
and NO). In the region between the recircula-
tion zone and the cold premixed fuel/air lies a
thin annular flame. The presence of this flame
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zone can be seen from the hydroxyl (OH) pro-
file which peaks to 200 ppm at 1/d = 0.5,
which corresponds to the edge of the bluff
body. The radial profile of CO also peaks at
this point, with the peak CO values of 5000
ppmv. The CO concentrations based on
equilibrium concentrations are very small

(7 ppmv). This clearly points to the need of
well refined engineering models that can
accurately predict the pollutants in LP gas
turbines. The NO concentrations in this region
are relatively small, ~10 ppmv.

The radial profiles of the rms of the
species and temperature are shown in Fig. 8.
The profiles are fairly constant in the recir-
culation zone (1/d < 0.5). The rms profiles of
fuel (CH,), oxidizer (O,, N,), and temperature
peak at r/d = 0.55, the region where the cold
premixed fuel-air from regions of r/d > 0.55
exchanges heat and mass to the hot combus-
tion products of the recirculation zone. Note
that the rms of Rayleigh temperature is smaller -
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than that of the Raman perfect gas temperature

(temperature calculated from the Raman
species concentrations by invoking the perfect
gas law). This is primarily due to reduced
shot noise in the strong Rayleigh signals as
opposed to the Raman signals. The rms pro-
files of the products (CO, and H,0), the
intermediate radical species (OH), and the
pollutants (NO and CO) peak slightly inward
at x/d = 0.5, the region of the annular flame
zone (see OH profile of Fig. 7).

Scatter plots of the measured species
mole fractions corresponding to points A and
B in Fig. 7 (or 8) are plotted versus tempera-
ture in Figs. 9 and 10. Each scatter plot
shown is an ensemble of 800 laser shots.
Scatter plots such as these provide an over-
view of the chemistry as each point gives an
instantaneous picture of the flame. The hori-
zontal lines in the figures are the adiabatic
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equilibrium values of the major species (CH,,
0,, CO,, and H,0) and OH corresponding to
an equivalence ratio of 0.586. The data in the
recirculation zone (Fig. 7) is confined to a
narrow temperature band (~250 K). Moreover,
the major species mole fractions are very close
to their equilibrium values; the oxidizer (O,)
and N, (not shown here) are slightly below
equilibrium and the products (H,0 and CO,)
are at superequilibrium. All the traits in the
data are consistent with the well-stirred reactor
concept of the recirculation zone. The CO,
OH, and NO concentrations at this location are
740 ppm, 100 ppm, and 5 ppm respectively.
In contrast to point A, which is in the recircu-
lation zone, the data at point B (Fig. 10) lies
over a broad range of temperature ranging
from ambient (300 K) to adiabatic equilibrium
temperature (1641 K), due to the turbulent
mixing of the cold reactants with hot products.
The residence times at this point are small,
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tions of the major species and OH corre-
sponding to an equivalence ratio of 0.586 are
shown.

and this can be seen by the high intermediate
radical concentrations. Superequilibrium OH
values of 800 ppm, up to 4 times the equilib-
rium values (200 ppm) were recorded. The
peak CO concentrations are ~2000 ppm, and
the peak NO concentrations are ~10 ppm.

Mean and rms radial profiles of the
species concentrations, and temperature at
x/d = 0.6 are shown in Figs. 11 and 12. There
are no significant differences in the mean and
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Fig. 10. Scatter plots of measured species
mole fractions versus temperature in the
combustor at x/d = 0.1 and r/d = 0.55
(Point B of Figs. 7 and 8). The equilibrium
compositions of the major species and OH
corresponding to an equivalence ratio of 0.586
are shown.

rms measurements of the major species and
temperature, when compared to their counter-
parts at x/d = 0.1 (see Fig. 7). The results are
consistent with the heat transfer arguments
invoked earlier. However, the maximum NO
concentrations at this location are ~8 ppm,
slightly smaller from the peak values of

10 ppm at x/d = 0.1. The OH and CO profiles
are broader than their corresponding counter-
parts at x/d = 0.1. This shows evidence of
shear layer growth as we move downstream.
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The shear layer growth is caused by the
entertainment process, where isolated pockets
of hot products (from the recirculation zone)
and cold reactant gases (from the premixed
fuel-air stream) are entrained into the shear
layer (Pan et al., 1991b).

The mean and rms radial profiles at the
exhaust plane of the LP combustor (x/d = 6.0)
are shown in Figs. 13 and 14. At this down-
stream location where there has been sufficient
time for the reactants to combine, the major
species and temperature are fairly constant
across the burner and correspond to adiabatic
equilibrium values. The CO concentrations
increase as we approach the wall. This
increase in the CO concentrations is possibly
due to quenching effects from the cold wall.
The exhaust plane NO concentrations are
about 6 ppm.

Probe Measurements. The exhaust pollutants
(NO/NO, and CO) were also measured with

gas sampling probes. The NO/NO, measure-
ments were performed with a chemilumi-
nescent gas analyzer, and CO was measured
with a nondispersive infrared (NDIR) detector.
Probe descriptions and calibration procedures
have been reported previously in great detail
(Mellor, 1994). Optical and gas sampling
probe measurements of the exhaust pollutants
(NO and CO) at x/d = 6 are shown in Fig. 15.
The laser based (LIF) NO measurements agree
with the gas sampling probe measurements
within 2 ppm. However, the CO concentra-
tions measured with the laser are about

10 times larger than the corresponding probe
measurements. The reduced CO concentra-
tions in the probe measurements are due to
the oxidation of CO to CO, in the warmer
sections of the probe via the reaction, CO +
OH — CO, + H. The oxidation of CO to CO,
in gas sampling probes have been reported in
the literature (Kramlich and Malte, 1978;
Nguyen et al., 1994). In lean premixed
flames where there are considerable CO
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concentrations, the extraction gas sampling
probes can be increasingly inaccurate.

Conclusions

Simultaneous and instantaneous time-
resolved point measurements of major species
(CO,, CH,, H,, O,, N,, and H,0) concentra-
tions, temperature, and minor species (CO, NO
and OH) concentrations were obtained using a
combination of spontaneous Raman scattering,
Rayleigh scattering, and laser-induced
fluorescence in a turbulent lean premixed
methane combustor. The fluorescence signals
of NO and OH were corrected for Boltzman
fraction and collisional quenching rates on a
shot-to-shot basis. The detection limit of the
NO measurements was ~4 ppm at 1550 K
(Number density of 2 x 10" cm™) in a calibra-
tion flame.




The results of species concentrations
and temperature in the recirculation zone show
that the recirculation is not a perfectly stirred
reactor. Measurements indicate that the recir-
culation resembles a partially stirred Teactor.
The measured recycle ratio in the recirculation
is ~6%. This is quite different from the
recycle ratios of 10-30% which the modellers
are currently using to model LP gas turbines.
This suggests that the breakthrough of the
reactants into the recirculation quite small
(~6%) as opposed to the nominal value of
25% used in the models. Annual shear layer
growth by the edge of the recirculation zone
was evident with downstream distance.

Measurements of NO in the exhaust
plane (x/d = 6) of the combustor revealed
relatively low concentrations of NO (~6 ppm).
However, the CO concentrations in the exhaust
were high ~1000 ppm. The laser based mea-
surements of CO were about 10 times larger
than the gas sampling probe measurements.
This suggests that the catalytic reactions in the
probe make extraction probe techniques for
CO measurement quite inaccurate.

Currently, CO is measured by Raman
scattering. However, the CO Raman signals
are weak, resulting in poor measurement accu-
racy. In the next set of measurements, CO
will be measured by LIF. Furthermore, the
turbulence levels will be varied by varying the
free-stream turbulence, and measurements of
species, temperature, OH, NO, and CO will be
performed. The effects of the variation in the
blockage ratio and turbulence intensity on pol-
lutant formation will be investigated.
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Introduction

Gas turbines are being used throughout the
world to generate electricity. Due to increasing
fuel costs and environmental concerns, gas tur-
bines must meet stringent performance require-
ments, demonstrating high thermal efficiencies
and low pollutant emissions. In order for U.S.
manufactured gas turbines to stay competitive,
their NO, levels must be below 10 ppm and
their thermal efficiencies should approach 60%.
Current technology is being stretched to achieve
these goals.

The twin goals of high efficiency and low
NO, emissions require extending the operating
range of current gas turbines. Higher efficiency
requires operation at higher pressures and tem-
peratures. Lower NO, emissions requires lower
flame temperatures. Lower flame temperatures
can be achieved through partially to fully pre-
mixed combustion. However, increased perfor-
mance and lower emissions result in a set of
competing goals.

In order to achieve a successful compro-
mise between high efficiency and low NO,

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under contract
DE-FC21-92MC29601 with South Carolina Energy
Research and Development Center, 386-2 College Avenue,
Clemson, SC 29634-5180, Dr. Daniel B. Fant, Telefax:
803-656-2267. Purdue University subcontract
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emissions, advanced design tools must be devel-
oped. One key design tool is a computationally
efficient, high pressure, turbulent flow, com-
bustion model capable of predicting pollutant
formation in an actual gas turbine. Its devel-
opment is the goal of this program.

Achieving this goal requires completion of
three tasks. The first task is to develop a
reduced chemical kinetics model describing NO
formation in natural gas-air systems. The sec-
ond task is to develop a computationally effi-
cient model that describes turbulence-chemistry
interactions. The third task is to incorporate the
reduced chemical kinetics and turbulence-
chemistry interaction models into a commer-
cially available flow solver and compare its
predictions with experimental data obtained
under carefully controlled conditions so that the
accuracy of model predictions can be evaluated.
The resulting design tool will be used by U.S.
gas turbine manufacturers to design the next
generation of lean premixed engines. Such lean
premixed flame combustors will satisfy the low
NO, emission needs of the Advanced Turbine
Systems (ATS) being developed by several
industries under the sponsorship of the Fossil
Energy (FE) program of the U.S. Department of
Energy (DOE).

X

Objectives

The overall objectives of the research at
Purdue are to:




* obtain a reduced mechanism description of
high pressure NO formation chemistry
using experiments and calculations for
laminar lean premixed methane air flames,

* develop a statistical model of turbulence -
NO chemistry interactions using a Bunsen
type jet flame, and

 utilize the high pressure chemistry and tur-
bulence models in a commercial design
code, then evaluate its predictions using
data from an analog gas turbine combustor.

Work to date has resulted in the following
achievements:

» spatially resolved measurements of NO in
high-pressure high-temperature flat flames,
plus evaluation of the influence of flame
radiation on the measured temperature
profile

* measurements of temperature and velocity
PDFs for a turbulent methane/air flame
were obtained for the first time, under oper-
ating conditions which allow their study in
the distributed regimes, and the increase in
EINO, with equivalence ratio predicted
using a chemical kinetics model

* simulation of non-reacting combustor flow
fields from ambient to elevated pressure
and temperature conditions and comparison
of those results with experimental velocity
profiles.

Approach

Work is divided into three tasks: reduced
chemical kinetics model, turbulence-chemistry
interaction model, analog gas turbine modeling
and experiments.

Reduced Kinetics Model

In order to determine optimal combustion
parameters to minimize pollutants and maintain
high efficiency in gas turbine engines, it is
necessary to understand the chemical kinetics
involved in the production of NO in high-
pressure, natural-gas fired, premixed systems. In
addition, accurate in-situ measurements of NO in
these flames are required to verify any computer
modeling scheme.

This paper describes recent work in improv-
ing both the accuracy of NO measurements in
lean-high pressure CH,/O,/N, flames and the
accuracy of kinetic modeling for these same
conditions. Specifically, this portion of the
research is involved in the validation and devel-
opment of simplified kinetic models for predict-
ing NO formation in these high-pressure lean
conditions. To meet these objectives we are
measuring NO concentrations in the post-flame
zone of a flat, laminar, premixed CH,/O,/N,
flame using laser-induced fluorescence. We are
modeling NO production using the Sandia
laminar premixed flame code. The flame code
is being used not only to predict overall NO
production in these flames, but to also help
determine which NO production pathways are
most important in the high-pressure, lean con-
ditions relevant to this study. Knowledge of the
pressure dependence of each pathway will be
helpful in the later development of a reduced
mechanism which may be included in turbulence
models for determining NO formation in more
realistic turbulent combustors.

In the last six months steps have been taken
to improve the accuracy of both the LIF mea-
surements and the modeling, as will be dis-
cussed later in this paper.

The laser system and optical layout used in
performing the LIF measurements of NO are
described elsewhere [Reisel et al., 1993]; thus,
only a brief summary will be presented here.
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Excitation of NO is achieved through use of the
Q,(26.5) transition of the NO molecule.

A pulsed ultraviolet laser beam is directed
over a burner located inside the high-pressure -
combustion facility described by Carter et al.
[Carter et al., 1989]. The pressure vessel has
four optical ports, two of which provide the
optical access and exit for the laser beam
through the combustion facility.

For fluorescence detection, we make use of
an optical port perpendicular to the laser
entrance and exit ports. The fluorescence is
focused on the entrance slit of a 1/2-m mono-
chromator. The broadband fluorescence signal
encompasses a spectral width of 3 nm and is
detected over a spectral region centered at
236 nm. This location and spectral width
corresponds to the 4(0,1) band of NO.

When performing a linear LIF measure-
ment, one must consider the effects of both laser
power fluctuations and quenching variations on
the fluorescence signal. Corrections for laser
power fluctuations can be made by normalizing
the fluorescence signal using the measured laser
power. Quenching variations could be handied
in a similar manner; however, measurement of
the quenching rate coefficient is not a trivial
task. Comparisons of measurements obtained
using both LIF and laser-saturated fluorescence
(LSF) in atmospheric CH,/O,/N, flames demon-
strate that the quenching variation is not
significant. Additionally, the quenching rate
coefficient has been modeled for each of the
pressures used in this study. Results for each
pressure predict less than a 15% change, with
respect to the calibration flame, across our range
of equivalence ratios.

Modeling of the chemical kinetics in these
flames was performed using the Sandia, steady,
laminar, one-dimensional, premixed flame code
[Kee et al., 1985]. The mechanism used as the
chemical kinetics input into the computer model

is based on the comprehensive mechanism as-
sembled by Glarborg et al. [1986] as modified
by Drake and Blint [1991]. This reaction
mechanism considers 49 species and over

200 elementary reactions.

A burner surface temperature of 300 K is
used as a boundary condition to simulate the
heat loss to the water-cooled burner. A tem-
perature profile generated via solution of the
energy equation was used initially for modeling
NO production trends. Well-resolved, experi-
mentally measured temperature profiles are not
easily obtained at high pressures owing to the
close proximity of the flame front to the burner
surface. While the calculated temperature pro-
files will not agree precisely with the actual
temperature profiles (leading to some potential
errors in quantitative agreement), the calculated
post-flame temperatures appear to agree suffi-
ciently with the measured post-flame tempera-
tures so as to allow for an accurate assessment
of the pressure trends. Steps taken to obtain
more quantitative results are described later in
this paper.

Turbulence-Chemistry Interaction Model

Practical gas turbine combustors involve
turbulent flames and the residence times avail-
able are much smaller than those in the laminar
flames studies by the above authors. Analytical
studies on premixed turbulent flames have not
provided complete insight into their structure.
The analytical studies were based on assump-
tions that are hard to justify. A better study of
the turbulent premixed flames can be done by
using experimental data in the form of proba-
bility density functions (PDFs), length scales etc.
of the dependent variables as input into the
chemical kinetics models, thereby reducing the
complexity of the modeling effort.

The conventional approaches to describing
reacting flows in combustors such as gas turbine
engines involve moment closure methods [Jones
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and Whitelaw, 1982], Monte-Carlo or stochastic
methods [Ghoniem et al., 1982, Kerstein, 1988],
and PDF methods [Kollman, 1990; Pope, 1991].

The moment closure methods involve
developing a hierarchy of equations for the dif-
ferent moments for the variables of interest
(velocity, concentrations, temperature, etc.).
Normally only the first two moments are consid-
ered since beyond this the number of modeling
constants increases drastically without providing
a correspondingly more accurate solution to the
governing equations. However, for non-linear
processes such as chemical kinetics, describing
the temperature by two or even four moments
leads to inaccuracies in the solutions for the
chemical processes.

Monte-Carlo or stochastic methods include
the Random Vortex methods of Ghoniem et al.
[1982] and the Linear Eddy Model of Kerstein
[1988]. These methods have been used with
limited success to predict the scalar mixing of
fluids. However, in application to reacting
flows, they have problems with convergence,
produce large errors due to the limited number
of realizations and require extensive modeling
efforts which are problem specific [Givi, 1987].
In addition, stochastic methods do not guarantee
the conservation of mass, momentum and energy
and require ad-hoc modeling for diffusion.

Conventional PDF methods [Kollman,
1990; Pope, 1991] are based on deriving trans-
port equations for the PDFs of the variables of
interest. The derivation results in an increase in
dimension of the governing equations and the
solution procedure requires Monte-Carlo simula-
tions with the inherent problems discussed
above. In addition, the turbulent convection and
molecular diffusion terms have to be modeled,
restricting their use to simple problems [Givi,
1987].

Recently, we developed a new approach
called the Discrete Probability Function (DPF)

method to solve statistical transport equations in
the context of radiative heat transfer [Sivathanu
and Gore, 1993]. The DPF method relies on the
representation of the PDF transport equation
using discrete parcels that are affected by con-
vection and diffusion. The transport equations
are solved for notional parcels representing
realizable values of boundary conditions and
source functions, while the probabilities of the
solution so obtained are calculated from statis-
tical laws. The DPF method, along with a
model of the molecular diffusion process using
spatial series analysis was subsequently used to
successfully capture the scalar mixing in a shear
layer [Sivathanu and Gore, 1994] and evaluated
using data from Yoon and Warhaft [1990] and
Bilger et al. [1991].

To apply the DPF method for calculating
the pollutant production in a turbulent premixed
flames, the statistics of temperature are required
to take into account the non-linear dependence
of the Arrhenius reaction rates on temperature.
There have been relatively few measurements of
the fluctuating temperature in premixed turbulent
flames despite the importance of such informa-
tion for modeling pollutant emission.

Yoshida [1981] studied the structure of
hydrogen pilot stabilized premixed flames with
equivalence ratios of 0.8 using compensated thin
wire thermocouples. From their measurements,
they found that the fluctuating temperature
increases and reaches a maximum in the middle
of the flame zone and decreases to zero outside
the flame zone. The temperature fluctuations in
the flame zone were found to be close to the
predictions of a wrinkled laminar flame model,
implying a bimodal PDF for temperature.
Yanagi and Mimura [1981], who also studied
pilot stabilized natural gas flames using
thermocouples, came to the same conclusion.

However, Pita and Nina [1986] concluded
that catalytic effects impose severe limitations
on the accuracy of mean and fluctuating
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temperatures measured with coated or uncoated
thermocouples. Accurate measurements of tem-
perature are need to model the NO, formation
kinetics in turbulent premixed flames. There-
fore, a thin filament pyrometer [Vilimpoc and
Goss, 1988] was used to measure the fluctuating
temperatures in the present work.

Based on the above observations, the objec-
tives of the present work were to measure the
fluctuating temperatures in turbulent premixed
flames and to use the PDF of the temperature
obtained from the measurement to predict the
emission index of NO,.

Temporally and spatially resolved measure-
ments of velocity and temperature were obtained
in a co-flow burner, whose sketch is shown in
Fig. 1. Premixed fuel and air was sent through
a 15 mm diameter inner tube, which is sur-
rounded by a 100 mm diameter annulus for the
co-flow air. Wire mesh and glass beads were
used to straighten the flow. The premixed flame
was stabilized by passing an annular co-flow of
hydrogen through a pilot flame burner. The
fuel-tube was cooled by passing water through a
cooling coil surrounding the inner tube. The
length of the fuel tube was 600 mm to ensure a
completely developed pipe flow at the exit of
the burner.

The mass flow rates of the fuel, the hydro-
gen used for the pilot flame and the co-flowing
air were measured using calibrated rotameters.
The mass flow rate of the air used to premix
with the fuel was measured using a calibrated
choked orifice. Two different heat release rates
(4.2 kW and 8.4 kW) and two equivalence ratios
(0.8 and 1.0) for each heat release rate were
selected to obtain a total of four premixed
turbulent flames. The co-flow of air for all
flames was fixed at 0.5 g/s and the mass flow
rate of the hydrogen used for the pilot flame
was 2 mg/s. The Reynolds number based on
cold gas properties at the fuel tube burner exit
varied between 7000 and 17000.

The instantaneous temperatures were mea-
sured using a 15 mm SiC filament stretched
inside the flame [Vilimpoc and Goss (1988]. A
schematic of the experimental setup for the thin
filament pyrometry technique is shown in Fig. 2.
The radiation emitted by the SiC filament was
imaged onto a cooled InSb detector (spectral
window from 1200 to 5700 nm) through a chop-
per, aperture, and imaging lenses. The signal
was amplified, phase locked, digitized and
stored in a laboratory computer at 5000 Hz.

The system was calibrated using the known tem-
peratures from a laminar flame. The small size
of the filament, low thermal conductivity and
high emissivity offered good spatial and tem-
poral response. The resulting data were used to
obtain the PDFs of temperatures at all locations
within the flames.

The radial and axial velocities were mea-
sured using a single component, dual beam
Laser Doppler Velocimeter (LDV). Three pol-
lutant species, NO,, CO and UHC were mea-
sured by sampling the exhaust stream using
Thermo Environmental Inc. chemiluminescent,
gas correlation, and flame ionization analyzers
respectively. CO, mole fraction was measured
using a Rosemount Analytical NDIR CO, ana-
lyzer. The mole fractions of the pollutant
species measured by the analyzers were con-
verted to mass fractions. The mass fractions and
CO, concentrations were used to find the emis-
sion index of the pollutant species.

The two dimensional conservation equation
for the mass fraction of NO (Yyq) in a turbulent
reacting flow is:

+ + =
ot ox T dy

o (1)
+ W
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where, p is the density, u is the velocity in the
axial (x) direction, v is the velocity in the radial
(r) direction, D is the molecular diffusivity and
&’ is the production rate of NO in kg/m’-s.

Numerical simulations for calculating the
PDF of Yg at all locations within the flame is
computationally intensive. However, the emis-
sion index of NO, can be calculated if the axial
mass flux of NO is known at all locations. The

total mass flux of NO (ﬁ: No» i kg/s) at any axial
location can be calculated as:

R

0

2

where R is the boundary of the computational
domain beyond which the mass fraction of Yy
is zero.

Neglecting axial diffusion the change in
mass flux of NO for an axial spacing of Ax can
be obtained from Eq. (1) and (2) as:

R
Am NO = Axf21rra>"'dr 3)
0 )

The changes in the NO mass flux from the exit
to the last axial location (where the production
rate term goes to zero) are added together to
give the overall mass flux of NO from the
flame. This information along with the fuel
flow rate is used to obtain the EINO, (NO,
emission index) for the flame.

The reaction rate term in Eq. (3) is obtained
from Rokke et al. [1992], and includes the
Zeldovich, prompt and nitrous oxide mecha-
nisms. The concentrations of the major species
are required to calculate the production of NO
[Rokke et al., 1992] and are obtained using state

relationships as a function of temperature assum-
ing the reaction rate progress variable for the
major species is one.

The temperature at any location is fluctuat-
ing as a function of time. Therefore, to obtain

the time averaged mass flux of NO, (An'n N0>’

Eq. (3) is multiplied by the PDF of T and inte-
grated over the entire range of T as follows:

Tmax R
(st no)=x [ [ 2l (OPDEDAraT )

Ty °
where T,;, and T, are the minimum and
maximum temperatures observed at any radial
location r. For the four different flames, Eq. (4)
was numerically integrated from x = 0 to x =
200 mm at which location the instantaneous
peak temperatures were below 1100 K and NO
production was negligible. 80 grids were used
in the axial direction and the PDF of T was
discretized by 50 bins. Doubling either the
number of x-grids or the number of bins resulted
in less than 1% change in EINO,.

Analog Gas Turbine Modeling and
Experiments

Non-reacting flow velocity measurements
were made in an axisymmetric combustor at
preheated and pressurized conditions. These
measurements were used to evaluate the accu-
racy of non-reacting numerical simulations per-
formed using FLUENT.

The experimental combustor is axisymmetric
to facilitate modeling. A 2.54 cm diameter inlet
feeds a 7.62 cm diameter dump zone that is
fitted with quartz windows to allow optical
access for LDV measurements, as well as access
for gas sampling probe measurements to be
performed during the next phase of work. A
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water cooling jacket surrounds the combustor
casing.

Preheated, high pressure, unvitiated air is
supplied from storage tanks to a non-contact
heat exchanger and on to the combustor. The
air flow rate is measured using a choked orifice.

Only non-reacting results are reported here,
so no fuel is used. However, in future work
fuel (methane) will be supplied by a bank of
conventional high pressure gas cylinders. The
fuel flow rate will be measured using a choked
orifice.

Air and fuel are mixed upstream of the
combustor via a radial "sting." The extent of
mixing will be assessed using Mie scattering.

A honeycomb flow straightener and 2.25:1
area ratio contraction are located upstream of the
combustor dump plane so that the velocity pro-
file is sensibly flat at the dump plane. The
flatness of that profile is checked using LDV.

Combustor pressure and inlet velocity are
varied by controlling the rates of air and fuel
supplied to the combustor and restricting the
diameter of the combustor at its exit plane. The
restriction consists of a stainless steel cap and
one of a number of graphite nozzles which serve
to choke the exit flow.

The combustor has been operated at pres-
sures of 1, 2, 5, 10 and 15 atm. Inlet velocity is
nominally 10 m/s.

The LDV system is that of Gould [1989].
It was operated in the forward scatter mode as a
single component instrument. Frequency shift-
ing was employed to allow unambiguous veloc-
ity measurement in regions of recirculation and
to eliminate incomplete signal bias.

Seeding was accomplished by distributing
Al O, particles into a secondary air stream via a
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high-pressure seeder. The seeded secondary
stream was introduced to the main air flow
upstream of the fuel injection sting. The sec-
ondary air mass flow rate was also measured
using a choked orifice.

Experimental results are compared to
numerical results generated using FLUENT.
FLUENT uses the finite volume approach to
discretize the equations of motion.

FLUENT has flexibility to allow inclusion
of a number of submodels that describe various
transport phenomena. These include the ideal
gas equation of state, Fourier’s Law of heat
conduction, Fickian mass diffusion, and the
assumption of Newtonian fluids.

There are three options for turbulence
modeling: k-g, renormalization group (RNG)
k-g, and the Reynolds’ stress model (RSM).
Previous work completed as part of this program
indicated only slight differences in the level of
agreement when comparing model simulations
based on the three turbulence models with LDV
data. Consequently, the "standard" k-& model
was chosen because it requires the least com-
putational time to converge to a solution.

Results
Reduced Kinetics Model

Using the LIF apparatus described above,
NO concentrations have previously been mea-
sured in high-pressure, premixed, laminar CH,/
O,/N, flames. To enhance the accuracy of these
measurements, we have improved the precision
of our calibration system by installing a new
high-pressure mass-flow controller system for
delivery of the calibration gas. Of additional
concern for the accuracy of these measurements
is the effect of fluorescence interferences due
to species other than NO. Specifically, O, fluo-
rescence can cause a significant background
offset which must be accounted for in LIF




measurements of NO, especially at the lean,
high-pressure conditions investigated here.

We studied the effect of O, interferences in
nitrogen-air flames by obtaining fluorescence
excitation and detection scans in the post-flame
zone of a non-cooled 3.76 dilution ratio, 0.6
equivalence ratio, flat, premixed flame stabilized
on a porous ceramic plug. The excitation scans
show that the Q,(26.5) transition is not in the
same region as any distinct interference feature,
nor is it concurrent with any other NO feature.
These traits, combined with this transition’s
relatively temperature-insensitive Boltzmann
fraction make Q,(26.5) excitation a good choice
for fluorescence measurements.

However, even though this excitation transi-
tion avoids major interference features, some
fluorescence and Raman features will be excited
at any wavelength in this region. To further
avoid these interferences, it is necessary to
choose a detection strategy that collects as much
NO related signal as possible while rejecting
non-NO interferences.

Thus, detection scans were obtained at 1
and 6 atm in both CH,/O,/N, and CH,/O,/Ar
flames. The argon diluted flames, shown in
Figs. 3a and b, lack the NO signal and thus give
a good indication of the location and magnitude
of non-nitrogen related interferences. The
nitrogen diluted scans of Figs. 3c and d contain
the interference features as well as those due to
N, and NO.

These detection scans are presented on a
relative fluorescence basis by normalizing the
peak signal to 1000. The ¥(0,1), ¥(0,2) and
Y(0,3) bands of NO are apparent in Figs. 3c and
d at approximately 236, 246, and 258 nm,
respectively. A strong N, Stokes Raman scat-
tering signal is also seen at ~238 nm [Eckbreth,
1988] in the nitrogen-flame detection scans. An
H,0 Raman line occurs within the ¥(0,2) band
of NO, ~246 nm. Thus the ¥(0,2) band of NO

would be a poor choice for NO detection. Also
evident in these scans are the large interferences
due to O, fluorescence seen as doublets before
the ¥(0,1) band, between the ¥(0,1) and ¥(0,2)
bands and in the middle of the ¥(0,3) band of
NO. These interferences would also make the
¥(0,3) band of NO a poor choice for NO
detection.

What these scans show us is that inter-
ferences can largely be avoided in LIF measure-
ments of NO in lean methane-air flames, if the
Q,(26.5) transition of NO is used for excitation
in conjunction with detection of a 2 to 3 nm
portion of the y(0,1) band of the NO molecule.
However, at higher pressures and temperatures
and in lower dilution ratio flames, the O,
background can become significant even with
the above excitation/detection scheme. To attain
more accurate LIF measurements at these
extreme conditions, correction procedures are
currently being developed to experimentally
measure the background and subtract it from the
measured fluorescence signal.

In earlier reports, we have described the
results of our extensive modeling effort using
the Sandia 1-D premixed flame code to predict
NO formation in the flames we have investi-
gated experimentally. One issue which pre-
vented accurate predictions of NO formation in
high-pressure CH,/O,/N, flames was the inability
of the flame code to adequately predict the tem-
perature field above the burner surface, espe-
cially at high pressures. One cause for this
deficiency was the failure of the model to
account for radiative heat losses from the flame
to the surroundings, which should become very
significant at higher pressures. Our first step to
alleviate this problem was the addition of a sim-
ple radiative heat loss model to the Sandia 1-D
Premixed Flame Code. Assuming that these
flames are in the optically-thin regime, a radia-
tion source term was calculated using a Planck
mean temperature coefficient. This coefficient
was calculated from a narrow band model using
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the RADCAL program [Grosshandler, 1988].
Preliminary results for flames at atmospheric
pressure are shown in Fig. 4.

Turbulence-Chemistry Interaction Model

The effect of the varying the amount of
hydrogen used for the pilot flame on the emis-
sion indices of UHC, CO, NO and NO, is
shown in Fig. 5. All the flames used in the
present study blow off if the hydrogen pilot is
stopped. The amount of hydrogen required
increases as the jet velocity increases. This is
partly due to the higher velocities and also to
the lower temperatures for the leaner flames. If
the pilot flame is too small, UHC and CO levels
increase very rapidly as the flame becomes
unstable, and any further decrease of the hydro-
gen flow would blow off the flame.

The emission index for NO and NO,
increases with increasing hydrogen flow rate.
The increase in adiabatic temperature produced
due to combustion of hydrogen in the pilot
flame is responsible for the increased levels of
NO and NO,. The higher temperature also pro-
motes complete combustion, leading to lower
emission indices for CO and UHC. All four
flames used 2 mg/s of H, for the pilot flame.
This low amount of hydrogen results in only
about a 20% increase in EINO, allowing critical
evaluation of the chemical kinetics model.

The PDFs of axial velocity, for five dif-
ferent radial locations and 60 mm above the
burner, for the 4.2 kW lean premixed turbulent
flame are shown in Fig. 6. The mean velocity
decreases from the center line towards the edge
of the flame, and the RMS velocity remains
almost constant across the flame width. At loca-
tions close to the high temperature zone (r =
12 mm and r = 14 mm), the fluctuation in axial
velocity is about 30 % of the mean. The PDF at
the center is narrow and symmetric around the
mean value. The effects of intermittency are
evident for the PDF at r = 16 mm since the PDF

has a long tail for positive velocities and is not
symmetric around the mean value. Outside the
flame zone, the mean and the fluctuations in
velocity decrease rapidly. The shapes of the
velocity PDFs are nearly Gaussian.

The PDFs of temperature at the same five
radial locations for the 4.2 kW lean premixed
turbulent flame are shown in Fig. 7. The mean
temperature at the center is very low, rises to a
maximum of 1755 at r = 12 mm and then de-
creases outside the flame. Interestingly, the
fluctuations are minimum at the flame surface,
indicating that the flame sheet is relatively
stationary at this point despite the high level of
axial velocity fluctuation. Close to the flame
sheet, the peak temperatures reach close to
adiabatic values. However, such high tempera-
ture excursions are not seen at the edge of the
flow or at the center. In addition, the fluc-
tuations increase towards the edge of the flow
due to intermittency. At the center line of the
jet and an axial location of 60 mm, the tempera-
ture is very low and below 900 K almost all the
time.

There are a number of phase diagrams that
define various combustion regimes in terms of
length and velocity scales [Borghi, 1984;
Williams, 1985; Peters, 1986]. In this work, we
follow the analysis of Peters [1986] and plot the
ratio of the RMS of velocity (u’) to the laminar
flame speed (S;) as a function of the ratio of the
integral length scale (/) to the laminar flame
thickness (Ig), as shown in Fig. 8. The turbulent
Reynolds (Re), Damkohler (Da) and Karlovitz
(Ka) numbers are given by:

Re = u'lt/u &)

Da = tftp = Syl u'lg (6)

and
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Ka = tg/ty, = 1%p/l% = ePIg/oi2s, (D)

respectively where n is the kinematic viscosity,
t, is the integral time scale, and € is the turbulent
kinetic energy. Based on the above definitions,

we can derive the following relationship for the

three non-dimensional numbers, Re, Da and Ka,
in terms of u’/S; and [/l as [Peters, 1986]:

w/S; = Re (zt/zF)‘1 (8)
w/Sp, = Da™t (1,/1g) ©)

w/Sy, = Ka?® (1, /1) (10)

The regimes of laminar flames (Re < 1)
and well stirred reactor (Da < 1) are not of
interest for the present work. Among the three
remaining regimes, the wrinkled and corrugated
flames belong to the flame regime which is
characterized by the inequalities Re > 1 (turbu-
lence), Da > 1 (fast chemistry) and Ka < 1 (suf-
ficiently weak flame stretch). In the flamelet
regime the Kolmogorov length scale is greater
than the flame thickness, so the smallest eddies
do not penetrate the flame sheet and we get thin
laminar flamelets. u’ is interpreted as the
circumferential velocity of the largest eddies and
when v’ < §;, these eddies can not convolute
the flame front to form the multiply connected
flame sheets. When u’ > S;, multiple flame
sheets are formed giving rise to corrugated
flamelets.

The boundary of the distributed reaction
zone is given by Ka = 1 and can be expressed
as the condition where the flame thickness is
equal to the Kolmogorov scale. The distributed
reaction zone is bounded by Re > 1; Da > 1 and
Ka > 1. In the distributed reaction zone,

Ka > 1, the Kolmogorov scale is smaller than
the flame thickness and the smallest eddies can
enter the flame structure thereby broadening the
flame structure.
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All previous measurements in the literature
fall within either the wrinkled flamelet or cor-
rugated flamelet regimes. The present work is
the first time that flames stabilized (due to
hydrogen pilot flame) in the distributed reaction
regime are accessible.

The predictions and measurements of EINO,
normalized by its value at equivalence ratio of 1
is shown in Fig. 9. The chemical kinetics model
captures the change in EINO, with equivalence
ratio quite well. However, the absolute values
are about 330% higher for the 4.2 kW flame and
40% higher for the 8.4 kW flame. Two sets of
predictions are also shown in Fig. 9. The open
triangle represents predictions of EINO,
obtained using the measured temperature PDF.
The open circles represents predictions obtained
using a Gaussian PDF, with the maximum tem-
perature being limited to the adiabatic flame
temperature. The data is represented by the
solid circles. Both sets of predictions capture
the increase in EINO, with equivalence ratio
quite well. The predictions are shown only for
two equivalence ratios since measurements of
the temperature PDFs are available for only four
flames.

Analog Gas Turbine Modeling and
Experiments

Experimental data at pressures from 1 to
15 atm and temperatures from 295 to 480 K was
obtained using our high pressure analog gas
turbine combustor operating under non-reacting
conditions. Table 1 illustrates the pressure-
temperature combinations that have been investi-
gated. Velocity data obtained at these condi-
tions was used to evaluate the pressure and tem-
perature scaling capabilities of FLUENT. Par-
ticular attention was paid to the influence of
operating pressure and temperature on the flow
field, and the agreement between experimental
data and numerical simulations as these two
parameters were varied.



Experimental data and model predictions
for the cases listed in Table 1 are presented in
Fig. 10 through 13. Experimental data were
checked for symmetry by scanning the LDV
probe volume across the combustor diameter.
Velocity profiles from the two radii were then
compared at a number of axial locations and the
root-mean-square (rms) deviation, defined as

1l sl ap
AT foe + ]

computed. Here uy_ is the axial velocity at radial
position i for the right hand radius, u;; is the
axial velocity at radial position i for the left
hand radius, and N is the number of radial posi-
tions at which data were acquired. The root
mean square deviation between sides was less
than 22%. The experimental data were also
checked for repeatability by acquiring velocity
fields on different days. The rms deviation
between velocity fields acquired on different
days, defined analogously to Eqn. (11), was
21%.

Table 1. Pressure-Temperature Conditions at
Which LDV Data Were Obtained

Pressure, | Temp., ( Rc:ynéldé 4

atm K number,

: -} x10*

1 295 1.8 9.8

2 295, 383 3.6, 2.1 11,9.8
5 295, 439 9.0, 3.9 11,9.8
10 295, 450 18,7.5 11,9.8
15 294,477 | 27,10 11, 10

Figure 10 illustrates agreement between
model predictions and experimental data for a

combustor pressure of 2 atm and an inlet tem-
perature of 383 K. The results demonstrate that
FLUENT accurately predicts the recirculation
zone, present at x/H=2.1 and 4.7, and the decay
of the central jet, between x/H=0.1 and x/H=8.3.
Discrepancies between model predictions and
experimental data exist at x/H=8.3, where
FLUENT indicates the recirculation zone has
ended and the experimental data shows it to per-
sist, and at x/H=8.3 and 11.8, where FLUENT
first under- and then over predicts the persis-
tence of the central jet.

Figure 11 illustrates agreement between
model predictions and experimental data for a
combustor pressure of 5 atm and an inlet tem-
perature of 439 K. The results demonstrate that
FLUENT again predicts the recirculation zone,
present at x/H=2.1 and 4.7, and the decay of the
central jet. FLUENT simulations are most accu-
rate at non-dimensional axial locations of 11.8
and 14.1. Discrepancies between model predic-
tions and experimental data do exist, however,
and are more prevalent than for the 2 atm case.
In particular, at x/H=8.3 FLUENT indicates that
the recirculation zone persists and the experi-
mental data show it to have ended. Further-
more, at x/H=4.7 and 8.3 FLUENT consistently
over predicts the persistence of the central jet.

Agreement between model predictions and
experimental data improves as combustor pres-
sure increases to 10 atm, as shown in Figure 12.
Figure 12 results demonstrate that FLUENT
accurately predicts the location of the recircu-
lation zone and the breakdown of the core flow.
A comparison of rms errors between the 5 and
10 atm cases (24 and 21%, respectively) clearly
demonstrates the improved accuracy of the
10 atm simulations.

Agreement between model predictions and
experimental data is as good for the 15 atm case
as it is for the 10 atm case. Figure 13 presents
the 15 atm results. Once again, FLUENT is
able to accurately predict the location of the
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recirculation zone and the breakdown of the core
flow. In addition, only minor discrepancies are
present, as indicated by an rms error value of
less than 21%.

In summary, Fig. 10 through 13 demon-
strate that FLUENT is capable of predicting
non-reacting, elevated pressure, preheated flow
fields for our axisymmetric geometry. Com-
parison of the results in Fig. 10 through 13
demonstrates that pressure scaling effects on the
flowfield are well described. Furthermore, the
accuracy of the predictions are seen to improve
with an increase in pressure.

Comparison of the results contained in
Fig. 10 through 13 with results obtained at cor-
responding pressures and ambient temperature
indicate that temperature scaling effects are also
well described. The accuracy of the predictions
are observed to improve with increasing inlet
temperature.

Applications

Lean premixed flame combustors satisfy the
low NO, emission need of the Advanced Tur-
bine Systems (ATS) being developed by several
industries under the sponsorship of the Fossil
Energy (FE) program of the U.S. Department of
Energy (DOE). Computational tools for the
design of lean premixed combustors are pres-
ently limited by the lack of understanding of the
high pressure NO formation chemistry and tur-
bulence chemistry interactions. The results of
this study will improve the competitiveness of
U.S. manufactured gas turbines by helping to
provide a rational understanding of how engine
design influences NO, production.

Future Work

Our future work will be focused in three
areas. : '

* We will continue to map NO concentrations
in our preheated, high pressure flames and
accelerate work on the development of a
reduced NO kinetic mechanism for use with
natural gas fired systems. The reduced
kinetic mechanism will be supplied to the
Analog Gas Turbine Group.

» We will simulate the energy equation to
evaluate the DPF-based turbulence-
chemistry interaction model further, make
measurements of average major gas species
concentration, and incorporate the DPF NO
calculations into an industrial code for
combustor design. Preliminary measure-
ments of NO concentration statistics are
being initiated in collaboration with the
Reduced Kinetics Group.

* We will make major species measurements
under elevated pressures conditions and
simulate the profiles using FLUENT, while
incorporating the reduced kinetic mechanism
and turbulence - NO chemistry models
being developed by the Reduced Kinetics
and Turbulence-Chemistry Interaction
Groups.
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Introduction

New designs for advanced gas turbine
engines for power production are required to
have higher operating temperatures in order to
increase efficiency [1]. However, elevated
temperatures will increase the magnitude and
severity of environmental degradation of critical
turbine components (e.g. combustor parts,
turbine blades,etc..). To offset this problem, the
usage of thermal barrier coatings (TBCs) has
become popular by allowing an increase in
maximum inlet temperatures for an operating
engine [2,3]. Although thermal barrier
technology is over thirty years old, the principle
failure mechanism ijs the spallation of the
ceramic coating at or near the ceramic/bond coat
interface [4,5]. Therefore, it is desirable to
develop a coating that combines the thermal

Research sponsored by the U.S. Department of Energy’s
South Carolina Energy Research & Development Center,
under contract DE-FC21-92MC29061 with the Materials
Research Center and Energy Research Center at Lehigh
University, 5 E. Packer Avenue, Bethlehem, PA, 18015;
telefax: 610-758-4244.
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barrier qualities of the ceramic layer and the
corrosion protection by the metallic bond coat
without the detrimental effects associated with
the localization of the ceramic/metal interface to
a single plane.

Objectives

The concept for the delocalization of
interfaces has led to the development of
functionally, structurally, and chemically graded
architectures and materials. Functionally Graded
Materials (FGMs) for thermal barrier coatings
are metal/ceramic composites that are discretely
or continuously graded from 100% ceramic at
the outer surface to 100% metal in the inner
surface. It has been the focus of this research
program to investigate novel techniques for
producing FGMs that override present
processing barriers of prevalently utilized
methods. In an initial effort to produce FGMs,
reaction-bonded metal oxide (RBMO) and
electrodeposition processes have been studied on
model systems.



Approach

Reaction-Bonded Metal Oxide (RBMO)

The reaction-bonded metal oxide (RBMO)
process utilizes the oxidation reaction of
attrition-milled and compacted metal/ceramic
powder mixtures to make monolithic and
composite ceramics. In the production of
reaction-bonded AlL,O; (RBAO), the volume
fraction of Al is usually in the range of 0.3-0.6,
with the remainder of the powder mixture being
predominantly Al,O,.  The process offers
significant advantages over conventional ceramic
processing, such as low raw material costs, low
processing temperatures, machinability of green
bodies, and near-net-shape forming capability.
Reaction-bonded ceramics and composites
exhibit superior microstructures with sub-micron
grain sizes and fracture strengths > 800 MPa for
the ZrO,-containing RBAO bodies.

Electrodeposition

Electrodeposition is the application of a
coating on a substrate by passing a current
through an electrolytic solution. The electrolytic
solution is a conducting fluid in which the flow
of current is accompanied by the movement of
ions from an anode to a cathode. As the M*
ions are reduced at the cathode surface, an
electroplated coating of M metal is produced.
The advantages of electrodeposition is its low
equipment costs and the ability to coat complex
shapes. In order to fabricate an electro-
composite, second phase particles are
mechanically suspended in the electrolyte where
they are incorporated into the metallic matrix due
to physical and electrochemical means. The
amount of co-deposited particles depends on
many processing parameters such as the type of
electrolyte bath, the current density, the amount
of particles in the bath, and the size, shape, and
nature of the particles.
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Figure 1: Microstructure of RBMO/sapphire-

fiber composite. The fiber is coated with

monazite.
Results

RBMO

In the present work, RBMO technology has
been adapted to produce fiber reinforced ceramic
matrix composites, as well as functionally graded
structures for turbine components for use in
advanced gas turbine systems. Large diameter
(>100pm) continuous sapphire fibers coated
with a thin layer of monazite (LaPO,) were
incorporated into a reaction-bonded mullite
matrix which exhibits near zero shrinkage. The
thickness of the coating layer can be controlled
in the range of 2-20um. Crack-free dense bodies
consisting of 95 volume percent mullite and
approximately 5 volume percent sapphire fibers
were successfully produced by the reaction-
bonding technique. The microstructure of the
composites is shown in figure 1. Fracture
studies have been conducted to determine the
effectiveness of the fibers (and coatings) in
enhancing toughness. Preliminary results (figure
2) showed that the monazite provides a weak
interface to allow debonding of the fiber from
the matrix, thus fulfilling one of the major
requirements for promoting high toughness.




Figure 2: Fracture surface of the
sapphire-fiber composite.

reaction-bonding.

The RBMO process was also used to
fabricate layered structures (FGMs). The
composition of each layer is given in Table I.
All the powder mixtures except N-100 were
attrition milled for 7 hours in acetone with TZP-
balls. In forming the green body, layers of the
precursor powders were symmetrically pressed
together in the following sequence: Ni-O/Ni-
10/Ni-30/Ni-50/Ni-100/Ni-50/Ni-30/ Ni-10/Ni-
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0. The samples were annealed in air at 750°C
for 30 min,this heat-treatment was chosen so as
to oxidize the Al, without oxidizing the Ni.
Finally, sintering was conducted at 1300°C in an
inert argon atmosphere to produce dense and
crack-free samples. After reaction-bonding, the
outermost layers comnsisted of Al,04/ZrO,,
whereas the center layer was pure Ni metal. The
compositions of the intermediate layers are
graded so that they become Al,O; rich going
from the center to the outside. A cross-section
of the FGM is shown in figure 3.

Table I: Powder composition (vol%) in each
layer of the FGM material.

Sample | Ni-0 | Ni-10 | Ni-30 | Ni-50 | Ni-100
Ni 0 10 30 50 100
Al 45 45 40 35 0
ALO, 35 35 20 5 0
Z10, 20 10 10 10 0
Electrodeposition

A model system of co-deposited metallic
nickel matrix with second phase alumina (Al,0,)
particles was used to investigate the effect of the
processing parameters on the microstructure of
the electrodeposits. It was found that a larger
volume percent of incorporated alumina occurred
when a nickel sulfamate bath was used compared
to a Watts type bath. At higher current
densities, a plateau occurred for the
incorporation of particles, while decreasing the
parameter resulted in a larger volume percent,
figure 4. In addition, the particle characteristics
played a large role in the incorporation. The
volume percent increased when alpha alumina
was deposited over gamma alumina, increasing
the bath loading of particles (figure 4),
decreasing the particle size, and having shapes
nearer to that of spherical. Approximately 35
volume percent alumina has presently been
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sub

incorporated. Through manipulation of the
processing parameters, a trilayer graded
structure has been produced, thus demonstrating
the feasibility of electrodeposition in grading
structures, as seen in figure 5. A
microindentation hardness profile of the structure
is displayed in figure 6. The increasing grade in
microindentation hardness with increasing

alumina volume percent is indicative of an
increase in other mechanical properties, such as
tensile strength, of the coating.
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Figure 6: Characteristic microindentation
hardness profile of a discretely graded
structure.

Limitations in the amount of ceramic (inert)
particles deposited has led to the expansion of
this research to include electrophoretic
deposition. This method is capable of depositing
high volume percents of ceramic (inert) particles
from a non-aqueous bath due to the attraction of
the particles themselves. Coating thicknesses
ranging from a few microns to a few millimeters
can be produced within minutes. Initial efforts
have led to the production of approximately
50pm crack-free ZrO, coatings.

Future Activities
RBMO

Future research will include the evaluation of
the mechanical and thermo-mechanical properties
of existing RBAO/FGM layered composites, as
well as the production of composites with thinner
layers. The mechanical properties of the fiber
reinforced mullite matrix composites will also be
assessed. Novel coatings produced by
electrophoretic deposition of RBAO precursor
powders is also being investigated.
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Electrodeposition

Future research will focus on the production
of finer graded architectures  using
electrodeposition. In conjunction with the
electrophoresis process, the fabrication of a
thermal barrier FGM will be studied. The
characterization of these FGMs will be
investigated before and after thermal cycling, as
well as their mechanical and thermo-mechanical
properties.
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Introduction

The contractual work is in three parts:
Part I - Effect of rotation on enhanced cooling
passage heat transfer, Part II - Effect of Thermal
Barrier Coating (TBC) spallation on surface heat
transfer, and Part III - Effect of surface
roughness and trailing edge ejection on turbine
efficiency under unsteady flow conditions. Each
section of this paper has been divided into three
parts to individually accommodate each part. Part
III is further divided into Parts IIla and IIIb.

Part I

In modern gas turbine engines, as turbine
inlet temperature increases the engine thermal
efficiency increases. However, the heat
transferred to the blades in the turbine also
increases.  Still, the level and variation of
temperature within the blade material (which
cause thermal stresses) must be limited to
achieve reasonable blade durability goals. The
blades are cooled by air extracted from the
compressor of the engine. Since this
extraction incurs a penalty to the thermal

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under Contract
DE-FC21-92MC9061 with Texas A&M University,
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efficiency it is necessary to understand and to
optimize for the engine and turbine operating
conditions, the cooling method used, and the
turbine blade geometry. This investigation
studies jet impingement cooling which is a very
effective cooling method. Jet impingement
cooling uses cool jets of air, produced by
pressure differences across nozzles in a nozzle
array, to impinge on and cool a heated target
surface (the interior surface of a turbine blade).

Numerous studies on jet impingement
cooling (i.e. reviewed by Downs and James
(1987)) have concentrated on designs for turbine
blades. For example Kercher and Tabakoff
(1970) and Florschuetz and Su (1987) varied
geometric and operating parameters on stationary
test models to determine optimum passage
designs. For rotating turbine blades however,
rotation creates additional forces (centrifugal and
Coriolis) on the air and thus alters air motion
and target surface heat transfer when compared
with those results for stationary conditions.
Only Epstein et al. (1985) studied the effect of
rotation on jet impingement heat transfer (for jet
flow perpendicular to the direction of rotation) in
the concave leading edge region of a turbine
blade. They showed heat transfer decreased up
to 30% with significant jet deflection near the
blade root when compared with stationary
results. Therefore, this investigation expands on
the limited information for the effects of rotation




on jet impingement cooling for use in the
internal cooling passage design of rotating
turbine blades.

Part 11

Advanced gas turbine engine components
are covered by thermal barrier coatings (TBC) to
protect the surface from hot post-combustion
gases. Spallation of TBC (coating loss) occurs
due to thermal stresses, or erosion and corrosion
caused by using coal derived fuels. TBC
spallation exposes the metal surfaces to hot gases
and increases local and downstream heat transfer
coefficients. Ekkad and Han (1995) studied the
effect of depth, size, and shape of spallation on a
flat surface. They reported that the heat transfer
coefficient with spallation is enhanced up to two
times compared with that for a smooth surface.
The present study simulates the effect of TBC
spallation on surface heat transfer on a cylindrical
leading edge. The cylindrical leading edge
simulates the turbine blade leading edge region.
Ekkad et al. (1995) presented detailed heat
transfer and film effectiveness measurements for
film cooling on a cylindrical leading edge model.
They presented results at five blowing ratios
under two free-stream turbulence conditions. The
present study investigates the effects of free-
stream turbulence and film cooling on surface heat
transfer coefficients and film effectiveness with
spallation. Detailed distributions within and
around the spallation are measured using a
transient liquid crystal technique.

Part III

Part Illa. The improvement of efficiency and
performance of turbine and compressor stages
has been a key issue in turbomachinery research
and development for several decades.
Considerable efforts have been made to develop
blade profiles with optimum efficiency for a
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variety of specific stage-load and flow
coefficients encountered in turbine engine design
technology. The optimization of blade geometry
regarding the profile loss/efficiency, incidence
and deviation range by the industry and research
institutions was performed utilizing steady flow
cascade experiments. As a rule, the
implementation of these profiles into the turbine
component was associated with discrepancies in
efficiency behavior that are partially attributed to
the unsteady nature of the turbomachinery stage
flow. Realizing the impact of unsteady flow on
turbomachines, many researchers have
investigated the effect of unsteady inlet flow on
flat plates, cascades and on turbine stages using
different types of wake generators. Refer to
Schobeiri et al. (1995) for a detailed review of
the relevant literature.

Part IIIb. The improvement of thermal
efficiency of power generation gas turbines has
been a major goal in turbomachinery research
over the last decades. Accordingly, considerable
efforts have been made to increase the turbine
inlet temperature. For conventional turbine blade
material, the increased inlet temperature requires
cooling of the front stages. The cooling mass
flow is injected partially or entirely through the
trailing-edge slots into the downstream axial gap,
where the cooling and the main mass flows are
mixed. The ejection process is associated with
losses that can be minimized by optimizing the
relevant ejection parameters. These parameters
include, among others, the ejection velocity
ratio, ejection mass flow ratio, slot-
width/trailing-edge-thickness ratio, and the
boundary layer parameters on the suction and the
pressure surface. Improper selection of these
parameters results in higher mixing losses that
reduce the efficiency of the cooled gas turbine
blade.

AT AT G g L M e, p L emey o
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Figure 1.1 Test Model Schematic
Objectives
Part 1

This investigation's goal is to measure
flow distributions in and local convective heat
transfer on smooth target surfaces in rectangular
cross sectioned, orthogonally rotating, channels
with jet impingement cooling under rotating
conditions. Figure 1.1 shows sketches of cross
sections for the test model. This model's design
permits simultaneous testing for two jet
impingement arrays. Air first enters a supply
channel in the test model. Then in the first
channel air jets created by one jet plate (see
section A-A) flow opposite to the direction of
rotation (forward rotation indicated in Figure 1)
and impinge on the jet impingement surface in
the first channel. The air then flows radially
outward in the first channel inducing cross flow
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on other jets in the first channel array. The air
then turns 180° (without impinging jets), flows
radially inward and becomes the supply air for
jets in the second channel. In the second
channel, air jets created by the other jet plate
(see section B-B) flow in the direction of rotation
and impinge on the jet impingement surface in
the second channel. Air exits the second channel
radially inward and again induces cross flow on
other jets in the second channel array. The test
model will rotate in the forward and reverse
directions. Also, non-rotating data will be taken
for a baseline and compared with previous
investigations.

Part II

The objective of this study is to investigate
the effects of TBC spallation on a cylindrical
leading edge model using a transient liquid crystal
technique. Detailed heat transfer coefficient
distributions are obtained for four spallation
locations on the leading edge of the cylinder under
varying free-stream turbulence conditions. Film
cooling holes were placed at 15° from the leading
edge. Film cooling was combined with two
downstream spallation locations to study the
effect of spallation on film cooling. Two different
depths of spallation were tested at each location to
investigate the heat transfer enhancement caused
by the spallation depth.

Part ITI

Part Illa. ‘The published research works on
turbine cascade aerodynamics including the
boundary layer studies, have largely
concentrated on the measurements of the profile
losses and the boundary layer development under
steady flow conditions. The few available
boundary layer measurements are not
comprehensive enough to provide any
conclusive evidence for the interpretation of the




boundary layer transition and separation process
and its direct impact on profile loss and
efficiency. A research program has been initiated
to address the effects of the unsteady wake flow
on the turbine efficiency. The objectives of this
research are to: (1) provide a detailed unsteady
boundary layer information essential for
understanding the turbomachinery wake flow
physics and its impact on efficiency and heat
transfer; and (2) establish an unsteady boundary
layer transition model. The data are analyzed
using the conventional and wavelet-based
methods.

Part IIIb. The first objective of this research is
to experimentally investigate the effect of the
relevant ejection parameters such as the ejection
velocity ratio, ejection mass flow ratio, the slot-
width/trailing edge thickness ratio, and the
suction and pressure surface boundary layer
parameters on the cascade aerodynamics and
particularly on the mixing losses downstream of
a cooled gas turbine blade. The second objective
is to compare the experimental results with an
extended theory developed by Schobeiri (1989).
Based on the results, criteria will be established
that allow an optimum aerodynamic design of the
trailing edge ejection.

Approach

Part 1

This experimental study uses the steady
state method to measure convective surface heat
transfer coefficients. For this method, heated
surfaces (copper plates) in the test model are
cooled by air flowing across the surfaces and
temperatures are measured by thermocouples.
The local heat transfer coefficient, Nusselt
number Nu, is:
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Nu=hd_/[k
Jet
k4 . (T

plate*” wall

d g (1.1)

Jet

—Tbulk air )]

net

where d,, is the jet hole (nozzle) diameter, k is
the air thermal conductivity, A,,. is the heated
plate exposed surface area, T,, is a plate
temperature, T, . is bulk air temperature
adjacent to the plate, and q,,, is the heat (energy)
transferred from the plate to the air. To
determine flow distribution throughout the test
model, channel air temperatures and pressures
are measured to calculate individual jet and
channel flow rates.

PartII

The detailed heat transfer coefficient and
film effectiveness distributions are obtained using
a transient liquid crystal technique. The technique
uses a real time image processing system. The
image processing system consists of an RGB
camera, a monitor, and a PC with a CFG frame
grabber board. The surface is heated to a constant
temperature and suddenly cooled by a room
temperature free-stream. The color change time
of the liquid crystal is captured for each pixel
location on the surface. The time required for each
pixel to change color to red from the initiation of
the transient test is stored. The surface
temperature response of the test surface is based
on a semi-infinite solid assumption. The solution
for a semi-infinite solid with 1-D transient
conduction and a convective boundary condition

at the surface is given by
T, T, _ h2at hyot
= T: = 1-exp( pr Jerfe(= =) 2.1)

where T, is the color change temperature obtained
from calibration, T; is the initial temperature of



the test surface, T, is the free-stream temperature,
t is the time of color change from the start of the
transient test, and o and k are the thermal
diffusivity and conductivity of the test surface
material. The heat transfer coefficient (h) is
obtained at each pixel using the above equation
(Ekkad and Han, 1995). For the film cooling case,
the free-stream temperature (T,) is replaced by a
film temperature (T;) which is a mixture of both
the free-stream and coolant (T,) temperatures.
Film cooling effectiveness is defined as

f=ior =0l -0 (22)

Replacing T, with T; in Eq. (2.1) and then
replacing T in terms of 1 from Eq. (2.2), the
following equation with two unknowns of h and 7
is obtained

Y L7 myfat
Lo = repEERenfE01 03

[T +(1-WT,-T]

Two similar tests are run to obtain both h
and 1. In the first test, both the coolant and free-
stream are at room temperature and the heat
transfer coefficient is calculated using Eq.(2.1).
The coolant is heated to a temperature close to the
initial temperature for the second test. Since the
local heat transfer coefficient is known, the film
effectiveness can be calculated by rearranging
Eq.(2.3) as
T, T, 1 + T,-T,

T-T Fh) T,T,

n = .
2.4)

2
where F(h) = 1-exp(™ (;t)erfc(hT‘/&;)
k

Detailed heat transfer coefficient and film
effectiveness distributions are obtained by
applying Egs. (2.1) and (2.4) at each pixel
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Figure 1.2 Test Stand Schematic

location (Ekkad et al., 1995).

Project Description
Partl

Figure 1.2 shows a test stand schematic.
Compressed air (coolant) is regulated by a flow
control valve, flows through a sharp edge orifice
flowmeter, through tubing, and through a
rotating union at the bottom of a rotating shaft.
The air then passes through the hollow rotating
shaft and an aluminum, hollow rotating arm
mounted perpendicularly onto the shaft. Finally




the air passes through the test model and exits
through a hole in the arm into the lab. An
electric motor with an adjustable frequency
controller turns the shaft, arm, test model, a slip
ring unit and a scanivalve unit via a toothed belt.
A digital photo tachometer measures the shaft
speed.

Figure 1.1 also shows a schematic of the
test model (223.5mm long) located at one end of
the rotating arm, which is designed to simulate
jet impingement cooling in a rotating turbine
blade. The supply and heated rectangular cross
section channels are 9.5 x 19.0mm. Air enters
a supply channel and then flows through the first
channel jet plate (1.59mm thick) with 25 holes
(nozzles) in a repeating staggered (2-1-2)
arrangement. The hole diameters are 3.175mm
and are spaced 3 diameters (9.5mm) away from
the heated target jet impingement surface in the
first channel. Air impinges on this surface and
then flows radially outward creating cross flow
on other jets. There are no holes (jets) in the
180° turn region but the outside wall is heated.
The air, then enters a second supply channel,
flows through the 28 holes of the second channel
jet plate, impinges on the heated target jet
impingement surface in the second channel, and
exits the test model radially inward which creates
cross flow on other jets. The hole diameters,
arrangement and spacing to target surface are the
same as for the first channel.

To obtain regionally averaged (local) heat
transfer measurements, the heated target surfaces
are made of isolated copper plates. Thin
(1.59mm) strips of teflon separate and insulate
these plates. The two target walls consist of 6
plates each (5 plates 38.1 x 19.1 x 3.2mm, 1
plate 25.4 x 19.1 x 3.2mm) with an additional
two plates (25.4 x 19.1 x 3.2mm each) for the
turn region. The plates are heated by electrical
resistance heaters (one per wall) in grooves on
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the back sides of the plates and contain an
imbedded thermocouple to measure local wall
temperature. Thermocouples in the channel
centers measure the bulk air temperature adjacent
to each plate and at the inlet and outlet to the test
model. The remainder of the test model is teflon
for insulation. A slip ring unit mounted atop a
hub connects the shaft to the arm. This unit
transfers thermocouple outputs to a data logger
interfaced to a personal computer and variable
electric transformer outputs to the heaters.

Two tests are conducted to obtain local
Nusselt number. The parameter q,,, equals q o
- Qioss Where q,,., is the heat generated at a plate
for heat transfer tests and g, is the heat loss for
a plate. For heat transfer tests, the rotating
speed and overall air flow rate are set and the
transformers adjusted until the desired heated
wall temperatures are reached. The plate and air
temperatures, voltages and currents for each
heater, and overall flow rate are recorded at
steady state conditions. Then q,, is the heater
power (voitage x current) times the proportion of
exposed plate area to total exposed plate area for
the wall (heater). The heat loss per plate (qys,)
is the amount of heat flowing into the test model
and test stand but not convecting directly to the
air. Separate tests for heat loss are performed at
the same rotating speed, with no air flow, and
with the exit covered with tape to prevent forced
convection induced by rotation. Several input
power levels are used to determine heat loss as a
function of plate temperature. Using the method
of Kline and McClintock (1953) the maximum
uncertainty for Nusselt number is estimated to be
less than 7%.

To obtain flow distribution
measurements, there are wall static pressure taps
in all of the channels. These taps measure the
local pressure difference and permit the local jet
air flow rate through holes and thus the local



channel flow rate for the two jet arrays to be
determined. Tubes from the taps are connected
to the scanivalve unit. This unit measures the
pressure at each tap using a pressure transducer
and a multiport fluid switch. The unit transfers
its output via the slip ring unit.

The flow distribution tests are conducted
adiabatically (without heat). This investigation
assumes the flow distribution is relatively
unchanged by heat addition during heat transfer
tests. For flow tests, the rotation speed and
desired total flow rate are set at desired levels.
The static pressure readings in the channels are
then recorded using the scanivalve unit. The
pressure transducer is also calibrated.
Calculations for individual jet flow rates assume
one-dimensional flow and use an ideal gas
equation of state, continuity, discharge
coefficients and incompressible flow relations.

Part I

Image Processing Setup. The image processing
system is described above. The RGB camera is
focused on the liquid crystal coated test surface
and the test program is activated. The test surface
is heated to a temperature above the color range of
the liquid crystals. Once a steady surface
temperature is achieved, the transient test is
initiated by switching on the mainstream air. The
time of color change at each location on the test
surface is measured by the PC. The heat transfer
coefficient and film effectiveness are calculated
using the equations above.

Cylindrical Leading Edge Test Setup. The test
setup consists of a low speed suction-type wind
tunnel facility. The flow enters through a
contracting nozzle followed by the test tunnel
(76.2 cm wide, 25.4 cm high, and 183 cm long)
and is discharged through a blower. The
cylindrical test model is placed 77.5 cm
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Figure 2.1 Experimental Setup

downstream of the nozzle exit int the middle of the
test tunnel. The cylinder, 7.62 cm in diameter and
25.4 cm long, is hollow with six cartridge heaters
hidden inside to heat the outside surface. The
cartridge heaters conduct to a copper cylinder that
in turn conducts to the polycarbonate exterior,
which is 0.64 cm thick and has low thermal
conductivity and diffusivity. Figure 2.1 shows the
entire test setup.

The front half of the polycarbonate
exterior is replaceable. Spallations are machined
on each piece at a different location. A spallation
occupies about a 20° width on the cylinder.
Spallations are placed 0°-20° (S1), 10°-30° (S2),
20°-40° (S3), and 35°-55° (S4). All the
spallations are of the same size and are 3.81 cm
long (L) and 1.27 cm wide (W). Two different
spallation depths of 0.25 cm and 0.51 cm are
tested for each spallation location. For the film
holes case, film holes are placed at+15° from the
leading edge and are 0.475 cm in diameter and
incline 30° and 90° in the spanwise and
streamwise directions, respectively. Ten holes in
each row are spaced four-hole diameters apart
(P/d=4.0). The film hole-to-leading edge diameter
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Figure 2.2 Leading Edge Test Models
(a) Spallation (b) Film Cooling with
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ratio (d/D) was 0.063 and the film hole length-to-
hole diameter ratio (L/d) was 3.1. Figure 2.2
illustrates a typical spallation test section and a
spallation with film cooling test section.

For the film holes with spallation case,
spallations are placed at S3 (20°-40°) and S4
(35°-55°) from the leading edge with film holes
at the same location as that for only film cooling
case.

Part III

Part Illa. To study the unsteady cascade flow
aerodynamics, a large-scale, high-subsonic
research facility is developed (see Fig. 3.1). The
facility is capable of sequentially generating up
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to four different unsteady inlet flow conditions

that lead to four different unsteady wake
structures, passing frequencies, and free-stream

turbulence intensities.

A large centrifugal fan with a volume
flow rate of 15 m® supplies air with a possible
maximum mean velocity of approximately 100
m/s at the test section inlet. The flow entering
the fan passes through a fiber-glass filter capable
of filtering particles of up to 5 pm. A diffuser of
length 1500 mm and an area ratio of 1:4.75 is
located downstream of a straight pipe that
connects the diffuser with the fan. A settling
chamber consisting of five screens and one
honeycomb flow straightener controls the flow
uniformity. Downstream of the settling chamber
is a nozzle with an area ratio of 6.75:1 that
accelerates the flow to the required velocity
before it enters the wake generator. With this
tunnel configuration, it is possible to achieve a
constant mean fluctuation velocity over a wide
velocity range at the nozzle exit. For a nozzle
exit velocity of 30 m/s, a turbulent intensity of
Tu = 0.75% was measured. Two-dimensional
periodic unsteady inlet flow is simulated by the
translational motion of a wake generator (see
Fig. 3.1) with a series of cylindrical rods
attached to two parallel operating timing belts
driven by an electric motor. The belts, having a
length of 5000 mm, span over five shaft-pulleys
arranged around the cascade test section. The
diameter and number of rods can be varied to
simulate the wake width and spacing that stem
from the trailing edge of rotor blades. The belt-
pulley system is driven by a 10kW motor. A
frequency controller controls the belt speed to a
maximum of 25 m/s. The wake-passing
frequency is monitored by a fiber-optic sensor.
The sensor also serves as the triggering
mechanism for data transfer and its initialization,
which is required for ensemble-averaging. The
belt is attached with three clusters of rods with
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constant diameter and spacing (see Table 3.1).
As a result, the effect of three different wake
passing frequencies at one boundary layer point
can be measured sequentially. This cluster
configuration considerably reduces the time
required for a systematic boundary layer
measurement. The data analysis program
separates the buffer zones between data clusters
and evaluates the data pertaining to each zone.
The cascade test section, located downstream of
the wake generator, integrates five turbine blades
whose geometry is described in the NASA
Report by Schobeiri et al. (1991). One blade was
specially manufactured and equipped with 40
static pressure taps distributed uniformly around
the blade. This blade is connected to a scanivalve
to obtain the pressure distribution. A computer
controlled traversing system with an encoder
feedback is used for accurate positioning of the
probes. A single hot-wire probe measures the
boundary layer flow.

The data acquisition system is controlled
by a 486-personal computer that includes a 16
channel, 12-bit analog-digital (A/D) board with
8-channel simultaneous sample and hold. Mean
velocities and turbulent fluctuations are obtained
using a commercial 3-channel (TSI), constant
temperature hot-wire anemometer system. The
wake generator speed and the passing frequency
signals of the rods are transmitted by a fiber-
optic trigger sensor. The passage signals of the
rods are detected by the sensor using a silver-
coated reflective paint on one of the belts. This
sensor gives an accurate readout of the speed of
the wake generator and the passing frequency of
the rods. To ensure a high level of accuracy, the
calibration method and the facility described in
John and Schobeiri (1993) was used for all hot-
wire calibrations. The instantaneous velocity
components are calculated from the temperature
compensated instantaneous voltages by using the
calibration coefficients. For steady flow
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Figure 3.2 Control Surface for Calculating
the Pressure Loss Coefficient

investigation, 16384 samples are taken at a
sampling rate of 1000 Hz for each point in the
boundary layer traverse. For unsteady flow,
2048 samples are taken for each of 100
revolutions of the wake generator, rotating at 7
m/s. The above number of samples per
revolution and total number of revolutions were
obtained by a preliminary investigation.

Part ITIb. The research facility discussed in Part
III-A of this paper was used for the experimental
investigations. Since the major components have
already been discussed in Part ITI-A, only a brief
description of the trailing edge ejection system is
presented. A special blade with an internal cavity
and a fixed external ejection slot was designed
and integrated into the turbine cascade facility.
The blade, which has the same geometry as the
one discussed in Part III-A, was mounted in the

290

middle of the turbine cascade. The dimensions of
the blade and the trailing edge are given in Fig.
3.2. Filtered air drawn from a medium pressure
air line enters a rotameter with an inlet pressure
of 1.3 bars and is injected into the blade internal
cavity. During the experiments, the temperature
difference between primary air flow and ejection
air was less than 2°C. Total pressure, flow
angles, turbulent intensity, turbulent normal, and
shear stresses were measured at the inlet plane
and at the trailing edge plane using pneumatic
and x-wire probes. For pneumatic
measurements, a miniature five hole probe was
provided and thoroughly calibrated. For the
calibration of the five-hole probe, the non-
nulling algorithm developed by Wendt and
Reichert (1993) was used that helped automate
the calibration procedure. The new method
developed by John and Schobeiri (1993) was
used for x-wire -calibration. A computer
controlled traversing system with an encoder
feedback was used for the vertical traverse of the
five-hole and x-wire probes. The data acquisition
system was controlled by a 486-personal
computer that includes a 16 channel, 12-bit
analog-digital (A/D) board with 8-channel
simultaneous sample and hold. Mean velocities
and turbulent fluctuations were obtained using a
commercial  3-channel  (TSI)  constant
temperature, hot-wire anemometer system. At
each point, pressure from each hole of the five-
hole probe was sampled sequentially by a rotary
scanner and measured with a high precision
differential pressure transducer connected to the
A/D board. The instantaneous velocity
components from the x-probe were calculated
from the temperature compensated instantaneous
voltages by using the calibration coefficients. A
sampling rate of 1000 Hz was used for
investigating the steady flow. A comprehensive
data reduction system was also generated to
reduce the data and evaluate the ejection effect.

T e W
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Results

Part I

When considering test model geometry,
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Nusselt numbers for jet impingement cooling in
rotating channels depends on: (1) the ratio of the
test model's mean radius to jet diameter, 1., / d
= 647.7 / 3.175; (2) the ratio of channel
distance to channel hydraulic diameter, X / D;
(3) average jet Reynolds number, Re; (g Vid.,
/p); (4) Prandtl number, 0.72 for air; (5) jet
rotation number, Ro (Qd;, /V;); (6) wall to jet
density (temperature) difference ratio,(p;-py.n)/p;
= (Tyar T )/ Ty = 0.129 (T wan'Tj=45°C)§ )
arm rotation direction; and (8) channel geometry
(cross section and orientation).  Operating
conditions are: Re; = 2500, 5000, 7500, 10000
and 12500, and Q = 0, 400 and 800 rpm,
combining to produce Ro = 0.0023, 0.0028,
0.0038, 0.0057, 0.0075, 0.0113 and 0.0226.
The ranges for operating parameters Re;, Q, Ro,
and (p;-pwar)/P; are chosen to model actual
turbine operating conditions.

For low speed flows in stationary
geometries local velocity changes depend on
pressure differences or gradients. Figure 1.3
shows channel static pressures versus channel
location for the five jet Reynolds numbers under
stationary (top) and rotating, 800 rpm in the
forward direction (middle) and 800 rpm in the
reverse direction (bottom), conditions. By
observation the sense and trend of relative
pressure differences across the jet nozzles (=
before jet pressures - after jet pressures) are the
same regardless of channel, Reynolds number,
and rotation speed and direction. For all
channels, as channel location increases (from X
/ D = 0 in the first channel and from X /D =
22.5 in the second channel) so do the nozzle
pressure differences and so do the jet velocities.
From continuity considerations and as indicated
by decreasing after jet pressure curves, the first
and second channel velocities increase from zero
as channel location increases. As expected, the
magnitudes of the nozzle pressure differences (jet
velocities) and channel gradients (channel
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velocities) increase as Re; increases. The static
pressures decrease significantly in the turn
region due to irreversible mixing losses from
relatively high fluid shear stresses.

However, as Figure 1.4 shows, rotation

produces centrifugal forces (radially outward)
and Coriolis forces (in various directions
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depending on local velocity direction) altering air
flow. For the channel flow directions, the
centrifugal forces and Coriolis forces for jet
velocities only slightly add to or reduce the air
channel velocities. This is because the channel
velocities are driven by relatively large forces
(i.e., pressure differences or gradients). In
addition, rotation creates Coriolis forces acting
on fluid moving in the channel flow directions.
These Coriolis forces for channel velocities are
directed towards the target walls for forward
rotation and away from the target walls for
reverse rotation.

Figure 1.5 shows the Nusselt number
versus channel location for stationary (top), 800
rpm in the forward direction (middle), and 800
rpm in the reverse direction (bottom) operating
conditions. As expected for stationary results at
a jet Reynolds number, the Nusselt numbers for
the first channel are the same as those for the
second channel and decrease as channel Jocation
increases. However, the Nusselt numbers in the
turn region are larger than those for either
channel. For the channels, local convection at
the point of impingement is high and decreases
as distance from this point increases. As channel
location increases, however, the magnitude of
channel cross flow velocity increases and bends
jets away from the target surfaces towards the
channel flow direction. This reduces locally
high heat transfer at the point of impingement.
Also, as channel cross flow develops the heat
transfer initially decreases with increasing
channel location (for each channel) as for
developing flow at a channel entrance. Unlike
channel flow alone (without jet impingement),
the heat transfer increases further downstream
since the amount of channel cross flow increases
as the result of added jet flow. This produces
increasing velocity gradients at the target
surfaces, which increase heat transfer. Thus, for
both channels as channel location increases,
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regional heat transfer starts relatively high due to
jet impingement, then decreases due to
developing channel cross flow conditions and jet
deflection, and finally increases slightly at the
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channel end due to added channel cross flow.
The high heat transfer in the turn region is
because all of the first channel flow is directed at
the heated turn surfaces, thinning their boundary
layers and increasing heat transfer. Finally, as
Re; increases so do Nusselt numbers.

Figure 1.5 also shows the rotating heat
transfer results.  Since rotation does not
significantly alter the jet and chanmnel flow
velocities (see Figure 1.3), the target surface
velocity profiles and thus, the rotating Nusselt




numbers follow the same trends but at different
levels from those for statiomary conditions.
These differences are mainly caused by channel
Coriolis forces and are explained below.

Figure 1.6 shows the effect of rotation on
the local Nusselt number ratio (Nu / Nu,) versus
channel location. The Nusselt number ratio is
the local Nusselt number for rotation divided by
the corresponding measured local Nusselt
number for non-rotation. For rotation number
Ro = 0.0057 (Re; = 10000) the Nusselt number
ratios for forward rotation are larger (and mostly
above 1.0) than those for reverse rotation (and
mostly below 1.0). This is because the channel
Coriolis forces for forward rotation are directed
at the target surfaces in both channels, which
thin their boundary layers and increase their heat
transfer (see Figure 1.4). However, for reverse
rotation channel, Coriolis forces are directed
away from the target surfaces and decrease heat
transfer. Finally, as Ro increases to 0.0113 (Re;
= 5000), the effect due to rotation increases (the
Coriolis force increases). The forward rotation
Nusselt number ratios increase above 1.0 while
the reverse Nusselt number ratios decrease below
1.0 as compared to those for Ro = 0.0057.

PartII

Tests were conducted for a mainstream
Reynolds number (Re) of 100,900 based on the
cylinder diameter. The mainstream velocity (U)
was 21.5 m/s. Two grids were used to generate
higher turbulence intensities of 4.1% and 7.1%.
Film effectiveness and heat transfer coefficient
measurements with film cooling were measured at
a coolant-to-mainstream blowing ratios of 0.4 and
0.8. Results are presented in terms of Nusselt
number (Nu=hD/k). The local Nusselt number is
normalized by the mainstream Reynolds number
to obtain Nu/Re"*. Results in the present study are
limited to the one side of the front half of the
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(b) S1 (0°-20°)

(d) S3 (20°-40°) (e) S4 (35°-55°)

Figure 2.3 Detailed Nu/Re®® Distributions for
Various Spallation Locations

cylinder and are presented from the true leading
edge (0°) to about 72° from the leading edge.

Figure 2.3 presents detailed Nuw/Re??
results for smooth surface and all four spallation
locations for a spallation depth of 0.51 cm and a
free-stream turbulence intensity of 7.1%. The
direction of flow is from left to right. The NwRe%*
values decrease along the surface of the cylinder
from 0° to 72° from leading edge for the smooth
surface. The highest Nuw/Re®® values near the



leading edge are around 1.5 and decrease
downstream. The four spallation locations are
presented in the order of location from the leading
edge. The-spallation S1 (0°-20°) produces very
little enhancement compared to the smooth
surface. Typically, local heat transfer coefficients
downstream of the spallation are enhanced and
heat transfer coefficients inside the spallation
decrease compared to the smooth surface. The
level of enhancement, as seen in Figure 2.3,
depends on the spallation location. The highest
enhancement is obtained for S3 (20°-40°) where
the Nu/Re® values are as high as 2.5 immediately
downstream of the spallation.

Figures 2.4-2.5 show the spanwise-
averaged Nu/Nu, distributions for each of the four
spallation locations under the three free-stream
turbulence conditions where Nu, is the local
Nusselt number for a smooth surface with no
spallation. The NwNu, distributions show the
local enhancement due to spallation compared to
a smooth surface. Figure 2.4 presents the Nu/Nu,
values for a spallation depth of 0.25 cm. By
normalizing the Nusselt number with spallation
with the Nusselt number without spallation, the
effect of free-stream turbulence becomes small.
Comparing the effect of the spallation location,
the highest enhancement is obtained for the
spallation S3 (20°-40°). Spallation S4 (35°-55°)
also produces high Nusselt number enhancement
immediately downstream. There is little effect of
the spallation on the upstream Nusselt number
ratio values as can be seen for the cases of S3 and
S4.

Figure 2.5 presents similar results for a
depth of 0.51 cm. An increase in spallation depth
increases downstream Nusselt numbers and
decreases Nusselt number values inside the
spallation. The trend in the distributions shows a
significant change inside the spaliation for all the
locations.
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Figure 2.4 Spanwise Averaged Nu/Nu,
Distributions for Various Spallation
Locations Under Three Free-Stream

Turbulence Conditions for a Spallation

Depth =0.25 cm

Figure 2.6 presents the effect of spallation
location on detailed Nu/Re®* distributions with
film cooling at a blowing ratio of M=0.4. The film
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holes are located at 15° from the leading edge.
Two spallation locations are tested in conjunction
with the film cooling holes. Spallation locations
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Figure 2.6 Effect of Spallation Location on
Detailed Nu/Re®° Distributions with Film
Injection (a) No Spallation (b) S3 (20°-40°)
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were S3 (20°-40°) and S4 (35°-55°). Results at
two free-stream turbulence intensities of 1% and
7.1% are presented. Film cooling results without
spallation are presented from Ekkad et al.
(1995¢). From the figure, it can be observed that
the film cooling jets are more disturbed by the
spallation S3 than for the spallation S4, which is
farther downstream. The spallation S3 enhances
local Nu/Re®* greatly downstream of spallation .
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However, the Nu/Re® values inside the spallation
are lower compared to the smooth surface. The
film cooling jets appear to separate at the
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upstream edge of the spallation S3 and reattach
immediately downstream of the spallation. The
coolant jets are already weaker when they reach
S4, which is about 20° downstream compared to
S3, which is only 5° downstream of the film
holes. For the higher free-stream turbulence case
of 7.1%, the Nu/Re’ values are higher compared
to the Tu=1% case. Higher free-stream turbulence
increases local flow disturbances thus enhancing
Nu/Re% values. For the S3 case, the effect
appears stronger compared to the S4 case. Higher
free-stream turbulence also increases local
Nuw/Re?® values inside the spallation. This may be
due to the lesser protection provided by the jets,
which are weaker under higher free-stream
turbulence condition.

Figure 2.7 compares the spanwise-
averaged Nw/Re% results for film cooling with
and without spallation for blowing ratios of
M=0.4 and M=0.8. The effect of spallation
location and free-stream turbulence are presented.
In each case, the Nu/Re®* values for film cooling
only are compared with film cooling and
spallation locations S3 and S4. Results for film
cooling only are presented from Ekkad et al.
(1995c). The spallation increases downstream
Nu/Re®* values and decreases Nu/Re®  values
inside the spallation. The film cooling without
spallation case for each turbulence intensity and
blowing ratio is shown to indicate the
enhancement caused by spallation with film
injection.

Figure 2.8 presents the effect of spallation
on detailed film effectiveness distributions with
film cooling at a blowing ratio of M=0.4. The
effectiveness distributions are jet-like along the
hole for no spallation case at the Tu=1% case.
When a spallation is placed immediately
downstream of injection (S3), the jet-like
effectiveness patterns disappear and the jets
appear to coalesce immediately downstream of the




Figure 2.8 Effect of Spallation Location on
Detailed Film Effectiveness Distributions
with Film Injection (a) No Spallation (b) S3
(20°-40°) (c) S4 (35°-55°)

spallation cavity. A high effectiveness region is
obtained along the spallation downstream edge.
Effectiveness decreases further downstream.
When a spallation is placed farther downstream of
injection (S4), the effectiveness distribution is not
disturbed although the effectiveness downstream
of the spallation increases compared to no
spallation case. This may be due to jet separation
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and reattachment at the edges of the spallation.
For a higher free-stream turbulence, effectiveness
reduces for all three cases. For the S3 spallation
case, the effectiveness is still much higher than for
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the no spallation and S4 spallation cases.
Effectiveness is very low inside the spallation for
both S3 and S4.

Figure 2.9 compares the spanwise
averaged film effectiveness (1) for film cooling
without spallation to film cooling with spallation.
The presence of a spallation S3 increases film
effectiveness downstream and decreases film
effectiveness inside the spallation. Film
effectiveness for a case with spallation S3 is in
general higher than that for the case with
spallation S4. Effectiveness decreases as blowing
ratio increases from M=0.4 to M=0.8. The film
cooling without spallation data is shown for
comparison to see the effect of the spallation
location on film effectiveness distribution.

Part IIT

Part IIla. The time-averaged pressure
distribution, shown in Fig. 3.3, was taken by a
multi-channel scanivalve for a steady and an
unsteady case, where rods with one uniform
spacing of S = 160 mm, were attached to whole
length of the belt. The noticeable deviation in
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Table 3.1 Specifications of Inlet Flow, Blade,
Cascade, and Wake Generator

Characteristics

Parameters | Values Parameters Values
Inlet V=15 m/s | Inlet turbulence | Tu=0.8 %
velocity intensity
Blade inlet | a;=0° Blade exit = 61.8°
metal angle metal angle
Blade height | L = 200 mm | Blade spacing | Sg = 160 mm
Blade chord | C = 281.8 Blade Re- Re, = 563600

mm number .
Cascade o= 176 Cascade flow p=2l4
solidity coefficient
Steady flow | Sp =comm | £ - parameter | Q =0.000
spacing steady case
Cluster 1 Sg = 160 Q - parameter | Q =0.822
rod spacing | mm for cluster 1
Cluster 2 Sp=80mm | Q - parameter | Q = 1.644
rod spacing for cluster 2
Cluster 3 Sp =40 mm | Q - parameter | Q =3.288
rod spacing for cluster 3
Rod Dp=5mm |No.ofrodsin |ng =19
diameter cluster 2
No.ofrods | ng=11 No.of redsin | np =38
in cluster | cluster 3

pressure distribution between the steady and
unsteady cases, especially on the suction surface,
is due to the drag of the bars adding transverse
momentum to the flow. On the suction surface
(lower portion) the flow first accelerates sharply,
reaches a minimum pressure coefficient at s/s, =
0.25 and then continuously decelerates at a
moderate rate until the trailing edge is reached.
On the pressure surface, the flow accelerates,
reaches a minimum pressure coefficient at s/s, =
0.1, and experiences a short deceleration and
then accelerates almost continuously at a slower
rate. This pressure distribution indicates that the
flow on both surfaces, except for a short distance
around s/s, = 0.1, is subjected to a negative
pressure gradient until s/s, = 0.25 is reached.
Beyond this point, the pressure gradient on the
pressure surface remains negative, while on the
suction surface, positive pressure gradient
prevails.
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(a) Momentum Thickness and (b) Shape
Factor on Pressure Surface at S/S, = 0.719

Boundary layer profiles under the
influence of three different wake-passing
frequencies and a steady inlet condition were
taken on the suction surface at 13 streamwise
positions and on the pressure surface at 11
streamwise positions. The steady case results
serve as the reference case for comparison with
the unsteady cases. To account for the
unsteadiness caused by the frequency of the
individual wake generating clusters and their
spacing, the flow velocity, and the cascade
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parameters, we define an unsteady flow
parameter Q = (c/Sx)(U/V,) = (0Sz)/(9Sg) that
includes the cascade solidity o, the flow
coefficient @, the blade spacing Sg, and the rod
spacing Sg. The individual cluster configurations
with the corresponding Q-parameter are specified
in Table 3.1.

The integral parameters such as
momentum thickness and shape factor are of
particular interest to a turbine designer, since
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they provide an accurate first estimation of the
quality of the designed blade. The ensemble-
averaged distributions of the momentum
deficiency thickness and shape factor on the
pressure and suction surfaces at one streamwise
location are presented in Figs. 3.4 and 3.5 for
four different Q-values. Here, the period ©
represents the wake-passing period specific to the
individual wake generating cluster, which is
characterized by the Q-value under investigation.
The periodic behavior of the ensemble-averaged
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momentum thickness as a result of the embedded
periodic wake flow is clearly visible for both
pressure and suction surfaces. It is observed that
by convecting downstream, <9&,> experiences
a continuous increase, where its time-averaged
value approaches the steady case (Q = 0) value.
The shape factor <H,,> experiences a similar
periodic change with an average below the
steady case as shown in Figs. 3.4b and 3.5b.
Other information regarding the overall
evaluation of turbine blade is provided by the
time-averaged momentum thickness as shown in
Fig. 3.6 for pressure and suction surfaces. The
time-averaged momentum thickness indicates that
for the particular blade under investigation, an
increase of unsteady parameter { results in a
consistent augmentation of the momentum
thickness over the entire pressure and suction
surfaces. Although a general conclusion cannot
be drawn from these results, they evidence the
impact of unsteady wake flow on the boundary
layer parameters and thus the profile loss
coefficient and efficiency. This clearly shows
that the steady state data cannot be transferred to
the unsteady turbine design technology without
modifications.

The analysis of the data from a wavelet-
based perspective is presented below.
Intermittency calculations are made according to
the recommendations by Hedley and Keffer
(1974). The procedure utilized for the analysis of
instantaneous time traces is summarized in
Schobeiri et al. (1995). Ensemble averages of
intermittency factor for the first two passing
periods are plotted in Figs. 3.7 and 3.8 for
pressure and suction surfaces. Figure 3.7 shows
the results on pressure surface at y = 1.0 mm
for the rod spacings of 160, 80 and 40 mm
respectively. Figure 3.7a shows a virtual absence
of turbulence between the wakes, showing the
minimal interaction between them. The wakes
are distinct through major portion of the blade
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and at about s/s, of 0.75, the change of slope
makes the wakes to merge near the trailing edge
of the blade. This merging is caused by the
change in the flow dominated by the convection
of free-stream wakes ‘to the piopagation of
boundary layer spots traveling at lower speed.
The increase in the wake frequency (low rod
spacing) causes the wakes to merge earlier
resulting in the region being highly turbulent due
to the spot-dominated wall layer empowering the
wake-dominated freestream. The results in the
case of suction surface show the merging of
wakes taking place much earlier compared with
pressure surface with higher intermittency values
observed throughout the surface (Figs. 3.8(b,c)).

The emerging complexity of the flow
makes it imperative to quantify the active scales
so that modeling can include more of the relevant
physics. The classical method of Fourier power
spectrum analysis is effective in recognizing the
wake passing frequency, but ill-suited for
analyzing the turbulence within the wakes.
Wavelet tools allow quantitative measurement of
both duration and time of occurrence of the small
scale disturbances inside the wake region. The
instantaneous velocity time traces are analyzed
using a Mexican hat wavelet. The method for
analysis of the data is described in Schobeiri et
al. (1995). The dominant time scales on pressure
and suction surfaces are plotted in Figs. 3.9 and
3.10, respectively, for the rod spacings of 160,
80 and 40 mm. Figure 3.9a shows similar
pattern compared to the intermittency
distribution with small time scales inside the
wake region. In the case of Fig. 3.9b, the
merging of the wakes is seen with the time scales
approaching the sampling interval beyond s/s, of
0.8. This small scale activity is dominant
through the half span of the blade for 40 mm rod
spacing (Fig. 3.9c). The suction side shows
similar results with the flow being fully turbulent
for 40 mm rod spacing case as shown in Fig.
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Figure 3.9 Ensembe-Averaged Dominant
Time-Scale (msec) in the Spatial-Temporal
Domain at y=1 mm for Rod Spacings of (a)
160, (b) 80, and (c) 40 mm for the Pressure
Surface
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3.10c.

Part IITb. All the measurements were taken over
two full blade spacings with the ejection blade in
the middle. It was not possible to position the
probe tips exactly in the trailing edge plane. As
a result, the distance between the pneumatic
probe tip and trailing edge is 14 mm. The results
are presented as a function of the probe position
along y axis. The trailing-edge of the
investigated blade has a y-coordinate of 163.2
mm. The positions, y < 163.2 mm are on the
suction side of the trailing edge ejection blade
while the positions, y > 163.2 mm are on its
pressure side. The measurements were
performed for 14 different ejection mass flow
ratios mJ/m, (1, = ejection mass flow, m, =
primary mass flow at station 2) ranging from
mJm, = 0.0 - 0.042. Figure 3.2 shows the
control surface required for performing the
integration necessary for calculating the total
pressure loss coefficient. The experimental
measurements were carried out at station 2 (Fig.
3.2) and the properties at station 3 are calculated
from the relations given in Schobeiri (1989).

The five-hole probe measurements are
plotted in Figs. 3.11 and 3.12. Figure 3.11
shows the ejection velocity profiles for three
representative non-dimensional ejection
velocities, p = V/V,, = 0., 0.3, and 1.0. The
wake region represents the trailing edge ejection
region. The z-component of velocity is very
close to zero in all the cases indicating that the
flow is two-dimensional. Comparing the case of
p = 0.3 (Fig. 3.11b) with no ejection case of u
= 0.0 (Fig. 3.11a), the wake appears to be
deeper for u = 0.3 case due to a stronger
dissipation for small ejection velocities as
predicted by Schobeiri (1989). For the case
where the ejection velocity is very close to the
main flow velocity (¢ = 1), the velocity profile
(Fig. 3.11c) shows a valley on the suction side
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and a peak on the pressure side. From the
analysis, this appears to be the case with
minimum pressure loss coefficient. Figure 3.12
shows the total and static pressure distributions
for p = 0.0, 0.3, and 1.0. The total pressure
shows tendencies similar to the velocity
distribution (Fig. 3.11), discussed earlier.

The x-wire measurements are presented
in Fig. 3.13. Since the velocity components are
similar to those measured by the five hole probe,
only the Reynolds stresses are presented.

0 50 : ' N
010 20 2 Longitudinal Reynolds stress and Reynolds shear
stress components (Fig. 3.13a,c) have the
20 P ' ' ' ' N highest peak at s = 0.3 and the smallest at u =

1.0. This confirms the theory by Schobeiri
(1989) that ejection velocity ratios p < 1.0
result in stronger dissipation and thus higher
mixing losses. The peaks in lateral Reynolds
stress (Fig. 3.13b) decrease continuously with
increasing p. Of all the Reynolds stresses, shear
stress (Fig. 3.13c) shows the strongest
asymmetry. The case with g = 0.3 shows a very
strong negative peak towards the pressure side.
Of all the mass flow cases investigated, this case

0—0-0-0-¢% 20-0-0-0—0—0—0—0—0:
0 50 100 150 200 250 300

Position (mm) has the highest dissipation and accordingly
25 ‘ . results in maximum pressure loss coefficient. A
. i & © double peak can be observed for the case of y =

1.0. This case is found to be around the optimum
pressure loss coefficient range. To obtain the
trailing edge mixing losses, it is necessary to
carry out some further analysis of the data.
Figures 3.14(a,b,c) show the integrated static
pressures, total pressures, and energy at stations
2 and 3 (Fig. 3.2) as a function of p. The
difference of the energies at stations 2 and 3
represents the dissipation due to the mixing of
the cooling jet with the main flow.

1 L
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Figure 3.15 shows the pressure loss
Figure 3.13 (a) Longitudinal, (b) Lateral
Reynolds Normal Stresses, and (c) Reynolds
Shear Stress
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coefficient, ¢ =

a function of the non-dimensional ejection mass
flow ratio. In the above equation, 7, is the mass
flow at station 3 given by r1; = m,+m,. As can
be seen from Fig. 3.15, the peak loss due to
dissipation occurs at mJ/m, = 0.011 which
corresponds to g = 0.3. The minimum loss
appears to be around /i, = 0.036, that
corresponds to g = 1.0. Further analysis of the
data and comparison with the theory is still in
progress.

Applications
Part I

The results above are useful for the
design of coolant passages with jet impingement
for rotating turbine blades. While differences
between stationary and rotating jet impingement
data are within 25% for turbine operating
conditions, the effects due to the relationship
between channel flow direction and the direction
of rotation are still important.




Part1I

The results presented in this study are very
useful to the gas turbine designer. Modern gas
turbine blades are protected from high
temperature inlet gases by covering the blade with
a thermal barrier coating. The protective coating
chips off due to erosion or corrosion and exposes
the blade metal surface to the hot gases. This is
detrimental to the turbine blade. This spalding of
the TBC coating enhances local and downstream
heat transfer coefficients and causes further
damage to the blade. This study investigates the
level of heat transfer enhancement caused by the
spallation of TBC coating. The results from the
present study can help the designer predict the
blade life when TBC spalding occurs.

Part ITI

Modeling the transition process is one of the
key issues in turbine aerodynamics and heat
transfer design. The goal of the boundary layer
research is to provide an unsteady boundary
layer transition model. Optimization of trailing
edge ejection losses reduce the turbine blade
losses, thus improving the turbine blade
efficiency.

Future Activities
Partl

It is well known that adding ribs to
coolant passages with channel flow increases
surface heat transfer for stationary and rotating
conditions. Therefore, future tests will
investigate the effect of rotation on jet
impingement heat transfer for ribbed target
surfaces.
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PartII

The effect of spallation on surface heat
transfer enhancement will be studied for an actual
turbine blade under various free-stream turbulence
conditions. The effects of mainstream Reynolds
numbers and upstream unsteady wakes will also
be studied. The results will be correlated to
provide a useful data base for turbine designers.
Also, the effect of spallation on a turbine blade
with film cooling will also be studied.

Part ITI

Further experimental and theoretical
boundary layer and trailing edge ejection
investigations are under completion. The
development of an unsteady boundary layer
transition model is underway. For optimization
of the trailing edge ejection aerodynamics, the
comparison of the experimental results with an
already existing and extended theory (developed
by Schobeiri, 1989) will be the basis for
establishing necessary criteria that allows a
turbine aerodynamicist to optimize the design of
the trailing edge ejection.
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Introduction

Most of the studies on the low cycle
fatigue life prediction have been reported
under isothermal conditions where the
deformation of the material is strain
dependent. In the development of gas
turbines, components such as blades and
vanes are exposed to temperature variations in
addition to strain cycling. As a result, the
deformation process becomes temperature and
strain dependent. Therefore, the life of the
component becomes sensitive to temperature-
strain cycling which produces a process
known as "thermomechanical fatigue, or
TMEF". The TMF fatigue failure phenomenon
has been modeled using conventional fatigue
life prediction methods, which are not
sufficiently accurate to quantitatively establish
an allowable design procedure. To add to the
complexity of TMF life prediction, blade and
vane substrates are normally coated with
aluminide, overlay or thermal barrier type
coatings (TBC) where the durability of the
component is dominated by the
coating/substrate constitutive response and by
the fatigue behavior of the coating. A number
of issues arise from TMF depending on the
type of temperature/strain phase cycle:

1- time-dependent inelastic behavior can
significantly affect the stress response. For
example, creep relaxation during a tensile or
compressive loading at elevated temperatures

Research sponsored by U.S Department of Energy's
Morgantown Energy Technology Center, under
cooperative agreement DE-FC21-92MC29061 with the
South Carolina Energy Research and Development
Center, subcontract AGTSR 9301SR012D
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leads to a progressive increase in the mean
stress level under cyclic loading.

2- the mismatch in elastic and thermal
expansion properties between the coating and
the substrate can lead to significant
deviations in the coating stress levels due to
changes in the elastic modulii.

3- the "dry" corrosion resistance coatings
applied to the substrate may act as primary
crack initiation sites.

Crack initiation in the coating is a
function of the coating composition, its
mechanical properties, creep relaxation
behavior, thermal strain range and the
strain/temperature phase relationship. Of
particular importance are the coating ductility
and the coefficient of thermal expansion
mismatch between the coating and substrate,
which can cause thermally induced strains
causing cracking at the surface and creep
relaxation.

As aresult of the complex constitutive
behavior of the coating/substrate system, TMF
life prediction methodology has yet to be
developed to explicitly describe the fatigue
response of the coating/substrate systems.

Objectives

The main focus of the research
program is directed towards life prediction
modeling of coated advanced gas turbine
materials. Emphasis is placed on life
characterization which is based on low cycle



fatigue (LCF) under isothermal conditions and
also on thermo-mechanical fatigue (TMF).
The microstructure of failed coated and
uncoated specimens is being analyzed to
assess the deformation response, the fracture
mechanism, and the environmental effect. IN
738 LC has been selected as a basic material
which will be followed in the future by
directionally solidified (DS) and single crystal
(SC) materials..

Project Description

The project is divided into two parts:
experimental and analytical. The TMF
experimental part is not as simple as the
isothermal fatigue testing and becomes very
sensitive to temperature/strain programming.
Software programs for TMF and heating were
developed to cover the following loading
schemes:

-Strain-temperature out-of-phase cycling
where the strain is in compression at the
maximum temperature.

-Strain-temperature out-of-phase cycling
where the strain is held in compression for a
period of 90 seconds at the maximum
temperature. This type of cycling simulates the
creep and relaxation effects and introduces the
mean stress.

The experimental facility consists of
servo-hydraulic MTS system designed for
axial-torsion strain cycling at high
temperatures. Only the axial load component
was used. The specimen was heated by
induction with three adjustable coils to
maintain uniform temperature distribution over
the gage length with five thermocouples
equally spaced and wrapped around the gage
length measuring the temperature distribution.
Strain was measured by an axial high
temperature air cooled MTS extensometer with
wedge probes placed over one inch gage
length. The strain and temperature input were
computer controlled. The TMF test system is
shown in Fig. 1. Thermocouples and coils
placement on the specimen are shown in Fig.
2.

311

Analytical And Experimental
Approach

a- Analytical Solution:
Life Prediction Model Development:

In developing a life prediction model,
the specimens are subjected to mechanical and
thermal loads in addition to the environmental
effect which has to be incorporated in the
analysis. Most of the current life models under
constant temperature (isothermal) conditions
utilize a simple approach using total or plastic
strain range-cycle relation such as the Coffin-
Manson relation. The plastic strain range is
selected at the mid-life cycle range which
describes the average deformation process in
fatigue cycling. However, this type of
approach is not adequate to describe the life
under the variable temperature and strain since
the damage process is dependent on strain,
mean stress, thermal effect, creep and
ductility. The life prediction model has to
incorporate all these variables and since cyclic
strain is the primary mechanical driving
mechanism, the mid-life strain-cycle as
represented by the hysteresis loop is
incorporated in a proposed damage model
based on the concept of "non-linear continuum
damage mechanics"”. The continuum damage
model is a strain base and to accurately predict
the mid-life strain-cycle hysteresis loop, a
viscoplastic model proposed by A. Freed (1)
is used. The viscoplastic model can also
accounts for the material response to kinematic
or isotropic hardening. These two processes
effects the yield phenomenon . During
kinematic hardening the center of the yield
surface moves gradually while the radius of
the yield surface remains constant in a stress
space, as a result a mean stress develops. For
the isotropic hardening case, the center of the
yield surface remains fixed in the stress space
while the radius of the yield surface
progressively increases resulting in a decrease
in the hysteresis loop width. The two types of
hardening mechanisms are shown in Figs. 3
and 4.




Viscoplastic Model

The life prediction model under
development has two components: a
viscoplastic component and a non-linear
continuum damage component. The
vsicoplastic component has been completed
and is presented in a simplified form. The
model accounts for the nonlinear kinematic
hardening process observed in IN 738 LC
material under a TMF compressive and hold-
time strain cycling. The two type of cycle
produces a significant mean stress.

The basic components of the model is
strain, strain rate, stress, temperature, and
creep rate. For an isothermal uniaxial LCF
strain cycle, the total strain is:

E=E, +&
and the rate:
E=E +§&
e m
the inelastic strain rate is also a function of

deviatoric stress S, internal stress variables ¥
and temperature T:

&, =f(S.x,T)

Three internal stress variables, which are
represented by x, characterize the inelastic
deformation of the material : the time
dependent back stress B which takes into
account the kinematic hardening; the time
dependent drag stress D, a scalar quantity,
which measures the isotropic hardening; and
the time dependent limiting stress L, which is
also a scalar quantity, accounts for the radius
of the yield surface. The model is a rate
process and uses the concept of an effective
stress X, sometimes referred to as
"overstress”, which is responsible for the
yield process.

The deviatoric stress S for uniaxial stress is
defined as:

S=Zo
X

and the effective stress for the uniaxial case is
defined as:
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Zx=Sx“Bx

For steady state conditions under varying
temperatures when the hysteresis loop is
saturated, the internal stresses are written for
the uniaxial case as a rate in the form of :

. B .
B =H (ép__xép)_*_iﬂ']‘
x Pxop xTH, 9T
and
L=t 9 g
H, 0T
D=2 My
H, T

where Hy is the kinematic modulus and Hy,
Hg are the isotropic hardening modulii. At the
steady state condition, the back stress

saturates, i.e. Bx= 0. In addition, if the

temperature T is constant, i.e., T= 0, the
scalar variables L and D become constants.

The inelastic strain rate is expressed as:

. )
£ =0 Z() ==
in C 22
where the thermal diffusivity, 6 , is defined as:

19]} for T= Ty /2

6=
{exp KT

o{oo 22 fm(Z2 )]

forT<Tm/2

and
Y = 2
2= ':,:zij 2'ij
and for the uniaxial case,
%, =| Zy |

becomes



The Zener Holloman parameter Z is defined
as:

Z¢)=A¢ M if £<1

2 =Aae"C D s
where A and n are material constants and { is

defined at the steady state condition and at
mid-life as:

.
D
2 x=Sx — Bx and D becomes a constant for
the isothermal case but varies for TMF
conditions.

Under steady state or during a stabilized cycle,
the inelastic strain rate can be assumed to

approach the steady state creep rate éss'

Having steady state creep rate data at several
temperatures and stress levels, the Zener-
£
Holloman stress function Z({) =-? is
plotted vs. the deviatoric stress S as shown in
Fig. 5. From Fig. 5, C is the point where the
curve deviates from a linear relation, n is the
slope of the linear section and A is the
intercept or for a better accuracy, a least
square curve fit can be used.

The kinematic hardening modulus Hp and the
isotropic hardening modulii Hy, Hq are
determined by an optimization process using
stabilized LCF hysteresis loop generated at
three constant temperatures (mid-life loops).
Once these parameters are determined, the
TMEF inelastic strain-cycles are predicted from
isothermal inelastic-strain cycles for any cyclic
strain range with or without hold-time (creep)
as shown in Figs. 6-8.

b- Experimental Approach:
Material And Test Results
- Material, Specimen and Coatings:

The nickel base superalloy IN 738 LC

material, solution-treated condition (1120°C
for 2 hrs, air cooled), was received in the as-
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cast bars having one inch (25.4mm) in
diameter by six and quarter inches (16 cm) in
length. Tubular test specimens machined by a
low stress grind process were aged in a

dynamic vacuum of ~ 2.7x10-4 pa. for 24 hrs~

at 8430C (15509F) followed by an air cool.
The microstructure of the cast material
consists of dentritic structure with a high
volume fraction of fine-scale gamma-prime
particles as well as large second phase
particles, mostly primary gamma prime and/or
carbides, in the interdendritic regions. No
evidence of large-scale (>1mm) porosity was
seen. The chemical composition of the
material is presented in Table 1. Fatigue
specimens were overlay coated (NiCoCrAly)
over either three quarter or full length of the
gage length where the gage length was one
inch. The overlay coating thickness was 5.8
mil (147 pum) and was deposited on the
specimen using a low pressure plasma
spraying process. The NjAl-based aluminide
coating was deposited using a pack
cementation process and had a thickness of
1.3 mil (33 pm) with a 0.4 mil (10 pm) deep
diffusion zone.

- Tests Results:

1- Isothermal Fatigue Tests (Uncoated

Specimens)

A total of six isothermal fatigue tests

were conducted at 1500°F under different
strain range amplitudes: three of these were
LCF with two under a compressive hold-time
and one under a tensile-hold time of 90
seconds. The difference between the tension
and compression 90 seconds hold-time tests is
the apparent response of the mean stress. In
the tension test, the mean stress became
compressive, while in the compression test, it
became tensile. A comparison of lives
between the two types of tests at 0.5% strain
range showed that the compressive hold test
reduced the life by a factor of 5 as a result of
the tensile mean stress which develops.

At 1600°F, one 90-second hold-time
compressive test was completed at a strain
range of 0.5%. The fatigue life ( Nj) was 303




cycles as compared to a similar hold-time test
at 1500°F where the fatigue life was 517

cycles. The 100°F temperature increase
reduced the life by 41%. N;j is defined as the
cycle at which the peak tensile stress begins to
decrease rapidly during strain cycling.

2- Isothermal Fatigue Tests (Overlay Coated
Specimens)

At 1600°F, one 90-second hold-time
compressive test was conducted at a strain
range of 0.5%. The fatigue life ( Nj=613) for
the coated specimen was longer when
compared to a similar uncoated hold-time test
at the same strain range and temperature (Nj
=135).

3- Thermomechanical Fatigue Tests (TMF)
(Uncoated Specimens)

At 1600°-900°F, a total of five TMF
tests were completed. The first two TMF tests
were conducted at strain ranges of 0.5% and
0.8% and the next three TMF tests with
compressive hold-time of 90 seconds at the
same strain ranges. A comparison of life, at
strain range of 0.5%, between the TMF (zero

hold-time) tests at 1600°-900°F and TMF with
90 seconds hold time in compression, showed
a significant reduction in life. For example, at a
strain range of 0.5%, the N; life of 790 cycles
was reduced by the hold time test to 563 cycles
while at 0.8% strain range the life was reduced
from 282 cycles to 112 cycles.

4- Thermomechanical Fatigue Tests (TMF)
(Overlay Coated Specimens)

The one in. gauge lengths of the IN
738LC specimens were either partially coated
to 3/4 in. or to full length of the specimen.
The overlay coating thickness was 5.8 mil
(147 pm). Two - 3/4 in gauge length coated

specimens were tested at 1600°-900°F
without creep effect (zero hold time) at strain
ranges of 0.5% and 0.8% and one test was at
0.8% strain range with compressive hold-time
of 90 seconds at the maximum temperature.
Specimen failure occurred by cracking either
outside the coated section or at the transition
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region between coated and uncoated sections
of the specimen. As a result, fatigue lives are
not reported here.

The fully coated specimens were tested
at a strain range of 0.5% without and with 90
seconds compression hold-time. For the TMF
tests (zero hold-time), the overlay coating
improved the life of the uncoated substrate
from 790 cycles to 2058 cycles. However,
introducing hold-time, the overlay life was
reduced substantially from 2058 cycle to 643
cycles.

5- Thermomechanical Fatigue Tests (TMF)
(Aluminide Coated Specimens)

Four TMF fatigue tests were
conducted on aluminide coated specimens.
Three tests with zero hold-time at strain ranges
of 0.3%, 0.5% and 0.8% and one test with
90-seconds compressive hold-time at 0.5%
strain range. The aluminide coating reduced
the fatigue life as compared to uncoated
specimens by a factor of 2.2 for the 0.5%
strain range tests and by 3.6 for the hold-time
test. TMF test data for the two types of
coatings are shown in Fig. 9 and Table 2 is a
summary of all fatigue tests completed to date.

Microstructure Failure
Observations of Tested
Specimens:

i- Uncoated Specimens: Crack Initiation
Behavior

Crack initiation and propagation was
transgranular under all test conditions. Optical
and scanning electron microscopy revealed
that crack initiation occurred at both the outer
and inner walls as shown in Fig. 10. The
fracture surfaces near the crack initiation sites
were flat, semi-circular and oxidized.

The isothermal fatigue test specimens
all exhibited fatigue crack initiation
predominantly from the outer surface. In
contrast, the TMF specimens often contained
both an outer initiation along with numerous



small cracks initiating on the interior of the
specimen,
rack Initiation

ii- rl imen;

Behayvior

Three overlay coated specimens have
been tested in fatigue under both isothermal
and TMF conditions (see Table 2). The
isothermal test at the strain range of 0.5%, that
included a hold time of 90-seconds in
compression, had multiple crack initiations on
the uncoated interior surface of the specimen.
However, the TMF cycling initiated many
small surface cracks in the coating as shown
in Fig. 11. A few cracks propagated through
the coating and penetrated the substrate (Fig.
12) but most were confined to the coating
(Fig. 13). Also debonding of the overlay
coating was observed in the TMF type tests
which was absent in isothermal tests.

iii- Aluminide Coated Specimen: Crack
Initiation Behavior

Four fatigue specimens were
aluminide coated over three quarter of one
inch gauge length. Three specimens were
tested with no hold-time and one where the
compressive strain was held for 90 seconds at
maximum temperature. TMF test results
showed that the cracks initiated in the coating,
propagated through the inter-diffusion zone
and penetrated the substrate as shown in Figs.
14 and 15. The aluminide coating showed
both intergranular and transgranular fracture
features. Fig. 16 shows the aluminide coating
structure.

Future Work

TMF tests of coated specimens will
continue to compliment the analytical
approach. The effect of coating on life will be
characterized by microstructural analysis
which will describe the deformation and
fracture mechanisms. Other types of material's
structures such as DS and SC materials and
other types of coatings will be investigated in
the future where life is affected by the material
durability and resistance to creep damage.
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Industrial Partners Participation

The PI of the research program is in
direct consultation with our industrial partners:

Westinghouse Electric, Power Generation

Division in Orlando, Fl., Allied Signal
Aerospace Co. of Phoenix, AZ and Solar
Turbine of San Diego, California..
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TABLE 1: CHEMICAL COMPOSITION OF ALLOY IN 738 - LC

Heat Treatmeant Element Percentage

Solutionize at 2050 °F(1120 °C) Cr 16.7 - 16.3

for 2 hr followed by aging at Co 80 - 90

1850 °F (843 °C) for 24 hr. Ti 3.2 - 37
Al 3.2 - 37
w 24 - 28
Mo 16 - 20
Ta 156 - 20
Nb 06 - 1.1
Ni Balance
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Table 2. Penn State IN-738LC Fatigue Test Summary

Temp Cycles Peak Valley Mean
Specimen Range Hold Time Mid- Stress Stress Stress
# Coating  Emech [ISO/TMF F (C) Seconds Ni Ngo N70 N50 Cycle (MPa) (MPa) (MPa)
20 - 0.3% 1SO 1500 (816) 0 86759 (runout) 43561 247 -184 315
11 - 0.5% ISO 1500 (816) 0 2494 3189 3476 3807 1500 420 -343 385
17 - 2.0% ISO 1500 (816) 0 Spec Separation, N=5 3 757 -820 32
16 - 0.5% ISO 1500 (816) 90 s (T) 4611 4959 5128 2467 220 -483 -132
22 - 0.3% 1SO 1500 (816) 90s(C) 8312 8542 8648 8731 4239 362 -80 144
21 - 0.5% 1SO 1500 (816) 90 s (C) 517 622 649 670 225 487 224 132
25 - 05% OPTMF 900-1500 (482-816) 4] 5177 5427 5444 5458 2661 507 -209 149
27 - 0.7% OPTMF 900-1500 (482-816) 0 847 1253 1361 1497 582 656 -371 143
28 - 0.5% IP TMF 900-1500 (482-816) 0 10012 (runout) 5052 199 -530 -166
31* - 0.5% IsO 1600 (871) 90 s (C) 135 250 285 324 146 397 -200 985
36 - 0.5% ISO 1600 (871) 90s(C) 303 481 508 526 250 448 204 122
29 - 05% OPTMF 900-1600 (482-871) 0 79 1139 1147 1154 562 623 -189 217
32 - 08% OPTMF  900-1600 (482-871) 0 282 Spec Separation, N=329 175 716 -400 158
35 - 0.3% OPTMF 900-1600 (482-871) 90 s (C) 6387 6924 7371 456 9 233
33 - 05% OPTMF 900-1600 (482-871) 90s (C) 663 Spec Separation, N=642 258 608 -194 207
38 - 05% OPTMF 900-1600 (482-871) 90s (C) 785 1113 1165 1226 405 565 -170 198
34 - 0.8% OPTMF 900-1600 (482-871) 90s (C) 112 Spec Separation, N=117 39 720 -398 161
13 Overlay 0.5% IsO 1600 (871) 20s8(C) 613 766 817 835 420 430 -210 110
12 Qverlay 05% OPTMF 900-1600 (482-871) (4] 1171 1543 (fractured) 780 636 -201 218
14 Overlay 0.8% OPTMF 900-1600 (482-871) 0 172 Spec Separation, N=173 92 797 -412 193
15 Overlay 08% OPTMF 900-1600 (482-871) 90s (C) 55  Spec Separation, N=66 22 . 794 -392 201
41 Overlay 05% OPTMF 900-1600 (482-871) 0 2058 2371 2373 2376 1102 581 -160 211
50 Overlay 0.5% OPTMF 900-1600 (482-871) 90s (C) 643 1010 {078 1126 350 578 -160 209
2 Aluminide 03% OPTMF 900-1600 (482-871) 0 6540 7876 8161 8598 3958 432 -26 203
4 Aluminide 04% OPTMF 900-1600 (482-871) 0 1358 1754 1826 1880 753 451 -149 151
1 Aluminide 05% OPTMF 900-1600 (482-871) 0 360 547 609 678 245 523 2711 126
7 Aluminide 08% OPTMF 900-1600 (482-871) 0 190 Spec Separation, N=239 113 555 -393 81
8 Aluminide 0.5% OPTMF 900-1600 (482-871) 90s (C) 218 456 472 483 100 529 -235 147

Ni=Cycle for which a deviation from maximum linear tensile stress was first detected

N90=Number of cycles to 90% of maximum linear tensile stress; 10% load drop
N70=Number of cycles to 70% of maximum linear tensile stress; 30% load drop
N50=Number of cycles to 50% of maximum linear tenslle stress; 50% load drop
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al fatigue test

Computer controlled test system for thermomechanic
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Figure 1
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STEADY STATE CREEP DATA OF IN 738 LC
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Figure 5. Zener-Hollomon plot of stress dependence of steady state creep rate
illustrating determination of material parameter C
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Figure 10.

(@)

®
SEM fractographs of uncoated specimens showing: (a) interior wall
fatigue crack initiations, Aemech=0.5%, O.P. TMF, AT=900-
500°F, Nj=5177 and (b) exterior wall fatigue crack initiation,
Agor=0.5%, isothermal, T=1500°F, Nij=2494.
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1. Introduction

During the second half of fiscal year
1995 progress was made in all three funded
subject areas of the project as well as in a new
area. Work in the area of mixing and
combustion management through flow actuation
was transferred into an enclosed facility. Jet
mixing in a ducted co-flow was examined. The
same jets were also subjected to a strong
acoustic field established in the duct. Excitation
of the jet with static spatial modes was shown to
be effective even in the presence of co-flow and
the acoustic field. Only when a (reflective) wall
is placed at the jet exit plane did the acoustic
field dominate the jet dispersion (as expected
due to reflective boundary conditions and the jet
shear layer receptivity). This case is, however,

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under
subcontract 93-01-SR013 (through South Carolina
Energy R&D Center) with Virginia Tech, Blacksburg
VA 24061-0238; fax: 540-231-9100

not the most relevant to gas turbine combustors
since it precludes co-flow. In the area of
combustor testing, the design, fabrication, and
assembly of a mudular combustor test rig for the
project has been completed at the University of
Arkansas. In the area of high temperature
piezoceramic actuator materials development,
Sr,(Nb,Ta,_,),0, powders have been
synthesized, and bulk samples and thick films
sintered. These materials have a curie
temperature of about 1400 °C compared wtih
300 °C for the commercially available PZT.
While at room temperature the new materials
show a piezoelectric constant (d,;) which is a
factor of 100 lower than PZT, at high
temperatures they can exhibit significant action.
A new area of non-linear, neural-net based,
controllers for mixing and combustion control
has been added during the second contract year.
This work is not funded by the contract.
Significant progress was made in this area.
Neural nets with up to 15 neurons in the hiden
layer were trained with experimental data and



also with data generated using linear stability

theory. System ID was performed successfully.

The network was then used to predict the

behavior of jets excited at other modes not used

for the training. Work plans for the first half of
the third year call for:

¢ development of improved passive and active
schemes for rapid mixing,

e testing of the new piezoceramic materials in a
high temperature environment, including the
University of Arkansas combustor,

o fabrication of thick and thin films, and

o make progress towards a Neural Net mixing
and combustion controller.

2. Objectives

The overall stated objectives for this
project can be grouped into two categories:

¢ Development of actuation methodologies for
enhancement of mixing between gas streams,
and the increase of combustion stability.

e Development of high temperature materials for
use as actuators and sensors in combustor
environments.

For the second year, the specific goals set were:

e Examination of the utility of spatial mode
excitation in ducted jets subject to an acoustic
field.

o Synthesis of high temperature piezo-ceramic
powders, and sintering of bulk materials and
thick films.

Both goals have been fulfilled in a satisfactory
manner.

The objectives for the third year include:
¢ Combustor testing of high temperature
piezoelectric
e Development of new passive-active mixing
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enhancement methodologies based on simple
concepts.
¢ Development of Neural Network based
controllers for mixing and combustion
stability.

3. Project Description

3.1 Non-Reacting Jets with Co-Flow in a
Noisy Enclosure

3.1.1 Introduction. After the successful
demonstration of spatial mode actuation, static
and dynamic, on free jets, the next step was the
examination of these methods on jets with co-
flow in an enclosure. Since gas turbine
combustors typically also exhibit a lively
acoustic environment it was decided to examine
the robustness of the spatial mode actuation
scheme in the presence of an acoustic field
generated by a pair of loudspeakers exciting the
first transverse mode.

3.1.2 Experimental Equipment and Setup.
Since the last report, additional hot-wire
measurements have been performed to obtain
information concerning the effect of various
acoustic fields on the developing jet flow. The
experimental setup is shown in Figure 1.
Depending on the different test conditions, time-
averaged and phase-locked velocity and
turbulence data have been acquired and
processed. The turbulent kinetic energy maps
presented in this report are an axisymmetric cut
of the x=0 plane which can be used for scaling
the mixing characteristics in the mixing layer.

To verify the credibility of the data from
previous hot-wire measurements, smoke flow
visualization with a laser sheet was carried out.
A schematic of the flow visualization systemn is
shown in Figure 2. The smoke was generated by
electrically heating mineral oil. Flow field
pictures were taken with a Stanford Computer
Optics 4 Quik 05 intensified CCD camera. APC




486 computer was used to control the camera
for image acquisition and image processing.
The flow conditions for the visualization
tests were identical to those of the hot-wire
tests, 1.e. jet velocity U;= 15 m/s, with a
corresponding Reynolds number of 10,000, co-
flow velocity U, .., 3 m/s, and a simulated

overall equivalence ratio ¢ = 0.45. In the case of
the excited jet, a spatial mode excitation has
been applied with m=+-1 and excitation
frequency of 70 Hz.

Both longitudinal and transverse acoustic
modes have been introduced into the duct to
examine their effects on the jet flow. The
longitudinal acoustic mode was the preferred
mode of the jet shear layer, with a frequency of
210 Hz and a sound pressure level of 105 dB at
the anti-node. Since the jet flow field appeared
to be more sensitive to the transverse acoustic
mode than to the longitudinal mode, emphasis
was placed on the investigation of the effect of
the transverse resonance mode on the flow field.
The first transverse mode of the duct has a
frequency of 1335 Hz and a SPL of 125 ~ 136
dB at the anti-node ).

3.2 Development of Neural Network Based
Controllers

3.2.1 Motivation and Objectives. A new
aspect of the program was initiated this year
addressing the development of non-linear control
strategies for mixing and reacting shear flows.
This effort involves an additional faculty member
from the department of mechanical engineering,
Dr. William Saunders, and a graduate student,
both not supported by the project. Due to the
inherent non-linear nature of fluid flow systems,
neural network based systems seem very
attractive.

Research at Virginia Tech has already
investigated and identified actuation schemes
which are highly beneficial for the mixing of
initially separate fluids (Vandsbwrger and Ding,
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1994). The main objective of this research is to
explore the possibilities of applying nonlinear
control methodologies, €.g., neural networks, as
part of a complete control system for jet flows,
both non-reacting and reacting.

To fully realize the potential of these
control techniques in shear flows and practical
combustion devices, the research has been
divided into three distinct stages:

I. Construct a neural network model of the
near and far field structure of spatially
excited jets.

II. Develop a neural network adaptive
controller to optimize air/fuel mixing.

III. Apply the concepts developed in stages I

and II to reacting shear flows in

order to optimize combustion.

Thus, the research is focused around increasing
volumetric heat release rate by maximizing
air/fuel mixing.

3.2.2 Neural Network Modeling of Spatially
Excited Jets. Traditional control strategies are
able to predict cause and effect relationships
upon a particular system with the use of a
mathematical model that describes the physics of
the process involved. Most often a differential
equation is the underlying model used to
describe the dynamics of such a system. For
example, in the conventional
spring/mass/damper system, the differential
equation is ordinary, linear, and of closed form.
However, the equations governing the dynamics
of fluid flow (Navier-Stokes), are not as easily
solved, even when gross assumptions are made.
However, by choosing an artificial neural
network (ANN) as the mathematical model for
the control scheme, the difficult and often futile
task of identifying the exact physics involved in a
complicated reacting flow is surpassed. Neural
networks can be highly nonlinear by design and
are able to establish complex relationships
between multiple inputs and outputs by learning
from experimental data. Essentially, the



differential equation describing the physics of the
problem is replaced by the experimentally-based
ANN model. A simple example of such system
identification using neural networks is illustrated
in Figure 3. In Figure 3, the teacher represents
the actual system based upon an experimental
data set of input (x(t)) and output (f[x(t)])
examples, and the object of the neural network is
to emulate the teacher by minimizing the error
signal, e(t), between the two models.

The question now becomes whether
experimental data can be used to emulate a jet
undergoing spatial mode manipulation, as shown
in Figure 4. The experimental actuation
technique which was used to generate such iso-
velocity contours involved the use of acoustic
actuators placed around the exit of a jet. This
arrangement allowed the excitation of various
azimuthal (spatial) modes which affect the cross-
sectional size and shape of the iso-velocity
profile downstream from the nozzle exit. Here,
the inputs to the system identification diagram
are the actuation signals to the loudspeakers, and
the outputs are the iso-velocity contour data.
Once the ANN is trained to emulate the jet, the
neural network could then be given an untrained
actuator signal for which it would anticipate the
flow field evolution. Figure S illustrates an
example of this, where the ANN models a jet
undergoing +/-2 mode excitation. Both linear
and non-linear neural networks were used to
generate the velocity profiles for a normalized
velocity contour of 0.3 at three distances
downstream of the jet exit (x/D = 3.5, 4.5, 5.5).

Spreading rates for different spatial mode
excitations can also be approximated by the
ANN as shown in Figure 6. In Figure 6, the
ANN was not trained on experimental data for
modes +0.5 and +0.75, yet it still generalizes
well to give a reasonable estimate of spreading.
By anticipating such aspects of the flow field
from specified actuator control signals, the
ANN-generated flowfield model will ultimately
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serve as the foundation upon which to build an
adaptive control system.

3.3 Medium Scale Combustor at University:
of Arkansas

As part of the ATS project, a medium
scale combustor test rig was to be constructed at
the university of Arkansas, department of
mechanical engineering. The test system is to be
capable of evaluating actuated combustor
methodologies at realistic scales, temperatures,
and acoustic environments. The fuel is natural
gas; either premixed of non-premixed operation
is available. The first series of experiments will
evaluate flame stabilization and will operate in
the premixed mode. The acoustic environment
is provided by external acoustic drivers, with
controlled amplitude and spectral content.
Intrinsic background noise levels in the air
supply system are minimized to provide
controlled conditions in the combustor section.
A 500 CFM Gardener-Denver Cycloblower was
chosen for the primary air supply because of the
very low pressure fluctuations associated with
this helical screw design. During this reporting
period, the air supply system was designed, the
blower was specified, purchased (with non-
contract funds) and installed, and acoustic
analyses of the air supply ducting, fuel/air mixer,
flow straiteners, and flashback arrestor were
conducted. The analyses show a predicted
background noise level of 85 dB, well below the
level capable of being produced in the test
section by external drivers. Assembly of the air
supply system is approximately 80 percent
complete.

For premixed operation, a fuel injection
and mixing section ensures complete mixing of
the fuel and air with a minimum reactive volume
and a minimum residence time. Using a
simplified Fluent CFD model, a radial spoke,
multipoint fuel injector scheme and a cross-flow
(cone) mixer were designed. The model is




currently being refined to more accurately
predict the fuel-air mixing.

A preliminary design of the test section
and combustor has been completed. The initial
testing will be of an axisymmetric, centerbody-
stabilized, premixed combustor, which models
many of the stabilization characteristics of
proposed ATS designs. The centerbody will
incorporate piezoceramic shear layer actuators
and will be similar in design to the nozzles used
for actuated jet mixing studies at Virginia Tech,
although the actuators themselves will be
manufactured from the new materials being
developed under the materials portion of this
contract at Virginia Tech. This will provide for
the evaluation of the actuators under full
temperature conditions. The quartz test section
will provide full optical access for shadowgraph
and emission photography.

During this period, existing gas analyzers
were evaluated and checked for proper
operation. The analyzers available are a Thermo
Electron Model 10A chemiluminescent analyzer
for NOy, two Beckman Model 315A(S) NDIR
analyzers for CO and CO,, and a Beckman
Model 400 FID hydrocarbon analyzer. The NOy
analyzer has been fully checked out and is in
working condition. The CO and CO, analyzers
passed the initial tests but are currently missing
calibration curves for some ranges. The
hydrocarbon analyzer is considered a low-
priority diagnostic device and has not yet been
evaluated.

3.4 Fabrication and Property Measurement
of High Temperature Piezoelectric Materials

3.4.1 Overview. Due to the high temperatures
encountered in a reacting flow, the piezoelectric
materials to be used in a combustor must possess
high Curie-temperatures. A,B»O; materials like
Sr2(NbyTa;.x)207 and La»Ti-O7 were chosen to
satisfy the high Curie-temperature requirements.
Compared to conventional actuator materials,

for example PZT, [Pb(ZrsTi;.x)Os], the new
piezoelectric materials have lower dielectric
constants and piezoelectric coefficients at room
temperature, but exhibit extremely high Curie-
temperatures. Conventional piezoelectric
materials are not suitable for high temperature
applications due to their lower Curie
temperature (e.g. PZT, Curie temperature=
300°C). Table 1 shows a comparison between
the new material, Sr;(NbsTa;x)207 and the
conventional material, Pb(Zr,Ti;)Os.

During this reporting period, Sro(NbxTa;.
207 thick films were prepared by the tape-
casting method. X-ray diffraction patterns were
used to identify the single phase formation, and
their piezoelectric properties were measured by a
ds3 meter.

There are three possible types of
piezoelectric ceramic actuator designs:
multilayers, bimorphs, and the Moonie structure.
The characteristics of the different ceramic
actuators are summarized in Table 2. The
multilayer actuator exhibits large forces and
small displacements, whereas the bimorph
actuator generates small forces and large
displacements. The Moonie structure actuator,
shown in Figure 7, is a reasonable compromise
capable of sizable forces and appreciable strains.
The piezoelectric coefficient for the Moonie
structure actuator was found to be larger than
without the Moonie structure.

3.4.2 Experimental Approach and
Technique. A flow chart outlining the
preparation of the thick film is shown in Figure
8. Reagent-grade (purity 99.9%) component
oxides in their respective mole ratios were mixed
for 24 hours in a crucible including alumina
media and alcohol. The resulting slurry was

dried at 150°C and calcined at various
temperatures for 3 hours to obtain the single-
phase. The calcined powders were ball-milled
again in an organic binder solution for 24 hours.
The amount of binder and solvent was adjusted



by viscosity of the mixed slurry. The binder
contains polyvinyl butyral (PVB) polymer, a
plasticizer, a surfactant, and an ethanol+toluene
solvent. Samples were prepared by casting the
slurry using a scalpel. The thick films were
formed on silicone coated mylar sheets for easy
peel-off. The process of drying the films was
followed by a binder removal procedure: heating

up to 500°C for 3 hours and holding at 500°C
for 2.4 hours. Then, the thick films were
sintered at various temperatures ranging from

1200°C to 1500°C.

3.4.3 Moonie Actuator. The composite
actuators consist of piezoelectric ceramics and
brass-end caps. A shallow cavity, as shown in
Figure 7, was made in the center of the brass
cap. The brass-end caps were attached to the
piezoelectric ceramic using silver paste. Special
care was taken not to fill up the cavity, or short
circuit the ceramic electrodes. The stacked

composite was heated at 150°C under stress to
solidify the bond. An epoxy resin was pasted
around the circumference to encapsulate the
actuator.

Because the polarization inside the
ceramics is randomly oriented, the piezoelectric
ceramics do not exhibit their piezoelectric
properties until a high DC voltage is applied to
the sample. The polarization is forced to be
aligned in the direction of the applied DC
voltage. This process is called poling.

When a sample is poled, an insulating
material is needed because of the very high
applied voltage (more than 2MV/m). Silicon oil
is typically used as the insulating material. By
increasing the temperature of the silicon oil bath,
the polarization can be more easily switched to
the direction of the applied voltage. However,
the elevated temperature must be kept below the
Curie temperature or the samples lose their
piezoelectric properties. In the present
experiments, the samples were poled at 3SMV/m
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for 15 min. in a silicon oil bath held at 200°C.
The direct piezoelectric coefficient was
measured at a frequency of 60 Hz using a di3
meter. ‘ -

4, Results

4.1 Non-Reacting Jets with C0-Flowin a
Noisy Enclosure

The turbulent kinetic energy maps of an
excited jet with co-flow in a cavity with a
partially closed exhaust end are shown in Figure
9 and Figure 10 for cases with and without the
imposition of a longitudinal acoustic field,
respectively. The results show very little change
in the flow field, which implies that any coupling
from the longitudinal acoustic field is unable to
compete with the perturbation from the
actuators. Other explanations could be the
protective effect of the co-flow layer or the
relatively low sound pressure levels due to the
unrestricted co-flow inlet, the absence of a
reflective boundary condition at the jet exit (no
end plate).

A time-averaged turbulent kinetic energy
map of an unexcited jetin a cavity with a closed
co-flow inlet and a partially closed exhaust end is
shown in Figure 11 while the phase-mean data of
the same jet subject to an imposed transverse
acoustic field in the same cavity is shown in 12.
It is seen that under the imposition of the
acoustic field, the shear layer thickness increases
and the potential core length decreases.

Similar results can be found in Figure 13
and Figure 14, which are the phase-mean
turbulent kinetic energy maps of an excited jet in
a cavity with a closed co-flow inlet and a
partially closed exhaust end, with and without an
imposed transverse acoustic field, respectively.
Although the turbulent kinetic energy
distribution is affected by the acoustic field both
in space and time, the basic flow features




resulting from spatial modulation obviously
remains unchanged.

The test duct inlet condition became a
major focus of these experiments since it
strongly influences the response of the jet flow
to the imposed acoustic field. The effects of the
co-flow and duct exit cross sectional area were
also investigated.

The flow visualization images of ducted
jet flow for different inlet conditions are shown
in Figure 15. When exposed to the acoustic
field, the jet seems to expand relatively faster
when the co-flow is stabilized by a wall. In
comparison, the jet expansion does not change in
an obvious manner in the absence of that wall.
This result implies that the acoustic boundary
conditions near the jet shear layer strongly
influence the impact of an imposed acoustic
field. The effect of an acoustic field in a
combustor on the fuel mixing will therefore
depend on the design of the fuel injection region.

The influence of the end nozzle on the
coupling between the acoustic field and the
developing flow field looks minimal as shown in
Figure 15. The reason appears to be that the end
nozzle was located at the opposite side of the
loudspeakers with respect to the examined jet
and thus the existence or not of the end nozzle
had only a negligible influence on the sound
pressure level near the jet shear layer.

The images of an unexcited jet subject to
aimposed transverse acoustic field in the cases
of with and without co-flow are shown in Figure
17. Similar to what was found in previous
studies, the co-flow tended to attenuate the
effect of acoustic field on the jet flow. The small
effect may also be attributed to unrestricted co-
flow inlet.

4.2 Medium Scale Combustor: University of
Arkansas

At this time, the blower is mounted in
place and a delivery date for the 25-hp drive
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motor and variable speed controller has been set.
The duct supports, flow straiteners, and
flashback arrestor are complete. The pipe
sections and miscellaneous components
(interconnects, fittings, gaskets, etc.) are on
hand. The mixing cone has been received and is
ready to be machined and installed.

Installation of a 5 psig natural gas supply
line (with non-contract funds) was recently
completed. Work is in progress on the
remainder of the fuel supply system; the fuel
injection ring fabrication is awaiting final results
from the fluent analysis. All necessary gas
analysis and optical instrumentation is in place.

4.3 High Temperature Piezoelectric Materials

The Sra(NbsTa;.x)207 (x=1.0) ceramics
prepared by the chemical coprecipitation method
(CCP) were cut along a-axis, b-axis, and c-axis
as shown in Figure 18 to investigate the
anisotropy in electrical properties. The dielectric
properties were measured at a frequency of 10
kHz for a Sro(NbxTa;+).0O7 sample sintered at

1500°C. The results of the electrical properties
of Sra(NbsTa1.x)207 (x=1.0) ceramics prepared
by the CCP method and the conventional
method (CON) are summarized in Table 3. The
dielectric constant of the a-cut sample is higher
than that of the single crystal. The
microstructures of the samples cut along the
three axes are presented in Figure 19. The
orientation of grains can be clearly observed in
the a-cut and b-cut samples, whereas the grains
in the c-cut sample seem to be randomly
oriented.

Dielectric constants of Sra(NbxT2;.x)207
ceramics were plotted as a function of
temperature as shown in Figure 20. The Curie
temperature increased with the composition, x.
Relative permitivity at Curie temperature and
grain orientation are shown in Figure 21. The
value of grain orientation is proportional to the
composition.



The ds; coefficient expresses the ratio of
the strain developed in a piezoelectric ceramic to
the applied field: & =dijkEk, where &ij, dij};, and Eyi
represent mechanical strain, piezoelectric
coefficient effect, and electric field, respectively.
It is also related to the ratio of the voltage
developed by a ceramic for an applied stress. As
such, it determines the “sending” and “receiving”
characteristics of a ceramic, and is one of the
most important coefficients to know when
evaluating piezoelectric materials. The ds3
coefficients were measured at room temperature
for Sro(NbxTa;x).07 ceramics, and were plotted
as a function of composition, x, in Figure 22.
The Sro(Nb,Ta;.)207 ceramics (x=0.2 and 0.4)
with relatively low Curie-temperatures showed
larger ds; values than the ceramics with the
compositions x=0.8 and 1.0. The value of ds;
coefficient is inversely proportional to the
composition. It has to be stressed again that the
dss values were measured at room temperature.
They are expected to increase by close to 100 at
higher temperatures.

The ds; piezoelectric coefficient was
measured by using a di3 meter on various
samples: the bulk ceramics prepared by
conventional method (CON), molten salt method
(MSS), and chemical coprecipitation method
(CCP), and the thick films. Generally, the ds3
value of the thick films is higher than that of the
bulk samples. Among the bulk ceramics, the
sample prepared by the CCP method exhibited a
little larger dss coefficient than the sample
prepared by CON and MSS methods.

Moonie structure actuators were
fabricated by using Sro(Nb,Ta;)207 (x=1.0)
ceramics prepared by MSS method, and their
piezoelectric coefficients were measured, again
at room temperature. The value of the ds3
coefficient increased from 1.4 pC/N to 1.9 pC/N
by using the Moonie-structure design. The
Moonie structure actuator improves the ds;
coefficient by adding the d3; coefficient to the dss
coefficient. When an electric field is applied to a
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sample, the piezoelectric ceramic extends
longitudinally through ds3, and contracts
transversely through ds;. In the Moonie
structure actuator, the radial motion of the
ceramic is transformed to the flextensional
motion of the brass caps. Therefore, the axial
displacement comes from two different sources.
One is the longitudinal displacement of the
ceramic itself through dss, and the other is the
flextensional motion of the metal arising from
the transverse contraction through ds;. The two
contributions add together to give overall larger
displacements.

5. Activities Planned for Year 3

5.1 Flow Control Area

After the proven success of spatial mode
excitation of free and enclosed jets the realization
of these methods in practical devices has to be
considered. The practical realization of
piezoceramic-based jet flow actuation has to
overcome two hurdles, one the proof or reliability
of moving/vibrating parts, and the availability of
appropriate materials. The second part has been
addressed through the development of high curie
temperature piezoceramic materials discussed in
section 3.4.

For practical reasons industry will be
skeptical of mixing control relying on moving
parts, even if it is the only scheme offering real
control. For this reason a compromise solution
will be sought during the coming period. The
solution will be based on two approaches.

1) Combine passive mixing regulation with a
minimum of active elements.
2) Develop an active mixing control system
where the number of actuators is minimized.
Both approaches will be tested on experimental
hardware which has already been set up in the
Reacting Flow Lab at Virginia Tech. Both
schemes will be developed and tested for
open/free and enclosed/ducted jets, including the
subjection to a noisy environment.




5.2 Neural Network Controller for
Optimization of Air/Fuel Mixing

Once the jet is modeled correctly, a
second neural network can be implemented to
serve as a controller which adaptively optimizes
air/fuel mixing. In addition to the ANN control
algorithm, the proposed control system also
includes actuators, sensors and actuation
techniques developed at Virginia Tech. The
loudspeakers and/or piezoelectric materials will
serve as the actuators, and optical techniques
will be employed as the sensors in order to feed-
back the effectiveness of a particular actuation
scheme on the mixing process. Using flow
visualization will allow fast, quantitative analysis
of two and three-dimensional iso-concentration
contours in the flow field.

5.3 Combustion

At the University of Arkansas, the Fluent
model results for the fuel injection and mixing
section will be incorporated into the final fuel
injector design. Machining of the fuel injector
and mixer will be completed. The blower motor
and speed controller, all remaining ductwork,
and fuel supply lines will be installed and
instrumented. Combustor design will be
finalized and fabrication started. Initial hot
testing with a generic, non-actuated combustor
will be conducted to validate the operation of the
air supply, fuel supply, and instrumentation.

New actuator materials will be tested in
the combustor in early 1996. The setup will be
one of an actuated bluff body stabilizer for lean,
premixed, combustion.

5.4 Work in the Materials Area

The future work in materials
development will focus on improving ds3
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coefficients of bulk ceramics and thick films.
Large piezoelectric coefficient will be obtained
by fabricating more dense and compositional
homogeneous samples, increasing the
temperature of oil bath, and applying higher
electrical voltage. The following tasks will be
carried out:
o fabricate thick films as a function of
composition X,
e apply Moonie-structure design to the
thick film,
¢ measure ds; coefficient at higher
temperature,
e test several actuator geometries in high
temperature environments at Virginia
Tech and the University of Arkansas.
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Table 1. The structural and electrical properties of Pb(ZryTi;.x)Os and Sr2(NbxTa1.5)207.

Pb(Zr,Ti15)Os Sro(Nb,T21.0)207
Stucture family Perovskite Pyroniobate
Dielectric constant at room temperature High ) Low
Piezoelectric constant at room High Low
temperature
Curie temperature Low (= High (= 1400°C)
300°C)

Table. 2. Types of piezoelectric actuators and their characteristics.

Advantages Disadvantages -
Multilayer actuator Low driving voltage Low displacement

Quick response

High generative force
Bimorph actuator Large displacement Slow response

Low generative force

Moonie-structure Sizable force and displacement
actuator .

Table 3. Electrical properties of Sr2(Nb,Ta14):07 (x=1.0) sample sintered at 1500°C.

Method | Sample | Dielectric constant,e (10 Dielectric loss, tand
kHz) (10 kHz)
CCp a-cut 86 (75%) 0.0077
b-cut 44 (46%) 0.0102
c-cut 35 (43%) 0.0047
disk type | 49 0.0291
CON disk type | 52 0.0684

* indicates data from Ferroelectric Properties of Sr.Nb,O7 Single Crystal

Table 4. ds; coefficients of Sr2(NbsTa,.5):07 (x=1.0) ceramics and thick films at room temperature.

samples method d33 coefficient (pC/N)
Bulk ceramics CON 1.0

MSS 1.4

CCP 1.7
Thick film 2.0
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fIx(t)]
Teacher , .
x(t) o)
Neural
Network w[ x(t)]

Learning
Algorithm

Figure 3. Modeling a system with Neural Networks

Figure 4. Iso-Velocity Contours of a Jet Undergoing Spatial Mode Manipulation
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Figure 5.

Mode +2 for 0.3 Contour, 6 Harmonics

—— (solid) /D =5.5
—— (dashed) YD =45
— (dash-dot) ¥'D =3.5

Approximation of velocity profiles for different distances (x/D)
downstream of the jet exit
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Figure 6. ANN Predictions for Jet Spreading Rates
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Brass end caps /Cavity
1
Piezoelectric ceramic ' —_—
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7
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Figure 7. Design of Moonie structure actuator
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|
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!
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Thick film

Figure 8. Schematic outline of tape-casting method for synthesizing piezoelectric
thick film
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Istntaneous 5 g Average

Instantancous

(d). With imposed acoustic field
Figure 15. Jet into cavity with partially closed exhaust end with no co-flow

(a), (b) With unrestricted co-flow inlet
(c), (d) With closed co-flow inlet
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Instantaneous Average

(a) No imposed acoustic field
Instantaneous Average

(b) With imposed acoustic field
. Instantaneous Average

(c) No imposed acoustic field .
. Instantaneous Average

(d) With imposed acoustic field

Figure 16. Jet into cavity with unrestricted co-flow inlet with no co-flow
(a), (b) With no end nozzle
(¢), (d) With end nozzle
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Instantaneous Average

(a). No imposed acoustic field

Instantaneous Average

(b). With imposed acoustic field

Instantaneous Average

(c). No imposed acoustic field

Instantaneous Average

(d). With imposed acoustic field

Figure 17. Jet into cavity with unrestricted co-flow inlet with end nozzle
(a), (b) With no co-flow
(c), (d) With co-flow
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c—Cut

a—-Cut b—Cut

Figure 18. Cutting of grain oriented Sr,(Nb,Ta, ),0, ceramics (x = 1.0) fabricated
by chemical coprecipitation method
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Introduction

The goal of the U.S. Department of
Energy's Advanced Turbine Systems (ATS)
program is to help develop and commercialize
ultra-high efficiency, environmentally superior,
and cost competitive gas turbine systems for
base-load applications in the utility, independent
power producer, and industrial markets.
Combustion modeling, including emission
characteristics, has been identified as a needed,
high-priority technology by key professionals in
the gas turbine industry.

Objective

The primary objective of the four year
ATS program at this center is to develop a
comprehensive combustion model for advanced
gas turbine combustion systems using natural
gas fuel with consideration of coal gasification
or biomass fuels.

Approach

Three tasks have been undertaken to
achieve the overall objective of this program.

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under
cooperative agreement No. DE-FC21-92MC29061 with
South Carolina Energy Research and Development
Center, 386-2 College Avenue, Clemson University,
Clemson, SC 29634-5181; telefax: 803-656-1429,
subcontract 93-01-SR014 with Advanced Combustion
Engineering Research Center, Brigham Young University,
45 CTB, BYU, Provo, UT 84602; telefax: 801-378-3831.
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The first task is to improve and validate various
submodels needed to accurately predict various
aspects of the gas turbine combustion process.
Of particular emphasis are submodels for
predicting carbon monoxide and nitrogen
oxides, particularly at the higher temperatures
and pressures proposed for advanced turbine
systems. Ongoing improvements in existing
submodels such as turbulence, finite-rate
chemistry, and pollutant emissions are also
being considered for addition to the 3-D code.
These submodels will be validated by data
obtained with advanced diagnostic systems from
the LSGTC.

The second task is to refine the
BYU/ACERC 3-D code (PCGC-3) for
application to gas turbine combustors and
implement proven submodels into the gas
turbine model. Refinements and submodels will
also be available for incorporation into other
prominent computational fluid dynamics (CFD)
platforms such as those from Fluent, a
commercial developer of CFD codes.

The third task is to interact extensively
with industrial and university organizations with
strong gas turbine interest. An ACERC/ATS
technical advisory committee (TAC) composed
of prominent industrial organizations with
specific interest in utility and industrial gas
turbine manufacture and application has been
formed. The TAC provides direction and
support of this research program. Concerns
particular to the industry are being addressed,
and results will be provided to participating
industrial members.




Results

Key accomplishments of the past year
are described below.

Task 1 - Submodel Development

The first task is to improve and validate
various submodels needed to accurately predict
various aspects of the gas turbine combustion
process.

1.1 - Code Evaluation. The objective of
this subtask was to evaluate the existing PCGC-
3 code by comparing model results to local
measurements from the BYU/ACERC
laboratory-scale gas turbine combustor
(LSGTC). Variables of interest included local
gas velocities and temperatures. Key model
needs were identified through this effort. Work
on this subtask was completed during the first
year of the study.

1.2 - Fundamental Experiments. The
objective of this subtask is to conduct key
experiments in the LSGTC to provide needed
data for PCGC-3 and submodel evaluation.
Measurements include: 1) gas temperatures and
concentrations of CO, CO2, O2, and N2 using
coherent anti-Stokes Raman spectroscopy
(CARS), 2) velocity components using laser
Doppler anemometry (LDA), 3) presence of
OH, CH, CO, NO, NO; and possibly N2O using
planar, laser-induced fluorescence (PLIF), and
4) flame and flow structure using digitized
images from film or video cameras.

Dual-Stokes CARS Measurements. The
dual-Stokes CARS system which is designed to
simultaneously measure near-instantaneous
concentrations of CO, CO3, N3, and O3, was
reduced in size to accommodate the setup of
other laser-based diagnostic techniques. The
CARS optical system has been optimized and a
full gas temperature map of the LSGTC was
measured. Example spectra at two locations are
presented in Figure 1.

Figure 1a is near the burner exit (z = 1.0
cm, r = 0.9 cm) and has an estimated mean
temperature of 800 K. The mean spectrum at
this location shows that small amounts of O are
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present along with COj. At this location at the
onset of the reaction zone, unburned fuel and
products will co-exist. Five centimeters further
along the reaction zone, the smaller O signal
and a relatively larger CO> signal indicate the
progress of the reaction (Figure 1b, z = 6.0 cm
and r = 3.3 cm). The mean temperature for this
location is approximately 1400 K.

A program (CARS.F) was obtained from
Sandia National Laboratories in order to extract
temperature and specie concentrations from
these spectra. However, this program only
reduces one spectrum at a time. Accurate
representation of the statistical properties of the
turbulent flame being studied used five hundred
laser shots from each location. Therefore, an
additional program was written and linked to
CARS'F to extract and reduce single laser shots
sequentially obtained from the file containing all
five hundred. This shell program also subtracts
out the background signal and normalizes the
spectrum against the non-resident signal. The
shell program was validated with signals
obtained in known temperature environments.
Problems that have been found with the manner
the Sandia CARS.F program handles data are
being resolved.

LDA Measurements. Laser Doppler
Anemometry measurements of axial, radial, and
tangential velocities were obtained on the
LSGTC for an air flow of 500 slpm at ¢ = 1.1, ¢
= 1.0, ¢ =0.8, and ¢ = 0.65 with the medium
swirl (MS) configuration. Recirculation zones
were identified as well as other flow features.
Mean flow velocities and root-mean-square
velocities were determined.

Figure 2 presents some example velocity
PDFs generated from the LDA data obtained
during this study. These PDFs are important to
code development and verification. Currently,
PCGC-3 assumes a scalar PDF shape, such as
Gaussian, for the entire flow field. Figure 2
shows velocity PDFs for the ATS-MS burner at
¢ = 0.65. The PDFs presented in this figure
were calculated from velocity measurements
taken at an axial location of 5 mm above the
injector and at radial locations of 12 mm, 15
mm and 18 mm. Each column of axial, radial
and tangential velocity PDFs corresponds to the



3000 35x10°

y - a-) C
2500 ~ - 30
= . 25 3
g 2000 -] - g
) - - )
O . - 20 Q)
= 1500 — - 5
w2 1000 — X S
5] . 10 v
a Z i o
500—: } |
. J -
0 L L) I LR B I L L LIS I L L) Il — o
1400 1500 2100 2150 2200 2250 2300
. "1
Raman Shift (cm ")
500 1200
1 b) »
400 — - 1000
= i - 800 o
© 300 — A )
o ) I o
= ] — 600 Sl
= i . =)
=] . K et
9 200 — - 9
.a.)a : -— 400 5
- 0] - o
100 L 200
-M _’jZ g-
0 L B L} I TT T T [ TT 17 I T11 llﬁ'l'l_l'l'rl'l—l—l-rl'l—l—l-rl—l—l-l-rl—l—l—_ 0
1400 1500 2100 2150 2200 2250 2300
3 '1
Raman Shift (cm )
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same radial location in the burner. The axial
velocity distribution, Figures 2A-2C, remained
fairly Gaussian as one moved from inside the
" vortex, through the shear zone and into the
surrounding outside gases. The large decrease
in mean velocity caused by momentum
dissipation in the shear zone is readily observed.
The radial velocity PDFs, Figures 2D-2F, show
the interaction of the gases forced out by the
vortex and those being recirculated in the lower
corners of the combustor. Figure 2E, which
shows the velocity PDF at the shear layer, has a
bimodal distribution with one peak occurring
near the radial velocity value inside the vortex,
and the other peak being near the velocity value
found in the recirculation zone. The tangential
velocity PDFs , Figures 2G-21, show a similar
trend to the radial velocity PDFs . The velocity
PDF in the shear zone, Figure 2H, has a bimodal
distribution with peaks near the tangential
velocity values measured to either side of the
shear zone.

Figure 3 shows an example of an axial-
radial u'v' and axial-tangential u'w' Reynolds
stress contour map of the ATS-MS burner at ¢ =
0.65. Many modeling approaches assume that
the Reynolds stress is isotropic. From Figure 3,
it is apparent that the Reynolds stresses are not
isotropic for this system. The contour shapes,
locations, and magnitudes differ significantly
for the axial-radial (Figure 3A) and the axial-
tangential (Figure 3B) Reynolds stresses. The

Reynolds stress magnitudes for u' v’ range from

-5 to 50 m2/s2, while those for u'w' range only

from -5 to 25 m2/s2. The largest Reynolds
stresses occur in the region along the vortex
wall, which indicates that there are high
turbulence levels and large momentum transport
at the boundary between the vortex and the
gases in the burner. This observation is
consistent with the conclusions drawn from the
mean and RMS velocity contours, which
showed high RMS velocity values and rapid
decay of the mean velocity at the vortex wall
due to shearing between the high velocity
swirling gases from the injector and the lower
velocity gases in the burner.

Planar Laser Induced Fluorescence
(PLIF) of CH radicals. PLIF images of CH
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have been successfully acquired in a natural gas,
premixed Bunsen burner flame. CH is an
excellent marker of the flame zone and can
actually be observed by the eye as part of the
bright, inner blue chemiluminescent cone.
Previous fluorescent studies used OH to mark
the flame zone; however, OH is known to
persist longer in the flame. CH is a better flame
zone marker due to its very high reactivity and
because it is also implicated in the formation of
prompt NOx.

Excitation of CH occurs at a wavelength
near 387 nm. This light is generated by wave
mixing the fundamental of a Nd:YAG DCR-2A
laser(1064 nm) with the output of a tunable dye
laser using Rhodamine 640 dye. The Nd:YAG
pumps the tunable dye laser with frequency
doubled 1064 nm light, and the residual is used
for mixing in the WEX (Wave Length
Extender). The total power of the 387 nm laser
light is 14 mJ/pulse with a 10 ns pulse width.
The laser light is optically formed into a sheet
and passed through the flame as shown in
Figure 4. Fluorescence at 431 nm is captured by
an Intensified Charge Coupled Device (ICCD)
using a Nikon 50 mm/f 1.2 lens and a GG-420
long-pass filter. The images are downloaded to
a computer for further analysis. Figure 4 also
shows four instantaneous images of the
fluorescence emitted from the CH radical.

1.3 - Submodel Improvements. The
objective of this subtask is to improve the
submodels in the code using available
technology and advances from this study, from
other ACERC researchers under independent
funding, and from the literature, in order to
provide increased agreement with the key
experiments identified in Subtask 1.2. Specific
submodels being considered include finite-rate
chemistry, NOx formation at high pressures in
fuel-lean systems, and CO/CO2 non-
equilibrium.

Evaluation of Reduced Mechanisms. A
comprehensive study was conducted to select
and evaluate potential reduced mechanisms of
methane combustion for use in comprehensive
premixed turbulent combustion codes. The two
most promising mechanisms were by Seshadri
and Peters (Chen and Dibble, 1991) and by
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CH Fluorescence Las®

to ICCD Camera 5";?7 am

@ 431 nm

Figure 4

Above: Natural flame emission taken from video of
natural gas bunsen burner.

Right/Below: Instantaneous bunsen burner
CH fluorescence (F @ 1.0).
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Bilger (Chen and Dibble, 1991). The reduced
mechanisms were tested and compared against a
full mechanism (GRI Mech. 1.2) for different
conditions such as varying equivalence ratios,
inlet temperatures, residence times, and
pressures. A Perfectly-Stirred Reactor code
(PSR) (Glarborg, et al., 1992) and a Premixed
code (Kee, et al. 1992) were used to perform the
evaluations. Efforts are also being made to
acquire additional reduced mechanisms of
methane combustion and the NOx mechanism
which is in the being developed by GRI.

PSR code calculations: A total of 243
test calculations were performed using the PSR
code in conjunction with the full mechanism and
both reduced mechanisms, varying such
parameters as pressure, equivalence ratios, inlet
temperature, and residence time. In order to do
these runs, the CHEMKIN package, which
handles finite rate elementary reactions, had to
be modified so that it could treat global reaction
rates. The CKWYP subroutine in the package
was replaced by a new subroutine which
allowed calculation of global reaction rates.

The net rate constants for each of these
global reactions are computed from algebraic
expressions involving rate constants for about
25 elementary reaction steps. Figure 5 shows
the variation of temperature with equivalence
ratio for pressures of 1.0 and 30 atmospheres.
The inlet temperature for the PSR reactor was
taken as 600 K and the residence time was taken

as 2 x 10-3 seconds. It is seen from Figure 5
that the Seshadri-Peters mechanism shows fairly
good agreement with the full mechanism (GRI)
at both pressures. The Bilger mechanism seems
to show slight disagreement with the full
mechanism (GRI) at high pressures for low
equivalence ratios.

Figure 6 shows the CH4 predictions for
pressures of one and 30 atmospheres using the
PSR code. Itis seen that, although the Seshadri-
Peters mechanism gives good predictions at 1
and 30 atm pressures, the Bilger mechanism
gives poor predictions at both pressures for fuel-
lean mixtures. Figure 7 shows the PSR CO
predictions for the Peters-Seshadri, Bilger, and
GRI full mechanism for pressures of 1 and 30
atm. It is seen that at both pressures, the two
reduced mechanisms give almost identical
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predictions but differ from the full GRI
mechanism predictions. It is postulated that the
reduced mechanism predictions are more
accurate at high pressure than at atmospheric
pressure because Ca chemistry is not included.

Premixed code calculations: The
premixed code also runs in conjunction with the
CHEMKIN package like the PSR, but is used to
model burner-stabilized or freely propagating,
steady-state, premixed laminar flames.
Predictions of premixed laminar methane-air
flames were performed using the full and
reduced mechanisms as a function of pressure
and equivalence ratio, using an inlet temperature
of 300 K. Figure 8 shows the variation of
temperature along the length of the premixed
flow reactor for pressures of 1 and 30 atm (¢ =
0.85). The Seshadri-Peters mechanism gives
good agreement with the full mechanism at all
pressures. Figure 9 shows CHj predictions
using the premixed code for an inlet temperature
of 300 K and an equivalence ratio of 0.85. The
figure shows that at all pressures the combustion
rate predicted by the full GRI mechanism is
similar to the Seshadri and Peters reduced
mechanism. Figure 10 shows the variation of
predicted CO concentration with distance along
the reactor for both 1 and 30 atm. The
predictions show that the peak CO concentration
in the Seshadri-Peters mechanism is slightly
different compared to the full GRI mechanism
(compare scales on the y axis).

Task 2 - Code Development

The objective of Task 2 is to develop an
advanced, 3-dimensional gas turbine combustor
model from the foundation of ACERC’s
existing 3-D code, PCGC-3. Task 2 is closely
coordinated with an independently funded
DOE/METC (DE-AC21-93MC30040) study
being jointly conducted by Advanced Fuel
Research, Inc. (AFR), and BYU/ACERC, which
has a task for conducting gaseous combustion
modeling.

2.1 - CFD Improvements. The
objective of this subtask is to investigate
improvements to the PCGC-3 fluid mechanics
platform in order to better model the conditions
and geometries associated with gas turbine
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combustors. During the last year, the
foundations of a new unstructured-grid flow
solver were developed, under independent
funding from the National Science Foundation
(NSF), and the resulting code is being used as a
basis for developing the gas turbine combustor
model. The code uses the Control Volume
Finite Element Method (CVFEM) of Baliga and
Patankar (1983). Both collocated (Prakash,
1986) and staggered (Meng, 1994) schemes are
employed. However, only the collocated
scheme is operational at present. The skewed,
mass-weighted upwind interpolation function
for the dependent variables is used in the
convection discretization, and linear
interpolation functions are used for the
diffusion, pressure gradient and source term
discretization.

The new code was tested by simulating
1) developing laminar flow through a straight
channel, 2) two-dimensional, laminar flow over
a backward-facing step, and 3) turbulent flow
over a backward-facing step. Calculations were
also performed with FLUENT/UNS (Fluent
Inc.’s unstructured-grid code) for comparison,
and results were compared with experimental
data or, in the case of laminar flow through the
straight channel, with an analytical solution.
Agreement was excellent for all of the laminar
predictions. Geometry and predictions for
turbulent flow over a backward-facing step are
shown in Figure 11. Flat profiles were assumed
at the inlet (x=-0.254 m), and the inlet
turbulence intensity was assumed to be 5
percent. The grids were generated by
GEOMESH (Fluent Inc.’s unstructured grid
generator). The profiles have been normalized
by the maximum velocity at each axial position.
Experimental profiles were normalized by the
maximum experimental velocity, and predicted
profiles were normalized by the maximum
predicted velocity. Raw data, without
normalization, were not plotted because the
experimental values were only available in
normalized form. The predictions with two grid
densities are similar, indicating that the solution
is fairly grid-independent. The recirculation
zone is significantly underpredicted, and the
predicted velocity does not approach zero at the
walls. Nodes that reside on the wall do not
satisfy the no-slip condition. The manner of
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implementing the law-of-the-wall boundary
condition is therefore being investigated to
remedy this problem. Except for the near-wall
regions, the shapes of the experimental and
predicted profiles seem to be in reasonable
agreement.

2.2 - Incorporation of Submodels. The
objectives of this subtask are: 1) to incorporate
the best-available, proven, advanced code
submodels from the broad, on-going ACERC
research program, from the literature, from
known developers of submodels, and those
developed in Task 1, and 2) to perform
systematic checks of the code to verify accuracy
of code programming, and appropriateness of
newly installed improved submodels.

Implementation of PDF2DS into PCGC-
3. An advanced gas-phase combustion
submodel applicable to lean, premixed
combustion (LPC) of natural gas in gas turbines
is being developed under the independently
funded DOE/METC project (DE-AC21-
93M(C30040). Such combustion is of significant
commercial interest and yet there are no
generally available combustion codes for
predicting LPC flames. The submodel is
intended for use in the comprehensive
combustion code being developed under this
study. The foundation of the submodel is
PDF2DS, a 2-dimensional (2-D), velocity-scalar
probability density function (PDF) code
developed by Dr. Stephen Pope at Cornell
University (Correa and Pope, 1992). Details of
the velocity-scalar PDF method are given in
Pope (1985). The submodel is being
implemented under the independently funded
study in PCGC-3.

The PDF2DS code has been
implemented as a submodel in the 2-D,
axisymmetric option of PCGC-3, and it has been
tested for variable density, non-reacting flow.
PCGC-3 calculates the flowfield, based on the
k-e turbulence model, and PDF2DS calculates
the density field. The two codes are coupled, as
shown in Figure 12, and must be solved
iteratively until the density field is no longer
changing significantly in PDF2DS. The
combined code seems to function reasonably
well, except there is an inconsistency between
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the computational grids of the two codes that
seems to be causing problems. PCGC-3 uses a
staggered grid, with velocities stored at cell
faces and all other properties stored at cell
centers, while PDF2DS uses a collocated grid
with all properties stored at cell corners.
Currently, PCGC-3 values are interpolated to
the cell corners for use in PDF2DS and density
is interpolated to the cell centers for use in
PCGC-3. Consistency in grid definition is
needed for the two codes to work compatibly.

Since PDF2DS provides no chemistry
for reacting flow, the submodel is being
extended to include chemistry applicable to LPC
of methane, and table look-up procedures are
being investigated to increase computational
efficiency. A two-step mechanism (Westbrook
and Dryer, 1981) is being implemented first.
Later, a four-step mechanism (Seshadri and
Peters, 1990) will be implemented.

Figure 13 shows a scatterplot of PDF
particles for LPC of a methane-air jet with the
two-step mechanism. Particle temperature is
indicated by the shading, with the darkest
particles at 300 K and the lightest (almost white)
particles at 2012 K. The diameter of the jet was
2 cm, the equivalence ratio was 0.8, the inlet
temperature was 300 K, and the jet Reynolds
number was 36,140. The jet issued into a large
cylindrical enclosure (1 m length, 0.4 m
diameter). Radiation and heat losses were
neglected. Approximately 100,000 PDF
particles were used. Chemistry was
implemented with the look-up tables described
above.

Figure 14 shows a plot of CO mole
fraction for particles residing in the first row of
computational cells along the reactor centerline.
Mole fractions exceeding equilibrium values
were obtained at axial locations up to half the
reactor length. Beyond this location, only
equilibrium values were obtained.

Incorporation of PDF methods into the
ACERC Unstructured-Grid Flow Solver.
During the last year, integration of the advanced
submodel applicable to LPC in gas turbines into
the new unstructured-grid flow solver was
performed and testing was initiated. An
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axisymmetric, constant-density, turbulent, non-
premixed, non-reacting, test problem was solved
as follows: First, the flowfield was converged
by the flow solver (314 nodes, 550 cells). This
step required approximately 500 iterations,
starting from scratch (less than 30 CPU-min on
an HP-735 workstation). Second, the PDF
particles (91,146 total) were randomly
distributed throughout the flow domain and
initialized by linearly interpolating the velocity,
pressure and turbulent kinetic energy from the
unstructured mesh nodes onto the particle
positions. Third, velocity-scalar PDF transport
calculations were performed for the particles for
923 time steps (108 psec/step), which is
equivalent to approximately 10 reactor residence
times. The PDF submodel calculations required
approximately 14 CPU-hr (~1 CPU-min/time
step). And finally, the mean mixture fraction
field was calculated from the PDF particle
mixture fractions using spline interpolation.
Since the fluid mass density was uniform, there
was no feedback from the PDF submodel to the
flow solver. The predicted scalar mixing shows
some unusual structural features (e.g., waviness)
that are probably not realistic. This is probably
due to the procedures that are used to interpolate
grid properties on to the particles and/or visa
versa. This issue is being investigated.

Incorporation of LPDF2D into PCGC-3.
An updated version of a two-dimensional, node-
based, scalar-only version of a probability
density function (PDF) submodel, called
LPDF2D, available from the NASA/Lewis
Research Center, and which allows for the
incorporation of gas-phase chemistry necessary
for premixed combustion with turbulence
interactions, was also obtained and incorporated
into the axisymmetric option of PCGC-3 and
tested. The advantage of the scalar-only PDF
method is that it is simpler than the velocity-
scalar method. The disadvantage is that it
assumes gradient diffusion with a turbulent
diffusivity. In LPDF2D, there is randomness in
the implementation of both convection and
diffusion. In PDF2DS, on the other hand, there
is no randomness in the transport (by the mean
and fluctuating velocity), i.e., the randomness is
one level removed—in the fluid particle
acceleration. Hence, the PDF method
implemented in PDF2DS is more accurate than
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that implemented in LPDF2D. Unfortunately,
acceptable results were not obtained with
LPDF2D, even for non-reacting flow. Several
technical limitations were identified in the
submodel and conveyed to researchers at
NASA/LeRC. However, an improved version
of the submodel, incorporating changes to
address these limitations, is not yet available.

Subtask 2.3 - Parametric Predictions.
The code is being used to make parametric
predictions on advanced gas turbine designs
obtained from the affiliated industrial
manufacturers of gas turbine systems. Two
practical gas turbine geometries were obtained
from Westinghouse Electric Corp. Both are for
premixers. The files for these geometries were
created at Westinghouse by Computer Vision, a
computer-aided design program, and transferred
over the Internet in standard IGES format. The
files were read at BYU by Fluent Inc.’s
GEOMESH program, and boundary-fitted
coordinate (BFC) grids were generated.
Preliminary simulations with the FLUENT
program (version 4.31) were then carried out to
establish a methodology of generating
computational grids based on solid modeling
databases generated by design groups in
industry. Simulation of the premixer shown in
Figure 15a was then performed with the new
ACERC code. Inlet conditions consisted of a
low-velocity secondary inlet (air) and a high-
velocity primary inlet (CH4 at the small hole).
Figure 15b shows the predicted scalar mixing
(primary = 1, secondary = 0), on a cutting plane
which sits perpendicular to the plane of the
secondary inlet. The simulation results predict
extensive, but not complete mixing of the fuel
and oxidizer streams at the outlet.

Task 3 - Industry and AGTSR Interaction

The third task is to interact with
industrial and university organizations with gas
turbine interest. An ACERC/ATS technical
advisory committee (TAC), composed of
sixteen prominent industrial organizations with
specific interest in utility and industrial gas
turbine manufacture and application, was
formed previously. The TAC provides direction
for this research program. Concerns particular
to industry are being addressed, and results are

367

being provided to participating industrial
members.

Members of the TAC have been
contacted by telephone and mail, and have been
sent copies of the annual report. The ASME
Cogen Turbo Power conference was attended
and the issues that were thought to be of most
interest to the end user were discussed, such as
combustor can burnout, restricted levels of turn-
down, combustion stability problems, and NOx
attainment when other fuels. There has been
extensive interaction with Westinghouse and
NASA-Lewis on geometries and modeling
approaches. BYU investigators presented their
work at the annual ATS program review at the
ATS combustion workshop in Indianapolis.
Visits to BYU have been made by Dr. J. Y.
Chen (University of California, Berkeley) and
Dr. Phillip C. Malte (University of Washington)
to interact with the ATS program. A letter
detailing the status of the project and asking for
input from the members of the Technical
Advisory Committee was recently sent.

In addition to the work being performed
under this contract, research at BYU on
advanced gas combustion models is being
supported by other funding. The Department of
Energy, through the Morgantown Energy
Technology Center, is funding a collaborative
project by Advanced Fuel Research (AFR) of
East Hartford, CT, and BYU (contract number
DE-AC21-93MC30040) which focuses
specifically on the development of advanced
submodels for turbulent, gaseous combustion.
This study is referred to in this report as the
AFR study. Further, ACERC is supporting
several initiatives in adapting PCGC-3 to
complex geometries and turbulence that
complement work on this project. Other work
has also been performed by ACERC researchers
that can be applied to this project.

Future Activities

Task 1. Further velocity data will be
acquired with natural gas as fuel for the MS
configuration at ¢ = 1.2, as noted above, and at ¢
=0.65, ¢ = 0.80 ¢= 1.0, and ¢ = 1.2 for the HS
and LS configurations. In addition, LDA
measurements will be taken for all three
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configurations (HS, MS, LS) with liquid ethanol
as fuel. Again fuel equivalence ratios of ¢ =
0.80, 4= 1.0, and ¢ = 1.2 will be studied but ¢ =
0.65 will be replaced with a lean blowout
condition, probably around ¢ = 0.50. . Mapping
of velocity, temperature, and N2, 02, CO, and
CO2 species concentrations for various
configurations of the ATS premixed natural
gas/air burner using LDA and CARS will be
completed. In addition, PLIF images of OH and
CH in the burner will be obtained.

Task 2. The ACERC unstructured code
will be extensively revised and rewritten to
improve accuracy, computational efficiency,
and robustness. The unstructured-grid PDF
submodel will be extended to variable-density,
reacting flow and interfaced with a chemistry
submodel for LPC being developed by an
independently funded project. Both submodels
will be incorporated in the unstructured-grid
flow solver. Simulation of practical gas turbine
combustor geometries will continue. One or
more practical combustor “basket” geometries
will be obtained from Westinghouse and
simulated.

Future simulation efforts with the
unstructured-grid code will focus on combustor
“basket” geometries with chemical reaction.
Because the inlet conditions and degree of
premixing are so critical to predicting pollutant
formation in LPC, non-reacting simulations of
the premixer will be used to provide the inlet
conditions for the combustor simulations. It is
anticipated that the first reacting, combustor
simulation for a practical geometry will be
completed with the new unstructured-grid code
and PDF submodel with kinetics for LPC on or
around January 1, 1996.
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Abstract

The effect of vortex generators on the
mass (heat) transfer from the ribbed passage of
a two pass turbine blade coolant channel is
investigated with the intent of optimizing the
vortex generator geometry so that significant
enhancements in mass/heat transfer can be
achieved. In the experimental configuration
considered, ribs are mounted on two opposite
walls; all four walls along each pass are active
and have mass transfer from their surfaces but
the ribs are non-participating. Mass transfer
measurements, in the form of Sherwood num-
ber ratios, are made along the centerline and in
selected inter-rib modules. Results are pre-
sented for Reynolds number in the range of
5,000 to 40,000, pitch to rib height ratios of
10.5 and 21, and vortex generator-rib spacing
to rib height ratios of 0.55, and 1.5. Center-
line and spanwise averaged Sherwood number
ratios are presented along with contours of the
Sherwood number ratios. Results indicate that
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the vortex generators induce substantial
increases in the local mass transfer rates,
particularly along the side walls, and modest
increases in the average mass transfer rates.
The vortex generators have the effect of mak-
ing the inter-rib profiles along the ribbed walls
more uniform. Along the side walls, horse-
shoe vortices that characterize the vortex
generator wake are associated with significant
mass transfer enhancements. The wake effects
and the levels of enhancement decrease some-
what with increasing Reynolds number and
decreasing pitch.

Introduction

Since the efficiency of a gas turbine
engine depends on the turbine inlet tempera-
ture, one of the primary goals in the develop-
ment of advanced turbine systems is to explore
more effective methods of heat removal from
the turbine blades. This paper deals with the
flow and heat transfer in the internally ribbed
coolant channels of a gas turbine blade and
aims to examine heat transfer enhancement
brought about by placing vortex generators
above the ribs in the coolant passages. This
expected enhancement is based on observa-
tions made in flow past ribs (Acharya et al.,
1991) in which it was shown that the separated
shear layer behind the rib was characterized by




large scale vortical structures, and that these
structures could be manipulated by introducing
an external perturbation into the flow in order
to promote mixing behind the rib. Greater
mixing and shear layer growth behind the ribs
is expected to lead to enhancement in surface
heat transfer. In this paper the vortex street
behind a cylindrical vortex generator mounted
above the rib will be used as the external per-
turbation, and its effect on the heat transfer
from the ribbed surface will be examined.

The long term goal of the study is to examine
the heat transfer behavior for the above
geometry under rotating conditions. However,
in this paper, only stationary coolant channel
results are reported.

Numerous experimental investigations
reporting the local and average heat transfer
behavior in ribbed channels are available in
the literature (e.g. Sparrow and Tao, 1983;
Han and Zhang, 1991; Acharya et al., 1993;
Acharya et al., 1995a, 1995b). In general,
these studies consistently report significant
heat transfer enhancement due to the ribs, with
peak heat transfer values in the vicinity of
reattachment and just upstream of the rib. A
number of studies have also reported flow
measurements in ribbed channels in order to
explain the observed heat transfer behavior.
Humphrey and Whitelaw (1979) have shown
that the ribs induce a strong generation of
turbulent kinetic energy as well as gradients in
Reynolds stresses which result in a normal-
stress-driven secondary flow. Developing flow
characteristics in a ribbed duct show that the
interaction of shear layers formed by consecu-
tive ribs results in an increase in turbulent
kinetic energy (Liou, Chang, and Hwang,
1990). Karniadakis, Mikic, and Patera (1988)
performed a numerical study, and using the
Reynold's Analogy of momentum and heat
transfer, showed that heat transfer rate
increases with flow instability. Acharya et al.
(1994) have reported measurements of velocity
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and heat transfer past a surface mounted rib,
and have shown the correlation between the
surface heat transfer and near wall turbulence
levels.

In recent years, more effective heat
removal techniques have been explored. A
half delta wing geometry has been shown to
generate longitudinal vortices embedded in
the boundary layer in such a way that heat
transfer dominates over momentum transfer
(Wroblewski and Eibeck, 1991). With this
vortex generator geometry, it was shown that
the maximum heat transfer occurred at low
Reynolds numbers (Garimella and Eibeck,
1991). A small fence-like geometry placed
opposite a ribbed wall was shown to reduce
the occurrence of local hot spots in the fully-
developed region by inducing a more uniform
heat transfer distribution (Hung and Lin,
1992). A cylindrical vortex generator placed
above and parallel to the ribs in a duct has
been shown to significantly increase heat
transfer at low Reynolds numbers (Myrum et
al., 1992). Further investigations with the
cylindrical vortex generators have shown that
the local streamwise distributions of heat
transfer are more uniform, but are restricted to
the inter-rib region immediately downstream of
the generator (Myrum, Qiu, and Acharya,
1993). A later, more extensive study of the
effects of cylindrical vortex generators has
shown that heat transfer enhancement can be -
attributed to the enhancement of near-wall
turbulence (Myrum et al., 1995). It is believed
that this increased turbulence is the result of
the interaction of the wake downstream of the
cylinder and the separated shear layer
downstream of the rib (Myrum and Acharya,
1994).

The above studies of Acharya, Myrum
and co-workers with cylindrical vortex genera-
tors have shown significant heat transfer
enhancement at low Reynolds numbers. These
studies have, however, been performed in a



two dimensional rectangular geometry. The
present investigation will study the effect of
this vortex generator geometry in a square-
sectioned, ribbed duct over a range of
Reynolds numbers. The flow in this geometry
is three dimensional with secondary flows
expected to have some effect on the flow
structure. To the authors' knowledge, no
studies on the effect of cylindrical vortex
generators in a square-sectioned duct have
been made.

The Experiments

The experiments are performed in a test
apparatus designed for the study of mass trans-
fer (sublimation of naphthalene) in a rotating
duct that simulates the coolant channels of a
turbine blade. Mass transfer measurements
permit the acquisition of detailed local dis-
tributions of the Sherwood number which can
then be converted to Nusselt numbers using
the heat-mass transfer analogy.

An overall schematic of the experi-
mental setup is shown in Figure 1. Com-
pressed air is used as the working fluid for all
experiments in order to more closely simulate
the operational parameters in a turbine engine.
The air is taken from large, exterior reservoirs
in order to minimize flow disturbances caused
by the compressor. A concentric bore orifice
plate is used to measure the mass flow rate in
the meter run. A regulator is used to maintain
a constant supply pressure in the meter run.
Test section and meter run pressures are
measured using mechanical pressure gauges
that have a 2.5 psi resolution, and are
controlled independently with gate valves
located downstream of both the meter run and
test section. Naphthalene laden exhaust air is
directed through flexible tubing to a fume
hood.
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Figure 1. Schematic of Experimental
Apparatus

Apparatus

The aluminum alloy test section
consists of a 2.75 in. tapered settling chamber;
a frame that supports eight removable, hollow
plates; and a removable 180 degree bend.
These major components are secured in a
flange-like manner, using O-rings between all
parts to prevent air leakage. When assembled,
the test section forms 1 x 1 x 12 in. long inlet
and outlet sections 1.5 in. apart that are
connected by the 180 degree, 1 x 1 in. square
cross-section bend. The aluminum ribs are
0.1 x 0.1 x 1.0 in. long and have holes on
either end for mounting (Figure 2). Steel,
0.025 in. diameter music wire is inserted into
these holes to secure them to the side walls of
the test section. The ribs are mounted only on
opposite walls and are not coated with naph-
thalene. The vortex generators (rods) are
made from 0.078 in. diameter steel music
wire. The rods are positioned in the test
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Showing Geometrical
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section by means of small aluminum brackets
that allow for variation of rib-rod spacing.

Detailed surface profiles of the cast
surfaces are required for local mass transfer
results. These profiles are obtained by moving
the walls under a fixed, linear variable dif-
ferential transducer (LVDT) type profilometer.
A bi-directional traversing table is securely
mounted to the platform of a milling machine.
The plates are secured to a 0.625 in. thick
tooling aluminum plate which is fixed to the
traversing table. This mounting plate has been
machined with an assortment of pin supports
and machine screw taps to ensure the walls not
only lie flat on the plate, but also are mounted
in the same location for all scans. A custom
written program run on a personal computer is
used to control the motion of the traversing
table through micro-step drive motors with a
0.00005 in. step size.
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Procedure

Fresh, 99% pure naphthalene crystals
are melted in a heavy-walled glass beaker with
an electric heating element. The clean test
section walls are clamped to stainless steel
plates which have been polished to a mirror-
like finish. Molten naphthalene is quickly
poured into the hollow cavity of the plate
frame to fill completely the region between the
walls. The cast plates stand for at least eight
hours in a fume hood to attain thermal
equilibrium with the laboratory.

Each wall is then separated from the
casting plate and mounted to the mounting
plate for scanning. After scanning, the plates
are stored in an air-tight container, saturated
with naphthalene vapor, to hinder natural sub-
limation until the test section is assembled.

Test section assembly is begun by first
inserting the two inner side walls and then
attaching the bend. Any ribs or vortex genera-
tors are then attached to these walls and the
two outer side walls are mounted. The align-
ment of all ribs and vortex generators is
checked before the four top and bottom walls
are assembled. After the experiment is over,
the test section is disassembled and the walls
are placed in the storage container until they
are scanned again.

Data Reduction

Mass flow rate in the meter run is
calculated from measurements of temperature,
pressure, and differential pressure using stan-
dard equations for concentric bore orifice
meters (Stearns, et al., 1951 and Miller, 1989).

Naphthalene sublimation depth is
calculated from the two surface profiles for
each wall. Each profile is normalized with
respect to a reference plane computed from
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three points scanned on the aluminum surface
of the walls. The difference between the
normalized profiles gives the local sublimation
depth.

The local mass flux m” at each
location is calculated from the following
expression:

m’ = p_8/At 1)
where p, is the density of solid naphthalene, &
is the local sublimation depth, and At is the .
duration of the experiment. Vapor pressure at
the wall p,, is calculated from the following
equation (Sogin, 1958):

log,,(®,) = A - B/T,, 2)
where A and B are constants and T,, is the
absolute wall temperature. Wall vapor density
p,, is then calculated using the perfect gas law.
Bulk vapor density of naphthalene p,(x) is
obtained by mass conservation balances of

naphthalene from the inlet (x = 0) to the
streamwise location (x).

The local mass transfer convection
coefficient h,, is then calculated as follows.
h, = m"/(p, - pp(x) )
The binary diffusion coefficient D, for
naphthalene sublimation in air is taken as the
ratio of the kinematic viscosity of air v to the
Schmidt number for naphthalene-air (Sc =
2.5). The local Sherwood number Sh is then
calculated by:
Sh = h_D/D_, = h_DSc/v 4
where D is the hydraulic diameter of the test

section. Sherwood number results presented in
this study have been scaled with a correlation
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adapted from McAdams for fully developed
smooth wall pipe flow.

Sh, = 0.023Re®85c% ©)

where Re is the duct Reynolds number.

Comparison of heat transfer and mass
transfer results is done through the use of the
heat-mass transfer analogy (Sogin, 1958).

Nu = Sh(Pr/Sc)** (6)
where Nu is the Nusselt number and Pr is the
Prandtl number of air. An augmentation
number N is used to compare mass transfer

augmentation for tests involving vortex
generators. It is defined as follows:

N = Shy,_a/Shy,

where Sh,, ., is the Sherwood number with
the vortex generators installed and Shy, is the
Sherwood number for the baseline. Both local
and area-averaged results are compared in this
manner. Area-averaging is performed over the
cross stream width of the wall.

(M

Uncertainty

Uncertainties for all computed values
are estimated using the second-power equation
method (Kline and McClintock, 1953). The
estimates for these experiments are comparable
to previously reported values for both heat
transfer and mass transfer studies, but are
believed to be conservative.

Volume flow rate and duct Reynolds
number (Re) uncertainties are estimated to be
less than 10 percent for Re > 6000. The
reported resolution of the LVDT is 0.00005 in.
while the A/D board is reported to have an
accuracy of 0.000078 in. in a 12 kHz
acquisition rate, 16 bit resolution mode.




Experimental tests of accuracy and repeata-
bility for the entire acquisition system indicate
a sublimation depth uncertainty of 0.00015 in.
Sublimation depths are maintained at about
0.006 in. by varying the duration of the experi-
ment. This target depth was selected to mini-
mize uncertainties in both depth measurement
and changes in duct cross section area. These
uncertainties were found to be 1 and 3 percent,
respectively. The resulting experimental
duration was between 90 minutes for
Re=30,000 and 180 minutes for Re=5,000.

Vapor density uncertainty based on
measured quantities is negligible for both wall
and bulk values. Overall uncertainty in
Sherwood number calculation is about 8 per-
cent and varies slightly with Reynolds number
(<1 percent).

Experimental Results

The experiments reported in this paper
were performed with ribbed top and bottom
walls and smooth side walls. Measurements
were made for the following parameters (see
Figure 2 for notation): rib height-to-hydraulic
diameter ratio, /D = 0.1 and vortex generator
(rod) diameter-to-rib height ratio, d/e = 0.78.
Rods are placed above all the ribs for
P/e = 21, and over every other rib, beginning
with the first one in the duct, for rib pitch-to- -
rib height ratio, P/e = 10.5. For s/e=0.55, rods
are placed in both the inlet and outlet sections,
but for s/e = 1.0 and 1.5, rods are placed only
in the inlet section. Three different Reynolds
numbers: 5,000, 10,000, and 30,000 were
investigated for the rib only baseline and each
of the three rod clearance ratios.

Along the centerline of each plate, 120
points are measured and these are used for the
calculation of the bulk naphthalene vapor den-
sity. To obtain more detailed measurements in
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both the developing and fully developed
regions of the walls, profile measurements on
a 30 x 28 (streamwise x transverse) uniform
grid are made in selected inter-rib modules.

Rib-Only Baseline Measurements

Figure 3 shows the centerline
Sherwood number ratio in the inlet (radially
inward leg) and the outlet (radially outward
leg) sections for the rib-only baseline case at a
Reynolds number of 30,000. Along the ribbed
top and bottom walls (Figure 3a) periodic fully
developed profiles are obtained after only a
few inter-rib modules. Asymmetry between
the top and bottom walls is present for most of
the inlet, and is due to the asymmetry in the
inlet flow profile. The asymmetry diminishes
significantly in the last three inter-rib modules
of the inlet duct and essentially vanishes in
the outlet section. Peak Sherwood number
ratios are typically between 3.0 and 3.25 in the
inlet and between 2.75 and 3.0 in the outlet.
These values remain nearly constant through-
out the length of the section. The profiles
typically have two peaks, one that occurs
nearly 5-6 rib heights downstream of the rib
and corresponds to reattachment, and the other
that occurs just upstream of each rib and
corresponds to a corner eddy upstream of the
rib. These observations are consistent with
those reported in the literature (e.g. Acharya et
al., 1995a).

The centerline profiles for the smooth
side walls qualitatively resemble the asympto-
tically decaying profiles (to fully developed
values) observed for a smooth surface. How-
ever, a careful inspection shows small periodic
undulations in the profile with the peaks in the
vicinity of the ribs. These peaks appear to
correlate directly with the peaks in the turbu-
lence intensity profiles reported by Acharya et
al. (1994). Sherwood number ratios for the
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inlet are in the range of 1.5 - 2.0 over most of
the plate. This nearly two-fold enhancement
of centerline mass transfer over the purely
smooth walls can be attributed to an increase
in the turbulence levels caused by the ribs.
The profiles in the outlet section show that
immediately past the bend the Sherwood num-
bers along the outer wall are higher than those
along the inner wall. This is presumably due
to the effect of secondary flows induced by the
bend and leads to a noticeable asymmetry
between opposing walls in the first inter-rib
module past the bend.

Detailed contours of Sherwood number
ratio in the inlet section of the duct for the
baseline case are shown in Figure 4. The
developing region is depicted by the first two
inter-rib spaces and the fully developed region
is depicted by the last four inter-rib spaces.
The asymmetry between opposing walls in the
developing region, noted earlier in the center-
line profiles, is quite evident in the contours.
Asymmetry is dampened downstream indicat-
ing that the flow field induced in a rib-
roughened duct quickly overwhelms the his-
tory of the inlet field. The fully developed
mass transfer on the top and bottom walls
clearly shows regions of separation, reattach-
ment, redevelopment, and recirculation that, as
noted earlier, have been previously reported in
the literature based on centerline values.
Sherwood number ratio in most of the sepa-
rated region downstream of a rib is in the
range of 1.0 to 2.0. A peak value in the
vicinity of 3.0 occurs near the point of flow
reattachment, and in the fully developed
region, this peak is relatively uniform in the
spanwise direction. Sherwood number ratios
expectedly decrease downstream of reattach-
ment. Just upstream of the rib appears to be a
small but energetic eddy that, in the transverse
direction, spans most of the rib and extends
about one rib height upstream of the rib.

P s R e T e

Sherwood number ratios as high as 4 are noted
in this region.

The Sherwood number ratios for the
smooth side walls show similar asymmetry in
the developing region, but this asymmetry per-
sists throughout the duct. Contours in the
fully developed region clearly show a periodi-
cally fully developed distribution on the outer
wall. Local mass transfer near the ends of the
ribs is very high (Sh/Sh, = 4), but is restricted
to the near vicinity of the rib. These localized
regions of high mass transfer near the ribs cor-
relate spatially with the peaks in the stream-
wise turbulence intensity measured in the
vicinity of the ribs (Acharya et al., 1993,
Acharya et al., 1994, Acharya et al., 1995a).
Sherwood number ratios in the mid-span
regions of the smooth walls are of the order of
2. This mass transfer enhancement on the side
walls extends up to nearly 4 rib heights toward
the mid-span of the plate, and is believed to
result from an increase in turbulence levels
caused by the ribs.

Local mass transfer for the baseline
case in the outlet section is shown in Figure 5.
As was suggested from centerline values, over-
all mass transfer is lower in the outlet section
than in the inlet section. Top and bottom wall
symmetry is excellent. Comparison of the
inner and outer walls clearly shows the effects
of the bend. Higher Sherwood numbers are
observed on the outer surface relative to the
values on the inner wall. Secondary flows
induced by the bend are expected to drive the
flow toward the outer wall resulting in higher
Sherwood numbers along these walls as
observed here.

Mass transfer distributions in the fully
developed region of the outlet duct resemble
those from the inlet duct, except that the peak
values along the ribbed walls are 15-25%



Figure 4. Detailed Sherwood Number Ratio Contours in the Inlet Section for the
Baseline Case: Re = 30,000, P/e = 10.5
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lower. The mass transfer distribution on the
side walls is also similar to that in the inlet,
but the region of augmentation (Sh/Sh, > 1) is
restricted to only about two rib heights.

Rib-Vortex Generator (Rod) Measurements

Centerline mass transfer distribution for
both the rib only baseline and the s/e=0.55
rib-vortex generator spacing at P/e = 21 and
Re=5,000 is shown in Figure 6. Mass transfer
in the inlet duct is noticeably enhanced by the
presence of vortex generators. In particular,
the peak value upstream of each rib is consis-
tently 1.5-2 times greater than the baseline rib-
only values. In the first two inter-rib spaces,
the profiles are similar in shape to the baseline
profile, with the reattachment location appear-
ing to be roughly at the same location (5-6 rib
heights downstream of the rib). From the
third inter-rib module onwards, the inter-rib
Sherwood number profiles for the rib-rod cases
appear to be more uniform, and suggests a
delayed reattachment (10-15 rib heights down-
stream of the rib). However, these more uni-
form Sherwood numbers are generally higher
than the rib-only values, and particularly so in
the later regions of the inter-rib module.
Presumably the rods enhance the inter-rib
turbulence intensities and provide an overall
increase in the mass (heat) transfer from the
ribbed surface.

The outlet centerline Sherwood number
distribution indicates that the enhancement of
local mass transfer is not as pronounced as in
the inlet. However, the same trends of gen-
erating a more uniform Sherwood number dis-
tribution in the inter-rib modules can be
observed.

Centerline mass transfer distribution
along the side walls in both the inlet and outlet
sections show that vortex generators induce
considerable enhancement (nearly 2-2.5 the
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rib-only value). It is believed that this
enhancement is due to the horseshoe vortices
shed behind the base of the rods and the
associated increases in the turbulence levels.
Overall, the presence of the rods seems to
merely shift the mass transfer distribution
upward, without altering the trends. Similar
mass transfer behavior is seen in the outlet
section.

Figure 7 presents the results at the
lowest and highest Reynolds numbers studied
(Re=5,000 and 40,000) and for the same P/e
and s/e values in Figure 6. Only the fully
developed region (the last inter-rib module in
each section) is shown. The results, in the
form of a mass transfer augmentation number,
N=Sh,;, .+/Sh,,, are presented for each of the
four walls in the inlet and outlet sections. At
the lower Re value, mass transfer enhancement
of the order of 50% is obtained along the
smooth walls with peak enhancement as high
as 80%. Along the ribbed top wall, there is an
initial degradation for up to six rib heights
followed by a substantial increase in mass
transfer with peak N-values reaching 1.75.

For Re=40,000, the behavior is similar, with
centerline mass transfer along the smooth side
walls enhanced by nearly 50% due to the pres-
ence of the vortex generators. Along the
ribbed bottom wall of the inlet passage, the
centerline N-values show about a 20% average
increase in mass transfer, with a peak increase
of nearly 40%. It is worth noting that these
increases are primarily downstream of 8 rib
heights from the rib, and that the maximum
enhancement generally occurs just ahead of the
rod-rib pair downstream. Along the top ribbed
wall enhancement levels are similar to those
along the bottom ribbed wall. In the outlet
passage, enhancement in the ribbed wall mass
transfer is observed over most of the stream-
wise extent of the inter-rib module, with a
peak enhancement of nearly 50% for the
bottom ribbed wall.
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To highlight the effects of the spanwise
variations in the enhancements induced by the
vortex generator, spanwise-averaged augmen-
tation numbers are also presented for Re=
40,000. Spanwise averaged profiles of the
mass transfer augmentation number expectedly
have a smoother appearance than the centerline
profiles. Spanwise averaged values for the
side walls are consistent with the centerline,
with average enhancements along the side
walls that are typically of the order of 50%
except for the inner wall of the inlet duct
where the enhancements are somewhat lower.
For the ribbed walls, the enhancement levels
are somewhat lower in the outflow passage.

Contours of the local mass transfer
augmentation numbers in a fully developed
inter-rib module for all the walls is shown in
Figure 8 for Re = 5,000, P/e = 21, and s/e =
0.55. As seen in Figure 6, there is enhance-
ment in the second half of the inter-rib
module, and degradation in the first half. It is
clear from Figure 8, that on the top wall the
enhancement (peak value of N is nearly 2) is
greater than the degradation (minimum value
is around 0.6), and that the spanwise profile is
fairly uniform. Near the outer and inner walls,
high values of N are noted. Along the bottom
ribbed wall, the enhancement levels are lower.
The side walls show significant enhancements
(values of N as high as 2.75 can be seen) with
the peak values centered in the wake of the
vortex generator. The traces of N in the two
wakes behind the vortex generators show that
they are deflected away from the rib as the
flow emerges from the rib-rod inter-space.
The two wakes appear to merge downstream
(at approximately 10 rib heights downstream
of the rod); the wake effect on the mass
transfer can be seen to persist through the
entire inter-rib module.

Figure 9 shows the behavior at the
lower P/e=10.5. Observations similar to those
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noted above can be made. Along the ribbed
walls local regions of mass transfer degrada-
tion and enhancement can be seen, but overall
the enhancement levels and coverage exceed
the degradation. Mass transfer degradation
levels are typically 20% while enhancements
levels are typically in the 20-40% range.

Mass transfer contours for the side
walls again clearly show the effect of vortex
shedding behind the rods. In the wake region
behind the rods, significant mass transfer
enhancement is present. The inner wall seems
to benefit more from the rods than the outer
wall. This behavior may be explained by the
scaling of local Sherwood numbers by those
for the baseline. The *“distinct” wake regions
behind the rods on the outer wall seem to
extend to about five rib heights and show
enhancement of up to 100% before the two
wake regions combine. In the region after the
two wakes have combined, mass transfer
enhancement is about 20 - 40%. The contours
for the inner wall indicate that the wakes
combine later and that enhancement is much
greater--up to over 300%. Mass transfer near
the centerline of both side walls is enhanced,
even in the region between the wakes. Aver-
age enhancement for the side walls is approxi-
mately 40% over the entire inter-rib space.

Local mass transfer contours for s/e =
1.5 and Re = 10,000 and 30,000 are shown in
Figure 10. Enhancement at higher Reynolds
numbers is somewhat smaller than the
enhancement at the lower Reynolds numbers.
It is believed that the shear layers formed by
the ribs and rods are much thinner at higher
Reynolds numbers and thus do not influence
the flow as much as they do at lower Reynolds
numbers. For the ribbed walls, degradation up
to 20% is observed while enhancement levels
up to 40% are noted. The surface area with
enhancement is again much larger than the
area where degradation occurs. Along the side
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walls maximum enhancement levels are in the
range of 2-2.8, but they are much more
localized. Unlike the flow at lower Reynolds
numbers, the merging of the two wakes is not
apparent along the smooth walls of the inlet
passage. In fact, in the midspan regions the
augmentation number is typically 1, indicating
no enhancement. Along the inner wall of the
outflow passage, some wake interference can,
however, be observed.

Concluding Remarks

An experimental study is made to
measure the local Sherwood numbers in the
internally ribbed passages of a square turbine
blade coolant channel with a radially outward
flow leg and a radially inward flow leg. The
primary objective of the study is to examine if
cylindrical vortex generators placed above the
ribs can be used to enhance mass transfer from
the surfaces. Measurements of the mass trans-
fer include centerline and spanwise averaged
profiles of Sherwood number ratios and corre-
sponding contours in the developing and peri-
odically developed regions. The following
main conclusions are obtained.

L. Baseline rib-only results confirm the
reported peaks in the Sherwood number in the
vicinity of reattachment and just upstream of
the rib where a strong corner vortex is formed.
Along the smooth side walls, significant en-
hancement is obtained with the peak occurring
in the vicinity of the rib. This peak correlates
with the measured location of maximum turbu-
lence intensity.

2. For the higher pitch case (P/e=21),
significant enhancement due to the vortex
generators is obtained along the ribbed walls
in the developing region of the inflow passage.
In the periodically developed region, the
profile is more uniform, with degradation in

the initial separated region and enhancement in
the later regions of the inter-rib module. The
enhancement levels and coverage substantially
exceed the corresponding degradation quanti-
ties. Along the smooth walls, the horseshoe
vortices in the wake of the vortex generator
are associated with high levels of mass transfer
enhancement. The wakes from each vortex
generator are deflected away from the rib, and
appear to merge downstream. The wake effect
is seen to decrease somewhat with Reynolds
number.

3. Spanwise average profiles in the
developed regions indicate an average 50%
increase in the mass transfer from the side
walls due to the vortex-generators. Along the
ribbed walls the average enhancement levels
are lower. Local enhancement levels can be
substantially higher--reaching values in the
vicinity of 300% along the side walls.

4. For the lower pitch (P/e=10.5), the
general behavior is the same as that for
P/e=21. Enhancement levels are somewhat
lower and the wake interference and merging
effects along the side walls are weaker.

5. Future studies are directed at
optimizing the vortex generator geometry and
making measurements under rotating
conditions.
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Abstract

An experimental investigation of the
influence of rotation on the heat transfer in a
smooth, rectangular passage rotating in the
orthogonal mode is presented. The passage
simulates one of the cooling channels found in
gas turbine blades. A constant heat flux is
imposed on the model with either inward or
outward flow. The effects of rotation and
buoyancy on the Nusselt number were quanti-
fied by systematically varying the Rotation
number, Density Ratio, Reynolds number, and
Buoyancy parameter. The experiment utilizes
a high resolution infrared temperature mea-
surement technique in order to measure the
wall temperature distribution. The experi-
mental results show that the rotational effects
on the Nusselt number are significant and
proper turbine blade design must take into
account the effects of rotation, buoyancy,
and flow direction.

The behavior of the Nusselt number dis-
tribution depends strongly on the particular
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side, axial position, flow direction, and the
specific range of the scaling parameters. The
results show a strong coupling between buoy-
ancy and Corollas effects throughout the
passage. For outward flow, the trailing side
Nusselt numbers increase with Rotation num-
ber relative to stationary values. On the
leading side, the Nusselt numbers tended to
decrease with rotation near the inlet and sub-
sequently increased farther downstream in the
passage. The Nusselt numbers on the side
walls generally increased with rotation. For
inward flow, the Nusselt numbers generally
improved relative to stationary results, but
increases in the Nusselt number were relatively
smaller than in the case of outward flow. For
outward and inward flows, increasing the den-
sity ratio generally tended to decrease Nusselt
numbers on the leading and trailing sides, but
the exact behavior and magnitude depended on
the local axial position and specific range of
Buoyancy parameters. Similar trends of rota-
tion were noted at a higher Reynolds number,
although the Reynolds number effect was
secondary compared to the rotational effects.

A momentum integral model of the flow
in a heated rotating duct was also developed.
It assumes a core flow with boundary layers
along the duct walls. The Coriolis and
buoyancy terms are maintained in the equa-
tions of motion, profiles are assumed for
velocity and temperature and the resulting




differential equations are solved to give the behavior of Nusselt number with rotation up to
variation of Nusselt number in the radial a Rotation number of 0.20 on both the leading
direction. A parametric study with the model and trailing sides.

shows that the model predicts the correct
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1. Introduction

Great progresses have been made in
combustion research, especially, the computa-
tion of laminar flames [1,2,3,4] and the
probability density function (PDF) method in
turbulent combustion [5,6,7]. For one-
dimensional laminar flames, by considering the
transport mechanism, the detailed chemical
kinetic mechanism and the interactions
between these two basic processes, today it is
a routine matter to calculate flame velocities,
extinction, ignition, temperature, and species
distributions from the governing equations.
Results are in good agreement with those
obtained from experiments [8,9]. However,
for turbulent combustion, because of the com-
plexities of turbulent flow, chemical reactions,
and the interaction between them, in the fore-
seeable future, it is impossible to calculate the
combustion flow field by directly integrating
the basic governing equations. So averaging
and modeling are necessary in turbulent com-
bustion studies. Averaging, on one hand,
simplifies turbulent combustion calculations,
on the other hand, it introduces the infamous
closure problems, especially the closure prob-
lem with chemical reaction terms. Since in
PDF calculations of turbulent combustion, the

This work is supported by AGTSR Subcontract number
94-01-SR018 from the South Carolina Energy Research
and Development Center, Research Manager

Dr. Daniel B. Fant.
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averages of the chemical reaction terms can be
calculated, PDF methods overcome the closure
problem with the reaction terms. It has been
shown that the PDF method is a most prom-
ising method to calculate turbulent combus-
tion [6]. PDF methods have been successfully
employed to calculate laboratory turbulent
flames: they can predict phenomena such as
super equilibrium radical levels, and local
extinction [7]. Because of these advantages,
PDF methods are becoming used increasingly
in industry combustor codes.

Although PDF methods have shown
great promise in studying turbulent combus-
tion, there is still a challenge to be overcome -
coupling the detailed description of the turbu-
lent combustion flow field provided by PDF
methods with detailed chemical kinetic mecha-
nisms. Suppose that ¢(t) represents the com-
position of a particle in a PDF calculation of
turbulent combustion. Then we need to cal-
culate the increment in composition A¢(t) over
a time step At. In principal, this can be done
by directly integrating the ordinary differential
equations stemming from the detailed kinetic
mechanism. But in practice, since a typical
combustion system involves dozens of chemi-
cal species and hundreds of chemical reac-
tions, and we need to do such integrations on
the order of 10° times, the direct numerical
integration of the equations would require
huge amount of supercomputer time (several
hundred days) and thus make it impossible in
practical use. So simplifications of detailed
kinetic mechanisms have been made in the




past in order to reduce the demand of compu-
ter time. Results from the calculations of
simplified chemistry are tabulated as functions
of a few variables. Then these tables are used
in turbulent combustion calculations.

There are basically two different ways
of doing the simplification of detailed
chemistry: the reduced mechanism method
[10,11,12] and the intrinsic low-dimensional
manifold ILDM) method [13]. For the
reduced mechanism method, the simplification
made to the detailed chemistry is achieved by
the introducing steady-state assumptions for
some species, usually the intermediate species,
and the partial equilibrium assumptions for
particular reactions. The reduced mechanism
method has been employed in laminar flame
calculations and in turbulent combustion calcu-
lations [7,14]. It has several disadvantages
because of it’s fundamental philosophy. For
the reduced mechanism method, one needs to
know in advance what species are in steady-
state, and what reactions are in partial equilib-
rium. Reduced mechanism systems are
derived manually from the given detailed
chemistry. For different fuel/oxidizer
systems, or even for the same fuel/oxidizer
system under different conditions, different
reduced mechanisms should be used. Thus it
requires a considerable amount of human time
and labor to develop such systems. Assump-
tions of partial-equilibrium and steady-state
used in the reduced mechanism method are
only valid in particular reaction ranges. Also
the accuracy cannot be given and controlled.

The manifold method is based on a
more intrinsic study of the chemical reaction
process happening in combustion [13]. As it
is observed, there is a wide range of time
scales for chemical reactions, from 10 second
to seconds. Fast reactions, or reactions with
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small time scales, quickly bring composition
points down to attracting manifolds. Then
composition points move along on manifolds.
By assuming that the movement of the com-
position point away from manifolds to be zero,
detailed chemistry can be simplified. The
manifold method overcomes the drawbacks of
the reduced mechanism method. It requires no
preliminary knowledge of which chemical
species are in steady-state and which chemical
reactions are in partial equilibrium. The only
given assumption is the dimension of the
manifold. The manifold method has been suc-
cessfully used in both laminar flames and tur-
bulent combustion studies [7,14]. In these
studies, a manifold with fixed dimension, for
example, two dimensions, has been considered.
The results from manifold calculations are
tabulated in a pre-processing stage. Then the
method of table-look-up is used in PDF calcu-
lations. There are still some difficulties and
inconveniences:

* In general, it is not straightforward to
parametrize the manifold.

* In different regions of the composition
space, manifolds of different dimension
are appropriate.

*  The table generation (which is not fully
automated) must be performed for each
set of conditions of interest (fuel, pres-
sure, equivalence ratio, etc.).

*  The whole of the manifold is (waste-
fully) tabulated since it is not known a
priori which regions are needed.

So a more efficient way is needed which can
preserve the virtues of the manifold method
and overcome these difficulties and inconve-
niences.




2.  Objectives

Our objective is to develop a new
method which can be used to study realistic
chemistry in methane combustion with NO,
mechanism. The realistic chemistry used is a
simplification to a more detailed chemistry
based on the manifold method. The accuracy
of the simplified chemistry can be controlled,
and it is determined by the interaction between
the transport process and the chemical reaction
process, and the phenomena we are interested
in,
3.  Approaches

The new method developed here is
called the "tree method." The basic idea of it
is quite simple. It is shown in the following
picture. As the PDF or partially stirred reactor
(PaSR) calculations are performed, an unstruc-
tured table is generated, containing N pairs of
compositions and their corresponding incre-
ments, {¢™, A0™, n =1, 2, ..., N}. The table
is stored in a tree structure that is initially
empty (N=0). For each particle on each time
step in the PDF or PaSR calculations, the
increment A¢ is sought based on the particle’s
composition ¢. The tree is searched for an
entry ™ close to ¢. If one exists, then AG®™ is
used to approximate A¢. If a sufficiently close
table entry does not exist, then A¢ is computed
by the direct integration of equations from
detailed chemistry, and the result is added to
the table. .

There are several key problems needed
to be solved in the development of this new
method. First, in the beginning stage, a par-
tially stirred reactor needed to be constructed
to provide composition particles and a tool for
testing the new method. Second, for a com-
plex chemistry like that of methane flames, the
number of the pairs in the unstructured table
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Figure 1. A Schematic Illustration
of the Method

may be very large for a required accuracy. So
the way to search for a close entry ¢™ to ¢
should be efficient. Third, we need to develop
a method to couple reaction and mixing.

3.1  Partially Stirred Reactor

A partially stirred reactor, as shown in
the following picture, has M particles, or L =
M/?2 pairs of particles. For convenience, all
particles in the PaSR are initialized to the
complete combustion condition (for methane-
air combustion, only N,, H,0, and CO, exist
under the complete combustion condition) at
the beginning. After time step At, there are
m,,, = LAt/7T,, pairs of particles flow out of
the reactor, where 1, is the residence time.
Randomly choose m,,;, = LAt/1,,, pairs of
particle and put them in the candidate pile.
Here 1, is a time scale of pairing. There are
m;, = m,, pairs of particles flowing into the
PaSR, and they pair randomly with the
particles in the candidate pile. Then mixing
occurs between pairs of particles.

3.2  The Method for Generating An
Unstructured Table

The ideas of the method for generating
an unstructured table are the followings. The
composition space is covered by cells. There
are two kinds of cells - the coarse cells (of
different sizes) and the fine cells (of different
sizes). There is a single composition point




PaSR

in M - particles Pout
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Figure 2. A Partially Stirred Reactor

that represents a cell. For a fine cell, all
increments of compositions of points in the
cell are accurately represented by the incre-
ment of the representative cell point. For a
given composition point, the cells are searched
based on the indexes of the components of the
composition. These indexes are determined by
the expected accuracy. If the indexes match
the indexes of a composition point in the
unstructured table, then the value of the incre-
ment of this point is returned. Otherwise, the
given composition point is added to the table
and the increment is calculated.

3.3  Coupling Mixing and Reaction in
Intrinsic Low-Dimensional Manifolds

As it will be shown in the section of
accomplishments and applications, particles
away from manifolds quickly relax to mani-
folds due to the fast chemical reactions. So
we base our calculations on the particles on
manifolds. The following section describes
the method, for a given particle, how to find
the closest manifold point of it.

3.3.1 The Closest Manifold Point

Let the composition of a particle be

o={Y,Y, ... Y, h}T, where Y, i=1, 2, ...,

n, is the mass fraction of species i, n, is the
number of species, and h is the specific
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enthalpy. Let n =n, + 1 be the dimension of
¢. The evolution of ¢ is determined by the
equation:

d _

dt

S, (1)

where S is the source term due to chemical
reactions. For a given particle ¢%, the closest
manifold point ¢™ is defined as follows. At
the manifold point ¢™, let

ol

be the matrix such that, ¢° = WS¢ is in the

slow subspace, and (f)f = W is in the fast
subspace [13,14] (these subspaces are defined
in terms of the eigenvalues A, and the
eigenvectors of the Jacobian matrix J, J,5 =
0S,(9)/ddg). The dimension of the slow
subspace, m,, is determined by the given flow
time scale T*, which means that the eigen-
values of the slow subspace, A, > - 1/7%,i=1,
2, ..., m,. The dimension of the fast subspace
is m; = n - m,. Suppose that W*° is a matrix
determining the element conservation, then the
closest manifold point ¢™ is determined by
solving the following problem:

Minimize the 2-norm of ¢™ - ¢,
subject to the following conditions:

We(¢(m) _ ¢(0)) =0, (2)
WIS(¢™) =0, 3)
%,20,i=1,2,..,n. (4



These equations are solved by the iteration
method. Let ¢ be the estimate of ¢™ after
the i-th iteration, the next iteration is

q)(m) o~ ¢(i+l) = ¢(i) + &b(i) = ¢(0) + AdD.

With W evaluated at ¢, linearize Eq. 3
around ¢, write the equations in terms of
A(®, Egs. 2 and 3 become

WeAG® = 0, (5)

[WT1AG® = W(I® - 69) - S@%)}.  (6)

Egs. 5 and 6 are underdetermined. Generally,
they are solved by the singular value decom-
position method to get a minimum norm solu-
tion [15]. If a solution with negative mass
fractions is found (in violation of conditions
Eq. 4) then, we use the quadratic programming
method [16,17] to get the minimum norm
solution for Egs. 5 and 6 under constraints (4).

3.3.2 Coupling Mixing and Reaction in
Manifolds

This section describes how the coupling
of mixing and reactions are treated to get the
value of $(t + At) for a given particle, ¢(t).
For ease of exposition, we use eigenvector
basis vectors, in practical calculations, ortho-
normal bases for the subspaces are used.

At the beginning of the time step (from
t =0 tot=At), ? is close to the manifold:
any departure of ¢ from the manifold is due
to manifold curvature and the non-zero time
step At. Denote the pairing particle of ¢ by

be,o) , perform the mixing:

d¢,(0)

dt

= O e )
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by _

dt

@9 - ¢

where T, is the mixing time scale. Solving

Egs. 7 and 8, we can get ¢$i)x(t+At) due to
the mixing. This value is used to define the
"mixing vector," F:

F = [d)fﬂi)x(t + Ab) - ¢(°>] / At. )

Let ¢™ represent the closest manifold point to
$©. At ¢™, calculate the projection matrix P,

(10)

such that for any vector x

>

Px c an

]
>

"

where %5, ¢, T are the components of x in
the eigenvector bases of the "slow reactive,"
"conserved,”" and "fast reactive” subspaces.
The equation coupling reaction and mixing is,

dé
99 _ gh) + F. (12)
3 ()]
Linearize it about ¢™,
%w -S® 4154 +F,  (13)




where

80 = ¢ - o™, (14)
S™ = S(o™), (15)
and J is the Jacobian matrix,
oS
Jab = [ “(d))} . (16)
ad)p 4@

Transform Eq. 12 by premultiplying it by P:

d d
P—0ddp = —P6} =
dt ¢ dt ¢
o] [sn] [n] [ob] [
%a<§°=o +10| |8é°] + [Bel. (A7)
6('l*)f 0 Af 5&>f Bf

Note that the "conserved" components of S™
and A are zero, by virtue of the conservation
properties. The "fast" component of S™ is
zero by definition of the manifold.

For the "slow" and "conserved" compo-
nents, Eq. 17 is to be integrated for a time step
At from the initial condition,

36(0) = ¢ - ¢™. (18)
The "fast" components are set to
8" (ar) = 0, (19)

so that the final result ¢p(At) is close to the
manifold (i.e., it has no component in the fast
subspace at ¢™).

398

For the conserved component we have,

9 56° = Fe, (20)

dt

and so the solution is

8¢°(AD) = 847(0) + F°At
= PYOO - 6) + ¢ - 6@ (D
= P(e® - 6.

The second step follows from the definition of
F, and the third from the constraint that

Po™ = P$p©@. Thus, as expected, the conserved
components in mixing are unaffected by reac-
tions.

For a slow reactive component ¢,
Eq. 17 is

d.: A A s ot
=50 - § + B+ 23885, (22
This has the analytic solution
8, (A1) = 2,803(0) + b, [8 + E], (23)
where
a = et (24)
b = ™ - 18, (25)

For positive A° , the approximate solution,
p a PP



8, (A1) = 885(0) + At[ST + £, @6

o

is used. This is corresponding to a, = 1, b, =
At.

For a given At, whatever basis is used
for the slow subspace, because Eq. 13 is
linear, the solution can be written as,

885 (At) = A8 (0) + B[éf;‘ - F] 27)
In the eigenvector basis, A = diag{a,},
B = diag{b,}.
Let ¢® be the exact solution to
d¢
— = S(¢), (28)
it @)

from initial condition ¢*™, integrated for a time
At, and define

AR = ¢® - ™), A&,R = PSAR. (29

Observe that the solution to the linearized
system Eq. 27 for the same case is

(A" yoenises = BS™, (30)

(see Eq. 27). It is preferable to use the exact
result. Hence Eq. 27 can be replaced by

865 (A1) = AGR + A8H°(0) + BES. BD
Let

P-l ___.Q =[Qs Qc Qf] (32)
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Then the final result is

8¢°(AY)

Gt +AD =™ + 3 (AD = ¢ +P~ |54%A0
0
= 6 + Qa4 (A) + Qoday. (33
4. Project Description
The work of this 2-year project is

divided into the following parts:
1. Design a partially stirred reactor to

provide sample points and integrate the
governing equations of mixing and
reaction simultaneously,

2. Introduce a method to treat chemical
reactions and perform the coupling of
mixing and reaction,

3. Find an efficient way of tabulation,

4. Perform tests to determine the accura-
cies and parameters used by the
method,

5. Apply the new method to PDF calcula-
tions of turbulent methane combustions.

At the present stage, as discussed in
Part 3, most work on Parts 1-3 has been done.
We have a partially stirred reactor and a code
to do the direct integration of the governing
equations of mixing and reactions. The
method to treat chemical reactions and perform
the coupling of mixing and reaction was
discussed in Section 3.3.2. The method is
based on the manifold method, and the closest
manifold point is used to do the mixing and
reaction. The tabulation method is described




in Section 3.2. In order to determine the
accuracies and parameters, we need to do
some tests: PaSR tests - both for single
particle and multiple particles (say 100 par-
ticles), using direct numerical integration; tests
of the coupling model of mixing and reaction
to measure errors and determine quantities
used in tabulation; tests of tabulation, given a
required accuracy, determine the cell-size
criterion.

5.  Accomplishments and Applica-

tions

The chemical kinetic mechanism used
in calculations is shown in Table 1. It does
not include the NO, chemistry at the present.

In PaSR calculations, the incoming par-
ticles to the PaSR are methane/air mixtures at
stoichiometric condition. The particles in the
PaSR are initialized to the complete combus-
tion - only CO,, H,0, and N, exist. Particles
in the partially stirred reactor are arranged in
pairs. Suppose that i’th and (i+1)’th particles
are of a pair, the evolution of the particles are
determined according to the following
governing equations:

B2 5 - 4O, B9
d‘b(;:‘l) - (q)(l) _ ¢(i+1))/tmix9 (35)

here S is the source term due to chemical reac-
tions. In calculations, the mixing time scale
T.ix = 10 second, the pairing time scale
Toair = 10 second, the residence time scale
T.s = 10? second. There are 100 particles

in the partially stirred reactor, the time
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step At = 6 x 107 second, the pressure is
1 atmosphere. '

From direct integrations of Eqgs. 34
and 35, the changes of the average mass frac-
tions as functions of time are shown in
Figs. 3-6. It can be seen that after about four
residence times, the particles in the PaSR
reach a statistically steady condition. For the
first particle in the PaSR, the change of the
mass fraction of water is plotted in Fig. 7.
One interesting thing to note is that it reaches
zero at time step 72, which means that this
particle flow out of the PaSR at time step 72,
corresponding to time = 4.32 x 10 second.

From the PaSR calculations, we have
an ensemble of particles. Investigations have
been done to study the chemical process which
relaxes the particles to manifolds. Randomly
choose particles from the PaSR calculations,
plot the distances of particles from the cor-
responding manifold points, d, and the dimen-
sions of the manifolds, m. They are illustrated
in Figs. 8-13. In these figures, the solid lines
represent the distances, and the dashed lines
represent the dimensions. The figures show
that the particles quickly relax to the cor-
responding manifolds. The typical time scale
of such a relaxation process is on the order of
10" second, which is much smaller than a
typical mixing process which has a time scale
on the order of 10 second. So it would be a
good assumption to assume that processes
occur on manifolds.

The closest manifold points are cal-
culated for the particles of the ensemble from
calculations of the partially stirred reactor.

The time scale T* equals 10 second. Fig. 14
shows the number of particles as a function of
the dimensions of manifolds. One can see that
most points are concentrated on low dimen-
sional manifolds.



Table 1. Chemical Kinetic Mechanism*

No. Reaction A, n E,
1 H+02=0H+O0 1.59E+17 | -0.927 16874.
2 |O+H2=0H+H 3.87E+04 2.70 6262.
3 OH +H2=H20+H 2.16E+08 1.51 3430.
4 | OH +OH =0 + H20 2.10E+08 1.40 -397.
S |H+H+M=H2+M 6.40E+17 1 -1.0 0.
6 | H+OH+M=H20+M 8.40E+21 -2.00 0.
7 |H+02+M=HO2+M 7.00E+17 | -0.80 0.
8§ | HO2 +H=0H + OH 1.50E+14 0.0 1004.
9 | HO2+H=H2+02 2.50E+13 0.0 693.
10 { HO2 + 0 =02 + OH 2.00E+13 0.0 0.
11 | HO2 + OH = H20 + O2 6.02E+13 0.0 0.
12 | H202+M=0H + OH + M 1.00E+17 0.0 45411.
13 |CO+0OH=CO2+H 1.51E+07 1.3 -758.
14 |CO+0+M=CO2+M 3.01E+14 0.0 3011.
15 { HCO+H=H2 +CO 7.23E+13 0.0 0.
16 { HCO+0=0H +CO 3.00E+13 0.0 0.
17 | HCO + OH = H20 + CO 1.00E+14 0.0 0.
18 | HCO + 02 = HO2 + CO 4.20E+12 0.0 0.
19 | HCO+M=H+CO+M 1.86E+17 | -1.0 16993.
20 | CH20 + H=HCO + H2 1.26E+08 1.62 2175.
22 | CH20 + O =HCO + OH 3.50E+13 0.0 3513.
23 | CH20 + OH = HCO + H20 7.23E+05 2.46 -970.
24 | CH20 + 02 = HCO + HO2 1.00E+14 0.0 39914.
25 | CH20 + CH3 = HCO + CH4 8.91E-13 7.40 -956.
26 | CH20+ M=HCO+H+M 5.00E+16 0.0 76482.
27 |CH3+0=CH20+H 8.43E+13 0.0 0.
28 | CH3 + OH = CH20 + H2 8.00E+12 0.0 0.
29 | CH3+02=CH30+0 4.30E+13 0.0 30808.
30 | CH3 + 02 =CH20 + OH 5.20E+13 0.0 34895.
31 CH3 + HO2 = CH30 + OH 2.28E+13 0.0 0.
32 | CH3 + HCO=CH4 + CO 3.20E+11 0.50 0.
33 | CH4+H=CH3 + H2 7.80E+06 2.11 7744.
34 | CH4+ 0O =CH3 + OH 1.90E+09 1.44 8676.
35 | CH4 + 02 = CH3 + HO2 5.60E+12 0.0 55999.
36 | CH4 + OH = CH3 + H20 1.50E+06 2.13 2438.
37 | CH4 + HO2 = CH3 + H202 4.60E+12 0.0 17997.
38 | CH30 + H =CH20 + H2 2.00E+13 0.0 0.
39 | CH30 + OH = CH20 + H20 | S5.00E+12 0.0 0.
40 | CH30 + 02 = CH20 + HO2 4.28E-13 7.60 -3528.
41 | CH30+M=CH20+H+M 1.00E+14 0.0 25096.

* Rate constants are in the form k, = A Texp[-E,/(RT)], here R is the
universal gas constant. Units are moles, cubic centimeters, seconds,
Kelvins, and kJ/mole.
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The complex tabulation method was
tested for a simple function on a domain. This
method was also used to tabulate the particles
from the ensemble of PaSR calculations. It
worked well for both cases. Further tests are
needed.

Compared with the reduced mechanism
method, the manifold method, and the tabula-
tion method used before, the new method
overcomes the drawbacks of the reduced
mechanism method and preserves the advan-
tages of the manifold method. The difficulties
and inconveniences with the manifold method
no longer exist in the new method because the
dimensions of manifolds can be changed, the
table is unstructured so that the manifolds do
not have to be parametrized, the table is gener-
ated in situ as the PDF calculations is in prog-
ress so only the required regions are tabulated.
Accuracy is achieved by specifying the size of
the cell, which can be controlled. With all
these advantages and it’s high flexibilities, the
new method will be a valuable toll for turbu-
lent combustion calculations under various
conditions.

6. Future Activities

In the future, we will test the method
of coupling mixing and reaction against direct
numerical integrations, determine the errors
and the quantities that will be used in tabula-
tion. Single particle calculation will be used
to determine the effect of cell size on accuracy
and storage in calculations using the tabulation
method. The chemical kinetic mechanism will
include NO, chemistry.

Once we have all the information about
accuracies, and control quantities, the new
method will be applied to PaSR calculations to
determine the overall performance. Finally, it
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will be implemented it to PDF calculations of
turbulent methane combustion.
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Background Information

The gas turbine has the potential for power
production at the highest possible efficiency. The
challenge is to ensure that gas turbines operate at
the optimum efficiency so as to use the least fuel
and produce minimum emissions. A key
component to meeting this challenge is the turbine.
Turbine performance, both aerodynamics and heat
transfer, is one of the barrier advanced gas turbine
development technologies. This is a result of the
complex, highly three-dimensional and unsteady
flow phenomena in the turbine.

Improved turbine aerodynamic performance
has been achieved with three-dimensional highly-
loaded airfoil designs, accomplished utilizing Euler
or Navier-Stokes Computational Fluid Dynamics
(CFD) codes. These design codes consider steady
flow through isolated blade rows. Thus they do
not account for unsteady flow effects. However,
unsteady flow effects have a significant impact on
performance.  Also, CFD codes predict the
complete flow field. The experimental verification
of these codes has traditionally been accomplished
with point data - not corresponding plane field
measurements. Thus, although advanced CFD
predictions of the highly complex and three-
dimensional turbine flow fields are available,
corresponding data are not.

To improve the design capability for high
temperature turbines, a detailed understanding of
the highly unsteady and three-dimensional flow
through multi-stage turbines is necessary. Thus,

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under contract 94-
01-SRO19 with Purdue Research Foundation, Division of
Sponsored Programs, West Lafayette, Indiana 47907; telefax
317-494-8323.
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unique data are required which quantify the
unsteady three-dimensional flow through multi-
stage turbine blade rows, including the effect of the
film coolant flow. This requires experiments in
appropriate research facilities in which complete
flow field data, not only point measurements, are
obtained and analyzed.

Also, as design CFD codes do not account
for unsteady flow effects, the next logical challenge
and the current thrust in CFD code development is
multiple-stage analyses that account for the
interactions between neighboring blade rows.
Again, to verify and or direct the development of
these advanced codes, appropriate experimental
data, ie., complete three-dimensional unsteady
flow field data, not point measurements, in
appropriate research facilities are needed. This will
lead to experimentally verified advanced CFD
multi-stage codes which can be used in the design
process.

Objectives

The overall objective of this experimental
research program is to improve the design
capability for high temperature turbines by
providing a thorough and detailed understanding
and data base of the turbine flow field and its effect
on heat transfer. In particular, the objective is to
experimentally investigate the fundamental three-
dimensional and unsteady flow and heat transfer
phenomena which control the performance of
advanced turbines. Specific experimental research
objectives include an investigation to quantify the
potential aerodynamic performance improvements
associated with advanced design concept turbine
blading designed with CFD codes. This will be
accomplished in conjunction with the Allison
Engine Company. In particular, advanced design



turbine airfoils will be designed by the Allison
Engine Company specifically for these
experiments. In addition, this research program
will investigate and quantify the detailed three-
dimensional and unsteady flow through the first
stage, both stator and rotor, and second stage vane
row of the multi-stage research turbine. The
program will also investigate and quantify the
detailed unsteady heat transfer due to vane-wake
interaction. '

Project Description

This project is directed at obtaining
fundamental data, both steady and unsteady, to
quantify the fundamental turbine flow and heat
transfer phenomena inherent in high performance,
high efficiency, multi-stage turbines.

A key requirement for these experiments is
the facility itself. Experiments directed at the
quantitative study of turbine aerodynamics,
performance and heat transfer require that both the
unsteady flow and the fundamental interactions of
the unsteady flow with the inherently three-
dimensional turbine flow field be experimentally
simulated. Thus, the only valid facility for the
experimental investigation of turbine aerodynamic
performance and heat transfer is a research turbine
facility. Thus, the experimental research will be
performed in the Purdue Turbine Research Facility
(Figure 1), a two stage, low speed turbine which
produces the essential aspects of the steady and
unsteady flow fields inherent in high speed
multistage turbines. The current 50% reaction
blading with A3Kj7 series airfoils will be used as a
baseline for both the performance and heat transfer
studies. The Allison Engine Company will design
advanced concept turbine airfoils with one row of
film cooling holes specifically for this program.

The wunsteady three-dimensional flow
through the multi-stage research turbine will be
accomplished by means of Particle Image
Velocimetry (PIV), a relatively new measurement
technique which provides instantaneous whole
field high resolution velocity field data. Taking
advantage of the high frequency response of thin
film sensors, the blade surface unsteady heat
transfer measurements will be made using
constant-temperature anemometry and platinum hot
film surface sensors.
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This series of experiments will improve the
design capability for high temperature turbines by
providing a thorough and detailed understanding
and data base of the turbine flow field and its effect
on heat transfer. With these data, the designer: can
increase turbine aerodynamic performance and
optimize turbine cooling flow schemes.

Accomplishments

The program is progressing along two
simultaneous paths.  The first involves the
experiments that will be performed in the baseline
turbine facility to investigate and quantify the
detailed three-dimensional unsteady aerodynamics
and heat transfer through the first stage, both stator
and rotor, and second stage vane row of the
baseline multi-stage research turbine.
Conventional steady aerodynamic performance
instrumentation, i.e., blade surface static pressure
taps, and advanced instrumentation including PIV
and high frequency thin film sensors are being
utilized in this effort.

Concurrently with this effort, the design
and manufacture of advanced concept airfoils that
will be used in the follow-on experiments is
proceeding in conjunction with the Allison Engine
Company.

Experiments With Baseline Blading

Flow field quantification on the baseline
blading with the Particle Image Velocimetry
System (PIV) is scheduled for this fall. The dual
400 mJ Nd:YAG lasers have been received and
final qualification and tuning completed by the
vendor. The remainder of the PIV system has been
received and is operational, with some initial
experiments performed in a low speed compressor
to qualify the unit. The optical-path design for
implementing the PIV system on the Purdue
Research Turbine is shown in Figure 2. The first
window has been installed and will allow
characterization of the first vane flowfield.

The Purdue Research Turbine’s current
A,G, free-vortex blading is being extensively
instrumented with heat transfer gages and dynamic
pressure transducers, as shown in Figure 3.
Machining operations for the instrumentation for
heat transfer and dynamic pressure measurements
on the baseline blade are complete, and the blades




are undergoing transducer installation at the
vendor.

Advanced Airfoil Design, Fabrication &
Instrumentation

The Allison Engine Company has finished
the aerodynamic design for the advanced concept
turbine blading, as shown in Figure 5. CFD code
predictions for the three dimensional, steady blade
loading has also been completed by Allison. The
manufacture of the blades is now underway at
Purdue. In addition, the geometry of the first vane
film cooling holes are now being designed in
cooperation with Allison. A new rotor drum and
stator supports for this advanced blading has been
designed and is also currently being fabricated.

Future Activities

As shown in the timeline given in Figure 5,
the experiments on the Purdue/Allison AGT
blading will commence early in 1996 after
completion of the baseline experiments. In
addition to the data obtained from the baseline
blading, the AGT configuration will allow
investigations of film cooling on the unsteady
turbine flowfield.

Period of Performance: 8/15/94 to 8/14/97

Advanced Airfoils

Baseline Experiments

Advanced Airfoil Experiments

Table 1.
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Introduction

Lean premixed combustion provides a
means to reduce pollutant formation and increase
combustion efficiency (Sattelmayer et. al., 1990).
However, fuel-air mixing is rarely uniform in space
and time. This nonuniformity in concentration will
lead to relative increases in pollutant formation
and decreases in combustion efficiency. The
nonuniformity of the concentration at the exit of
the premixer has been defined by Lyons (1981) as
the “unmixedness.” Although turbulence
properties such as length scales and strain rate are
known to effect unmixedness, the exact
relationship is unknown. Evaluating  this
relationship and the effect of unmixedness in
premixed combustion on pollutant formation and
combustion efficiency are an important part of the
overall goal of US Department of Energy’s
Advanced Turbine Systems (ATS) program and
are among the goals of the program described
herein. The information obtained from ATS is
intended to help to develop and commercialize gas

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, (contract DE-
FC21-92MC29061), and the Southern California Gas
Company, (contract SCG-19596).

turbines which have (1) a wide range of
operation/stability, (2) a minimal amount of
pollutant formation, and (3) high combustion
efficiency. Specifically, with regard to pollutants,
the goals are to reduce the NO, emissions by at
least 10%, obtain less than 20 PPM of both CO
and UHC, and increase the combustion efficiency
by 5%.

Objectives

The contributions to the program which
the University of California (Irvine) Combustion
Lab (UCICL) will provide are: (1) establish the
relationship of inlet unmixedness, length scales,
and mean strain rate to performance, (2) determine
the optimal levels of inlet unmixedness, length
scales, and mean strain rates to maximize
combustor performance, and (3) identify efficient
premixing methods for achieving the necessary
inlet conditions.

To understand unmixedness, the initial part
of the program addresses the definition and
measurement of unmixedness. The heart of the
program is anchored on three experiments -- one
to study premixing strategies; a second controlled
study to address the effect of unmixedness,
turbulent length scale, and turbulent strain rate on
mixing and pollutant formation; and a third to
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study the effect of premixing strategies on
combustor performance.

Background

Oxides of nitrogen (NO,) refer to nitric
oxide (NO) and nitrogen dioxide (NO,). Air
quality is significantly impacted by NO, emissions
since they directly or indirectly affect
concentrations of nitrogen dioxide (NO,),
inhalable particulate (PM10) and photochemical
oxidant (including ozone and peroxyacylnitrates).
Furthermore, the NO, and PM10 formed from the
emission of NOy decrease visibility and lead to
nitric acid deposition.  Concerns have been
expressed about the potential adverse health
effects of other nitrogen compounds, such as
nitrosamines, and nitrous oxide (N0).

Several strategies are available for reducing
NOx emissions from gas turbines. Most notable
are selective catalytic reduction (SCR), exhaust
gas recirculation (EGR), steam injection, and
retrofitting with low-NO, combustors (LNC). The
key to these low-NOx combustors is either a
combination of staged combustion air and staged
fuel or partially premixing the fuel and air. The
level or degree of premixing required to effectively
manage a low-NOy combustor is still to be
determined. Specifically, the local fuel-air
unmixedness inside the premixer and inside the
combustor  will affect the combustor’s
performance and, therefore, the effectiveness.

In a practical gas turbine, the fuel-air
mixing is rarely uniform in time or space.
Consequently, large deviations (i.e., fluctuations)
about the mean local temperature can occur as
packets of various mixtures of fuel and air pass
through a point in space inside the combustor.
These variations are not only observable as
fluctuations in the flame luminosity; they also play
a significant role in the generation of NO,.
Decreasing the amplitude of the temperature has

been shown in simulations to have a significant
effect on NO production. Understanding how to
control the local turbulence to optimize the local
unmixedness will aid in the design of more
effective and less bulky fuel-air premixers.

Unmixedness is a quantity which is used to
indicate, in a statistical sense, the degree of mixing
of fuel and air at the molecular level. In a given
system in which two or more streams of miscible
fluids are mixing, a specific level of molecular
unmixedness (grain size of fuel-and-rich parcels of
fluid) depends on initial length scales, initial
distribution of fuel-rich and air-rich parcels of
fluid, the mean strain rate field, and the
characteristics of the turbulent field (e.g., the
intensity, the large structure, the degree of
anisotropy, etc.). Two means are most frequently
used to determine the statistical measure of
unmixedness. Lyons (1981) introduces one which
also requires the definition of the area averaged
equivalence ratio, @, across the profile of the flow
which in her case is a pipe of radius r. Thus:

lr]‘m(]i),rdr
=0

T,

Trdr

0

where, @, is the equivalence ratio at a particular
radial location. Using this value for the area
averaged equivalence ratio, an area averaged
measure of unmixedness, S, can be defined as the
area averaged standard deviation. This standard
deviation can be expressed as follows:

1
| - 2
I(d),—ﬁ)’rdr
S=| 2

max

err
0
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The second measure of unmixedness (cited
by Fric, 1992) is developed by considering
temporal fluctuations in the fuel concentration.
The level of unmixedness, U, at a particular
position in the flow can be defined as a function of
the mean fuel concentration, C, at a location and
the variance fluctuation about the mean, ¢?, as:

cZ

U=ta-o

This equation provides a statistical measure
of the unmixedness due to temporal fluctuations
while the preceding equation provides a measure
of the unmixedness due to spatial variation. Both
of these equations are representative of the
unmixedness in a statistical sense. However,
neither of these equations indicate the flow
structure that leads to a particular value of
unmixedness. For example, the same unmixedness
could be obtained with a small number of large
fuel- and air- rich eddies or a large number of
smaller fuel- and air- rich eddies. Thus a complete
determination of the unmixedness requires nor
only a statistical measure of the unmixedness but
also a structural measure of the unmixedness, i.e.,
a measure of the statistical distribution of the
length scales of fuel rich and air rich regions.

The structural measure of unmixedness can
be obtained by first, forming indicator functions
from the concentration signal and second
determining the distribution of the length scales of
fuel-rich and air-rich fluid parcels from those
indicator functions.  (Indicator functions are
signals that have either zero or unity values
depending on whether the concentration signals
are, respectively, above or below a selected

threshold.
Project Description

Although lean premixed combustion does

lead to reduced production of NOy, and increased
efficiency of gas turbine combustors, the minimal
unmixedness required to achieve adequate
combustor performance, or the point at which
further mixing is ineffective are unknown. Thus, a
relationship that describes combustor emissions
and efficiency as a function of unmixedness is
required. Specifically, since turbulence properties
such as length scales, mean strain rate and other
turbulent properties are known to effect
unmixedness, the goals of this study are to
determine this relationship and then use the results
of this study to optimize the performance of gas
turbine combustors.

Mixing devices and turbulence
measurement techniques will be used to obtain
spatial and temporal unmixedness, as defined in
the background section, for a wide range of initial
fuel and air length scales and mean strain rates and
intensities.  With unmixedness quantified with
respect to the turbulence properties, these
properties can be used within premixed systems to
control unmixedness. The data obtained from
experiments within these reacting systems will be
used to determine a relationship between
unmixedness and combustor  performance
(efficiency, pollutant formation, stability, lean
blow-out).

Approach
The program has three objectives:

e Establish the relationship of inlet unmixedness
(spatial and temporal), length scales, turbulent
intensity, and mean strain rate to combustor
performance (i.e. emissions and combustor
efficiency).

e Determine the optimal levels of inlet
unmixedness, length scales, turbulent intensity,
and mean strain rates to maximize combustor
performance.
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e Identify efficient premixing methods for
achieving the necessary inlet conditions.

These three objectives are directly related.

Previous Work

During the last reporting period, the UCI
program focused on obtaining industrial input,
constructing mixing and combustion test fixtures
and obtaining stabilized reactions. Controllable
premixers were designed for both reacting and
non-reacting studies that allow adjustment in
mixedness, length scales, turbulent intensity and
mean strain rate. Test protocols and time lines
were established to assure that the main goals of
the project were met. Fundamental experiments
were developed that provide basic isolated
information on the mixing process.  These
experiments will act as “bridges” between the
research oriented premixer and combustor tests
and practical industrial designs.

Present Work

The program during this reporting period is
focused on developing a means to measure and
qualify different degrees of temporal and spatial
unmixedness. Laser diagnostic methods for planer
unmixedness measurements are being developed
and preliminary results are presented herein.
These results will be used to 1), aid in the design
of experimental premixers, and 2), determine the
unmixedness which will be correlated with the
emissions of the combustor. This measure of
unmixedness coupled with length scale, strain rate
and intensity information is required to attain the
UCI goals.

Premixer Description

For this development period, a single

premixer design has been the focus. Its basic
structure is a jet-grid tube array. Figure 1. shows
the location of the premixer in the axial can
combustor used in the present sturdy. The
premixer consists of 33 individually adjustable fuel
tubes which are 0.085 in. and are positioned
circumferentially on three different diameters. The
air passes through 33 0.219 inch holes which are
placed between the fuel tubes.

Variable Premixing Length
Mesh Option

Fuel Injection tubes

Figure 1. Schematic of premixer

Mixedness, with this premixer can be
controlled by adjusting the length, and therefore
time, between the point of gas injection and the
point of measurement. Likewise, length scale can
be changed by either adding nozzles of various
sizes to the independent fuel jets or by added grid
meshes to the outlet plane of the air flow passages.
Finally, mean strain rate can be controlled by
adjusting the fuel flow rate out of the jets to
produce velocity gradients. In this manner, either
strain rate in the radial direction or strain rate in a
azimuthal direction can be induced. Figure 2 is a
photograph of the premixer.
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Figure 2. Photograph of premixer

Diagnostic Development

As mentioned in the background section, a
measure of mixedness is key to this project. The
inherent non-intrusive nature of laser diagnostics
coupled with the ability to obtain planer
information makes Planer Laser Induced
Fluorescence (PLIF) the most attractive candidate
at this time. During this reporting period, UCI
has been developing a PLIF capability. For these
initial non-reacting studies, acetone was selected
as the fluorescing seed. A schematic of the setup
can be seen in Fig. 3. The laser used is a
frequency quadrupled YAG that generates the
required 266 nm wavelength necessary for acetone
to fluoresce.

For the tests presented in this paper, a 200
pm by 20 mm laser sheet was generated using a
cylindrical lens and placed at the exit of the
premixer, just prior to the swirl vane location. The
photograph shown in Fig. 4 shows the PLIF
system in operation.

266 NM

[ 1 nevac

~ACETONE

PC

UV LASER SHEET

INTENSIFIED CCD

Figure 3. Schematic of PLIF System

3
74
7

IR

Figure 4. Photograph of PLIF System

A CCD camera was used to collect the
data images. For these initial mixing tests, the
sheet was purposely sized to not cover the entire
output plane so that the laser power would remain
fairly high. Figure 5 is an example image. The
fluorescing portion of the image shows a relatively
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uniform output from the premixer. The laser sheet
will be expanded for further tests such that overall
fluid structures can be visualized and studied.

Figure 6. Photograph of Parallel Vanes

Velocity and RMS profiles were measured
at the exit of the vanes. The finding are shown in
Fig. 7. As expected, the RMS levels-are high near
the plate boundaries. One key finding is the

Figure 5. CCD Image of the PLIF Output decrease in RMS in the center region of the flow.
This shows that the structure of the flow is altered
by these vanes even though no swirl has been
added and even though they are very short in

Fundamental Experiment length (0.5 inches). The significant observation is
that the swirl vanes have an influence on the entire

The purpose of this experiment was to  flow.
access the strain effect of swirl vanes. To simplify

the test conditions and to isolate the strain effects, 0.10 : :
straight vanes (plates) were used. A test facility : * 0.5" Plates at 0.25" Spacing
. ele 0.08 o Ta = 0.5" Plates at 0.5" Spacing
was constructed to generate an initially low level . o No Prates
of turbulence (RMS). A grid was then added to % 00 T
the system to generate a fixed, controlled RMS 57 0« .
level at a specific test location. At this location, £ 004l .
parallel plates were placed (Fig. 6). R R B DO A
0.02 x Hxls xx [ L o xux
0.00
1] 0.2 0.4 0.6 0.8 1
Position (r/R)

Figure 7. Results of the Plate Experiment
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Future Activities

Below is a brief description of the plans for the
immediate future plans for the program.

Facility Design and Development

Premixer and Combustor Hardware will be
fabricated as needed. Emphasis will be placed on
the design of the model combustor hardware for
the elevated pressure, and elevated temperature
experiments.

Experimental Studies

For the premixer studies, experiments will
be conducted using temperature as a scalar
indicator and thermocouples/cold-wires as the
measurement sensors. In addition, a specially
designed concentration probe will be used as a
measurement technique for mixedness. Substantial
emphasis will be placed on the already initiated
PLIF diagnostics (described in this report) for non-
intrusive mixedness measurements. Overall,
attention will address the effect of premixing
mixedness length scale, and on the control of
premixing to establish specified mixedness and
length scale characteristics at the premixer exit
plane. The effort will continue to “hand-shake”
with the model combustor studies.

The model combustor studies will focus on
the effect of inlet conditions (mixedness and length
scale) on combustor performance. Air preheat will
be provided in the atmospheric test facility to more
effectively simulate the practical environment for
NOx production. In-situ measurements of
composition and temperature using physical
probes will be complemented with laser
anemometry measurements for velocity, CARS
measurements for temperature and PLIF
measurements for mixedness.

Data Analysis

A major diagnostic to be added will be
FLUENT modeling of both the premixer and the
combustor. This will complement the
experimental measurements, and facilitate the
development of the mechanistic understanding
required to reach the goals of the project. Design
of Experiments will be extensively employed to
provide both direction in the design of the
experiments, as well as to serve as a tool for the
interpretation of results.

Industrial Interaction

The first stage this task was completed and
an industrial questionnaire was generated. Further
progress was made through visits to Allison, GE
and Westinghouse. These groups were specifically
chosen given their background in industrial gas
turbines. Industrial interaction was stressed during
these visits by presenting the groups with
UCICL’s progress and inviting comments or
suggestions to the work. Also a questionnaire was
distributed for feedback to determine practical
issues or concerns that the groups might have.
This enabled further design and development of
the program to be involved with immediate issues
that the industrial gas turbine groups face today.
The trips proved to be very productive and also
helped establish a rapport with the groups, that
will help in contributing to research.

Individual contacts made with each of
these industrial participants provide good
opportunity to maintain technical exchange and
receive industrial input. At Allison contact was
established with Dr. Mohan Razdan, Chief of
Combustion Research. UCICL’s point contact
was identified to be Dr. Rahul Puri. At
Westinghouse Corporation contact was established
with the research group headed by Rick Antos.
Our point contact was established to be Graydon
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Whidden. At GE we established contact with Dr.
Hukum Mongia, head of advanced combustion
technology. Dr. Narendra Joshi will serve as our
point contact. Current goals are to maintain a
rapport with these individuals, keep them apprised
of our progress, acquire and utilize input and
comments.

The ATS internship program provided the
opportunity for more industrial interaction.. Three
students from the UCI Combustion Laboratory
were placed at Allied Signal, Solar Turbines and
Pratt & Whitney, respectively and provided the
experience and opportunity to be involved with
current state of the art work being conducted in
industry.
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Introduction and Objectives

The thermal efficiency of gas turbine
systems depends largely on the turbine inlet
temperature. Recent decades have seen a
steady rise in the inlet temperature and a
resulting reduction in fuel consumption. At
the same time, it has been necessary to employ
intensive cooling of the hot components.
Among various cooling methods, film cooling
has become a standard method for cooling of
the turbine airfoils and combustion chamber
walls. The University of Minnesota program
is a combined experimental and computational
study of various film-cooling configurations.
Whereas a large number of parameters
influence film cooling processes, this research
focuses on compound angle injection through a
single row and through two rows of holes.
Later work will investigate the values of con-
toured hole designs. An appreciation of the
advantages of compound angle injection has
risen recently with the demand for more

Research sponsored by the U.S. Department of
Energy’s Morgantown Energy Technology Center, under
Contract 94-01-SR021 with University of Minnesota,
Mechanical Engineering Department, 111 Church St.,
SE., Minneapolis, MN 55455; fax: 612-624-1398

effective cooling and with improved under-
standing of the flow; this project should con-
tinue to further this understanding.

Approaches being applied include:
(1) a new measurement system that extends
the mass/heat transfer analogy to obtain both
local film cooling and local mass (heat) trans-
fer results in a single system, (2) direct mea-
surement of three-dimensional turbulent
transport in a highly-disturbed flow, (3) the
use of compound angle and shaped holes to
optimize film cooling performance, and (4) an
exploration of anisotropy corrections to turbu-
lence modeling of film cooling jets.

The outcome of this research will be
threefold. First, it will provide fundamental
scientific information in the form of detailed
measurements, computational results, and tur-
bulence model validation. Second, the results
of the experiments and computations will be
presented in a generalized form so that they
will be directly usable by design engineers in
industry. And finally, the experimental and
computational activities will be used to famil-
iarize graduate and undergraduate students
with the gas turbine industry. In the previous
year, research on the turbulence generation has
been conducted, test facilities for the experi-
ments have been designed and constructed,




and modeling of film cooling has begun. A
discussion of these activities is presented. The
high-turbulence facility is a modified version
of one developed at Allision which simulates
turbulence levels and scales which are repre-
sentative of the combustor exit flow. The
film-cooled test section simulates the cooling
arrangement of modern, multi-row turbine
cooling schemes. The surface mass transfer
measurement facility is being modified for the
new method of measurement to be employed
in this study. The computational activity has
begun with a study of the relative merits of
parabolic and elliptic calculation procedures
for film cooling flows. Also, modeling of the
flow delivery plenum has begun. Finally, an
analysis has been conducted to determine the
magnitude of thermal gradients imposed by
film cooling.

Project Description and Results
Flow Measurements

Complementary to surface measure-
ments and in support of the turbulence model
development and qualification of the numerical
predictions, turbulence measurements are taken
in the flow approaching the film cooling
region and at several stations downstream of
the film cooling injection zone. After tests
with in-line injection, an experimental flow
will be established which has compound angle
injection of the film cooling flow from one or
two rows of holes. This cooling flow merges
with the high-disturbance level, primary flow
field. After initial tests on a flat plate, stream-
wise pressure gradients which match those of
the film cooling zones of modern gas turbine
engines will be imposed. This flow then
simulates those elements of the real gas tur-
bine airfoil boundary layer and film coolant
flows which are considered to be of major
importance and which are not captured well
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by the present engine design models. The first
configuration, already constructed, will be on a
flat wall with one row of streamwise injection
holes angled 35° to the surface but without
cross-stream injection. The holes will be
spaced laterally three diameters. Cases with
lateral injection will follow this first sequence
of cases. The flow will be established in a
blown-type wind tunnel. Upstream of the film
cooling zone, the primary air will pass either
through a turbulence settling section (0.5 per-
cent T.I.) or a turbulence generator (~10 per-
cent T.I.). Both primary and secondary air
streams will be at the same temperature; thus,
the density ratio will be unity. Testing will be
performed over various blowing rates or mass
flux ratios. Velocity measurements will be
taken with single-wire and triple-wire, hot-wire
anemometry. The latter measurements will
allow documenting the 3-D mean flow field
and the six components of the Reynolds stress
tensor. Turbulence kinetic energy needed for
k-e modeling will be documented. Measure-
ment of the individual components of the
Reynolds stress tensor will also allow docu-
mentation of the anisotropy of the flow, a
characteristic that cannot be completely cap-
tured by the k-€ model. This is considered to
be a weakness of present models. It may be
necessary that the turbulence modeling incor-
porates relationships for anisotropy; examples
include the Reynolds stress model, the alge-
braic stress model, or large-eddy simulation.
These flow measurements, in conjunction with
the detailed surface measurements, will indi-
cate weaknesses in the modeling.

It is common for the turbulence inten-
sity of the approach flow in a gas turbine
mainstream to be as high as 15 to 20 percent
(Bicen and Jones, 1986, and Young et al.,
1992). Over the suction surface, this is
reduced. Consequently, for a proper gas tur-
bine study, a turbulence generator yielding



about 10 percent turbulence intensity is
required. High-disturbance turbulence gen-
erators create high levels of turbulence via the
production of large-scale vortices. Several
schemes for doing so are shown in Table 1.
One important requirement of a turbulence
generator for use in simulating the high-
pressure turbine stage is that it produce a flow
structure which is similar to that found in a
gas turbine combustor. Recently, the com-
bustor simulator shown in Figure 1 was
designed and fabricated. It was fashioned
after that of Ames and Moffat (1990). Air
flow is directed from the inlet plenum through
the rear and side panels of the simulator liner.
Flow through the rear slots together with flow
through the first row of holes in the side panel
combine to create a recirculation zone inside
the simulator and, consequently, high turbu-
lence. Flow through a second row of holes in
the side panel simulates dilution of the gas
turbine combustor air. Ames and Moffat
(1990) and Ames (1994) obtained turbulence
intensity values of 15 to 17 percent at the exit
of their turbulence generator and 7.5 percent at
their test section 208 cm downstream of their
nozzle.

The turbulence generator facility
(Figures 1, 2, and 3) consists of primary fans,
settling chamber, turbulence generator, second-
ary fan, air plenum, nozzle, and test section.
The mainstream air flow supplied by primary
fans passes through the settling chamber to the
back panel and to the first row of jets. The
flow supplied by the secondary fan is ducted
to the second row of jets. The nozzle, located
downstream of the turbulence generator, pro-
vides a high-turbulence, uniform-velocity wall
jet to the test section. A wall jet configuration
is different from the geometry of most pre-
vious studies but is similar to a series of
studies which were recently completed at the
Wright Laboratories (MacMullin, et al., 1989,
and Bons, et al., 1994). It provides some
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simplicity to the test, but requires careful
measurement to verify that engine boundary
conditions, like flow conditions at the edge of
the boundary layer, are met.

The test section consists of an upstream
plate, the test plate, a downstream plate, and
the injecting supply system (Figure 4). The
design is such that it permits various plates to
be removed and inserted with ease, thus favor-
ing a large realm of testing possibilities.

Three side walls and the first 12.5 cm (5 in.)
of the upstream plate form a box-like channel
at the exit of the turbulence generator nozzle.
The side walls are fabricated with sharp trail-
ing edges to minimize entrainment of flow
from the surroundings. The downstream plate
is 0.9 m (36 in.) in length. It is attached
directly to the test plate and permits flow mea-
surements at locations of up to x/D=40 down-
stream of the first row of injection. The
injecting supply is provided by a plenum
located behind the test plate. The plenum is
partially constructed of clear Plexiglas® so as
to permit flow visualization. Test plates will
be attached in a fashion that allows exchang-
ing one type of plate with another. All of the
plates will be machined to the same major
dimensions and will be constructed of 25 mm
(1 in.) thick phenolic laminate plate material.
Phenolic laminate is characterized by low ther-
mal conductivity and is resistant to exposure to
a temperature which is continuously in excess
of 250 °C. Since hot-wire anemometry tech-
niques will be employed for measurements,
these properties will help eliminate errors
associated with the near-wall measurements.
Fully-developed flow is provided within the
delivery tubes, which have a length-to-
diameter ratio of 7. The facility will allow
variations of the supply plenum geometry, a
flexibility which will be employed in a com-
plementary, but separate, series of tests. The
initial film cooling configuration that will be
studied will utilize a test plate with a single




row of 11 film cooling holes. The film cool-
ing is to be injected at an angle of 35 degrees
in the streamwise direction and O degrees in
the lateral direction. The holes will be drilled
to a diameter of 19 mm (3/4 in.) and posi-
tioned three diameters apart, center-to-center.

Since measurements will be made with
hot-wire anemometry, significant effort has
been dedicated to the study and qualification
of such measurements. Over the past year,
experience and confidence was gained using
single-wire, cross-wire, and triple-wire
measurements in fully-developed pipe flow
(Laufer, 1953). This appendix is not going
to be attached. In addition, a suitable probe
traversing system has been designed and is
now available for use.

Qualification of the primary flow from
the turbulence generator/combustor simulator
has been a major activity over the last year.
These qualification activities include docu-
menting flow uniformity, turbulence intensity,
and turbulent length scales. The turbulence
generator facility is capable of delivering a
variety of flows by adjusting fan controls. For
this investigation, however, delivery flow with
a mean velocity of 10 m/s and corresponding
turbulence intensity of ~10 percent has been
selected as the reference primary flow. Via
velocity profile measurements at several loca-
tions in the proximity of the injection zone,
the turbulence generator has been shown to
generate a fairly uniform and symmetric flow
field. The average variation in the mean
velocity and turbulence intensity at any loca-
tion was found to be on the order of 5 percent
or less. Figures 5, 6, and 7 depict the flow
variations normal to the wall along the span-
wise centerline. Figures 8, 9, and 10 show the
spanwise variations along the wall normal
centerline.
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The research group has utilized several
different techniques to document the length
scale associated with the turbulence generator
exit flow, including auto-correlation, the fre-
quency power spectra, and the two-point corre-
lation. The auto-correlation (Figure 11) has
yielded an integral length scale of 2.5 cm
based upon the streamwise velocity fluctua-
tion. Computation of length scales via power
spectra for v’, v’, and w’ taken with a triple-
wire probe and the integral scale from a two-
point technique is currently in progress.

A prime objective of this program to
investigate the details and anisotropy of the
three-dimensional flow field inherent to vari-
ous film-cooling configurations within a range
of blowing rates. To properly characterize
these blowing rates, a flow metering system
for the secondary flow has been designed and
fabricated. The flow metering system consists
of two parallel flow sections with a single
flow meter in each. Each flow meter is
composed of two banks of honeycomb with
pressure taps located upstream and down-
stream of the banks. The honeycomb is com-
prised of approximately 500 tubes that are
3 mm in diameter and 133 mm in length. The
flow meters have been calibrated against a
Meriam laminar flow element. They yield a
nearly linear relationship between the volumet-
ric flow rate (SCFM) and the pressure drop
(inches water) between the taps but a quadratic
relation with a weak second-order term pro-
vides a better calibration fit. The meters will
permit monitoring the film cooling flow. In
addition, the variable frequency motor con-
troller for the film cooling supply fan will
facilitate adjusting to the desired blowing
rates.

Presently, all items constituting the
test assembly, except for the initial phenolic



laminate test plate and the various inserts,
have been fabricated. These items will be
assembled into the facility and qualification
measurements will be taken in early August.
The current plans are to test streamwise
injection configurations with low and high
free-stream turbulence and then proceed with
lateral injection studies.

Surface Measurements

A variation of the mass transfer
analogy by which one can obtain effective-
ness and heat transfer parameters for film
cooling was described by Cho and Goldstein
(1993). The surface of a blade is covered by a
layer of naphthalene and its sublimation rate
provides the required information. This
method has a number of advantages; one
experimental setup can produce effectiveness
and heat transfer with great detail, the effect of
variable properties can be studied, and mass
transfer experiments exclude conduction in the
solid wall. The experiments will utilize this
technique. The flat plate with injection holes
is covered with a thin layer of naphthalene and
the local sublimation rate of the naphthalene is
measured after the test plate has been exposed
to the main and secondary film cooling air-
flows in the wind tunnel. In this way, the
mass flow rate into the boundary layer is
known for the given boundary conditions
which, through the analogy, can be converted
to the heat flow rate for the analogous ther-
mal boundary conditions of the film cooling
process.

Two sets of experiments are necessary
to determine both the heat transfer coefficient
and the adiabatic film cooling effectiveness.

In the first experiment, pure air is injected as
the film cooling flow. This is equivalent to a
heat transfer case where the temperature of the
cooling air is equal to the main stream tem-
perature. In the second set, the injected
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(coolant) air is saturated with naphthalene
vapor. This is equivalent to having the film
cooling air temperature equal to the wall
temperature. The film cooling effectiveness
and the heat transfer coefficient for the film ..
cooling process can be calculated from the
results of the two data sets. As an application
of this method, both mass (heat) transfer
coefficient and cooling effectiveness distri-
butions on test surfaces are determined for
normal injection through perforated holes into
a cross-flow (Figure 12). These results
provide the information required to analyze
temperature distributions and overall heat
fluxes around injection holes. This detailed
information will also aid the development of
the numerical models for flow and mass/heat
transfer around film cooling holes. To verify
results from the naphthalene sublimation
method for obtaining film cooling effective-
ness, they are checked against measurements
from the foreign gas sampling method which
is presently used on the same test apparatus.
The naphthalene test plate with an injection
hole is replaced with a metal plate with an
injection hole and 65 sampling taps near the
injection hole. Helium is used as a tracer gas
to produce mixture density ratios near unity.
The local variations in the temperature field
caused by the variations of effectiveness and
heat transfer over the blade surface are par-
tially smoothed by heat conduction in the solid
material of the turbine blade. A knowledge of
this effect is important to the designer in the
evaluation of the cooling achieved by the film
cooling arrangement. Once the distributions of
local heat transfer and effectiveness are
known, the influence of conduction is calcu-
lated numerically using the heat conduction
equation. A temperature distribution in the
film cooled wall is provided for the results
obtained from the mass transfer measurements
(Figure 13). The advantages of compound
angle injection are only recently being
understood.




Under many conditions, jets from
discrete holes can penetrate into the main-
stream and hot mainstream gases flow under
the injected jet close to the surface to be
protected, diminishing the film cooling perfor-
mance. The purpose of the study is to inves-
tigate possible means for improving film
cooling performance with injection through
compound angled holes. Higher and more
uniform film cooling effectiveness is expected
with the compound angle injection due to the
reduced axial momentum and the enhanced
lateral momentum of the secondary flow at the
larger lateral injection angles. The lower axial
momentum and higher lateral momentum
cause the jets to spread more widely in the
lateral direction, rather than penetrate into the
mainstream; this accounts for the higher film
cooling effectiveness, particularly at high
blowing rates. Another advantage of com-
pound angle injection is that a more uniform
effectiveness on the surface results for a wider
range of blowing rates. This can reduce blade
thermal stresses.

An experimental apparatus has been
constructed to determine the combined film
cooling effectiveness and heat (mass) transfer
coefficient on a flat plate for angled injections.
A schematic of the film cooling plate and
naphthalene test surface is shown in Figure 14.
Adjustable false walls are used to ensure a
constant velocity within the test section and to
contain the lateral spread of the injectant from
the film cooling holes for 0° lateral injection,
shown from above in Figure 15. The arrange-
ment for lateral injection is shown from above
in Figure 16. Figure 17 shows the coordinate
system and angle definitions for the compound
injection case. A schematic representation of
the injection system is shown in Figure 18.
The key feature of this system is the use of
naphthalene powder packs to saturate the
secondary (film cooling) fluid with naphtha-
lene vapor for some tests.
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The downstream plate is cast with a
thin layer of naphthalene and the local mass
transfer rate is determined by measuring the
surface elevation of the naphthalene both
before and after exposing the plate to the main
stream and secondary air flow in the wind
tunnel. Two sets of experiments will be con-
ducted (with and without the naphthalene pow-
der packs in Figure 18) for each flow situation
to determine the heat transfer coefficient and
film cooling effectiveness distributions on the
surface. In the first case, pure air is injected

as the secondary flow (py’z =Pyw Py2

= Py OF T, = To). In the secondary case,
air saturated with naphthalene vapor is injected
as the secondary flow (p 42 = Pyw OF

T, = Ty, ). Two angle orientations of film

cooling holes will be investigated in this study
(@ =35° B = 0° and 45°).

In the future, similar film cooling
studies could be conducted in a turbine blade
cascade. In this case, the flow situation is
much more complex than that in a flat walled
wind tunnel test section. Local mass transfer
measurements have been conducted on the
pressure and suction surface of a blade cas-
cade. Figures 19 and 20 show the contour
plots and surface flow visualization for com-
parison on the pressure and suction surface
near the endwall of a linear cascade. The end-
wall surface flow visualization on the same
cascade is also carried out and shown in
Figure 21 for flow clarification.

Temperature distributions near film
cooling holes have been obtained for different
wall thermal conductivities (Figure 22). The
conductivity of the material has been changed
in a range of 1 to 100 w/m °C and the results
show that temperature variation in a wall for
k 220 w/m °C is less than 15 percent of the
overall temperature difference between the



mainstream and coolant. The blade wall
boundary condition is close to a constant
temperature wall boundary condition. Thus,
the data obtained from a naphthalene sub-
limation method, which corresponds to an
isothermal boundary condition, can apply to
the case in an actual gas turbine. Thermal
stress near the film cooling hole occurs due to
temperature gradients. The highest von-Mises
stress (yield stress) is distributed near the front
part of film cooling holes for a normal injec-
tion (Figure 23). The temperature and thermal
stress distributions will give a limit of the gas
temperature for a given film cooling hole
geometry and blowing rate. This analysis can
also be used to help design film cooling holes
to reduce thermal stress.

Computation

Over the years, we have developed the
capability to calculate three-dimensional flow
fields and the associated heat transfer. Turbu-
lence models of different complexity have
been developed for the prediction of complex
turbulent flows. In this research, computa-
tional activities directed at prediction of film
cooling are performed. The computational
work is coordinated with the corresponding
experimental work. Wherever possible, com-
putational results are compared with experi-
mental data available in the literature and
generated in the present project.

The computer programs for the pre-
diction of turbulent flow and heat transfer in
film-cooling situations have been tested. A
large number of film-cooling situations have
been calculated to determine the sensitivity to
various numerical and physical parameters.
One numerical issue examined is the suitability
of a parabolic solution procedure over an
elliptic procedure. Since most film cooling
situations have a predominant flow direction,
the flow can be treated as parabolic, at least
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for small angles of injection. The parabolic
treatment turns out to be sufficiently accurate
for a range of film-cooling situations.

So far, several benchmark solutions
have been obtained for some film cooling
situations by using the parabolic method. We
subsequently plan to obtain elliptic solutions
for the same problems and evaluate the appli-
cability of the parabolic procedure. Relevant
experimental data for comparison with the
benchmark runs are being collected and
analyzed.

Another activity which involves the
inclusion of the upstream plenum in the
calculation domain is in progress. Thus, the
boundary condition for the injected fluid is not
specified at the injection hole. These calcula-
tions that include the upstream plenum are
being done as fully elliptic problems, since no
predominant flow direction is identifiable in
the domain of interest. These calculations will
ultimately enable us to examine the effect of
different hole geometries, upstream separation,
and other complexities of the flow.

Two other issues that are being con-
sidered are the anisotropy of turbulence and
modeling of transition. Advanced turbulence
models are currently being examined for the
prediction of these effects. The chosen models
will subsequently be applied to the film-
cooling situation.

Analysis
Conduction:

A system-level analysis was applied to
the film cooling external and internal flow and
blade surface. This analysis continued from
that documented in the Appendix of Eckert
(1992).




The temperature of a turbine blade is
determined by the combined effects of the heat
transfer from the cooling air as it approaches
the film cooling holes, the heat transfer from
the walls of the holes, the film cooling, and
the heat conduction in the blade wall. The
heat transfer coefficients vary strongly, locally,
which causes temperature variations within the
wall. An order of magnitude analysis resulted
in a simple and quite general equation. The
analysis considers the temperature variation
parallel to the blade surface in a plane normal
to the gas flow and downstream from the row
of holes. The heat flux into the blade surface
has a minimum in the region of the cooling air
streaks and a maximum in between. The
equation describes the effect as the ratio of the
temperature difference in the blade wall,
including the effect of conduction in the wall,
to the temperature difference without wall con-
duction (for zero wall-conductivity). For a
blade of normal dimensions manufactured out
of alloyed steel and with measured heat trans-
fer coefficients, this temperature difference
ratio is 0.04. This means that the temperature
differences are strongly reduced by wall heat
conduction.

2
& =47|;2—k_ (S) +1

s 1)
AT, b, + h)s \b

AT,  temperature variation in the wall

AT, , temperature variation in the wall
fork=0

k thermal conductivity of wall

h,, h, heat transfer coefficients for gas

to wall and on suction side of
cooling air flow

S wall thickness

b spacing of film cooling holes
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A computer calculation studied the
effect of wall conduction and heat transfer
from all parts of the blade surface (suction
side, wall of cooling holes, film cooled sur-
face) on the temperature distribution in the
wall close to the cooling holes. Heat transfer
coefficients were taken from measurements at
this laboratory by Goldstein and Cho. A
normal gas turbine blade and temperature
conditions in a present-day gas turbine were
considered. The calculation was performed as
a check on the influence of the simplifying
assumptions in the preceding analysis. The
computed wall temperature varied in the aver-
age by 90 °C (162 °F) in a direction parallel
to the blade surface and 60 °C (108 °F) nor-
mal to the surface. The resultant temperature
gradients were 100 °C/cm (450 °F/in.) and
80 °C/cm (360 °F/in.), respectively, numbers
which are of interest for thermal stress calcula-
tions. The agreement with the result of the
described analysis is satisfactory.

Convection:

Streaks in the heat transfer coefficient
are also generated on the surface of connec-
tively cooled turbine blades by secondary
flows. Figure 20 (Wang, 1995) presents a
field of local Sherwood numbers, Sh, on the
suction surface of a present-day turbine blade
measured in a cascade tunnel by the naphtha-
lene sublimation method at a chord Reynolds
number of 500,000.

The heat-mass transfer analogy -
exact for constant properties - states that local
Nusselt numbers, Nu, are equal to the Sher-
wood numbers, Sh, at the same Reynolds num-
bers when the Prandtl number, Pr, of the heat
transfer process is equal to the Schmidt num-
ber, Sc, for the mass transfer process. An
empirical correction has to be applied where
the ratio Sc/Pr is different from 1.0 (Goldstein
and Cho, 1995). This leads to the expression



Sh = Nu (ﬁ‘l)‘” 7)
Pr

from which the definition

Nu = —
k

(h, heat transfer coefficient; C, the charac-
teristic length, which, in this instance, is the
chord length; k, thermal conductivity). The
following relation for the heat transfer coeffi-
cient can be obtained.

h - E(lsﬁ)m Sh @
CiPr

This relation will later be used to obtain local
heat transfer coefficients from Figure 19 in
which the abscissa presents the ratio of the
coordinate, s, measured along the blade surface
in mainstream direction to the chord length, C.
The ordinate z along the blade height is also
made dimensionless with the chord length.
The figure presents approximately one third of
the blade height. The ratio z/C=0 is the loca-
tion of the end wall.

Figure 20 shows that large local varia-
tions of the Sherwood number and, therefore,
of the heat transfer coefficient occur at the
stagnation line of the blade (near s/C=0) and
along an inclined line starting at s/C ~ 0.3.
This ridge is caused by the secondary flow
through the blade passage.

For the design of the turbine, one has
to know the temperature field of the turbine
blade. This will be done by a numerical
solution of Fourier’s steady-state, two-

dimensional heat conduction equation. It is
expected that heat conduction in the blade wall
flattens the temperature field as compared to
the field of the heat transfer coefficient, espe-
cially at the location of the two ridges in Fig.
and that a fairly coarse grid system can be
used for the calculation. The required grid
size will be estimated in the following section.

The dashed lines in Figure 24 sketch
the expected shapes of the heat transfer coeffi-
cient and of the wall temperature across one of
the ridges. They are approximated by the full
lines. The direction z points across the ridge
axis. The parameter H, is the maximum varia-
tion of the heat transfer coefficient and h,
denotes here the base heat transfer coefficient
in the neighborhood of the ridge. The parame-
ter b is the location of z at which the heat
transfer coefficient, H, has the value 0.5 H,.
Corresponding terms are used for the tempera-
ture profile.

The local heat transfer coefficient,
h,, approximated by an error-function is
represented as

_22
h=E°+H=E°+H°e(-E) )

The heat conduction equation for the blade
wall is

%, _

—kS de _ho(T —Tw)—hi(Tw_Ti) (6)

(o]

The heat transfer coefficients are defined using
the wall temperature averaged over the width,
B, which is permissible as long as the wall
temperature variation is small compared with
the temperature differences in Equation (6).




Integrated over the width of the ridge,
the equation takes the form

h, (T, -T,) =h(T,-T;) D

subtracting Equation (6) from Equation (7) one
obtains

2o,
"kS =
2

or

&0, /(T,-T,) _ Hos(g)ze-(%)z ©
d(z /by k

The solution will have the form

8,/(T, - T,) = f[H°S(P)2,E) (10

kis/'b

and the half-width of the streaks will be
described by a relation of the form

2 - (5]

Figure 25 presents the temperature field, B, the
half width of the streak, with a similar defini-
tion to that of b. Boundary conditions are
required along the rim of the field. For the
turbine blade, one requires that the temperature
field around the blade be continuous. For a
sample calculation, this will be approximated
by prescribing zero heat flux in the s direction
of Figure 20 at s/C=0 and s/C=1.4. Further,
U, = T, will be postulated at the base. The
boundary condition at the top will be zero heat

11)
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flux in z/C direction which should
approximate the actual condition because the
temperature field T, is essentially two
dimensional away from the endwall.
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Table 1: Schemes for Generating Turbulence
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Grid Grid
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Table 2: Operating Ranges of Parameters

Blowing rate

Hole-to-hole spacing

Inclined angles from surface

Lateral angles from mainstream
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=35
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Figure 5. Streamwise Velocity Distribution at Spanwise
Centerline (z = 13.5" and y = wall normal distance)
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Figure 6. Streamwise Turbulence Intensity Distribution at Spanwise Centerline
(z = 13.5" and y = wall normal distance)
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Entrance section
*Note: only one false wall is shown.

2 False walls

Note: only a few holes are shown for clarity.
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Naphthalene test section
Figure 15.
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Figure 24. Measured and Assumed Shapes of the Convective Heat Transfer Coefficients

Figure 25. Computed Temperature Distribution
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Compatibility of Gas Turbine Materials With Steam Cooling
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Introduction

Gas turbines had been traditionally used
for peak load plants and remote locations as they
offer advantage of low installation costs and quick
start up time. Their use as a base load generator
had not been feasible owing to their poor
efficiency. However, with the advent of gas
turbines based combined cycle plants (CCPs),
continued advances in efficiency are being made.
Coupled with ultra low NO, emissions, coal
compatibility and higher unit output, gas turbines
are now competing with conventional power
plants for base load power generation. Currently,
the turbines are designed with TIT of 2300° F and
metal temperatures are maintained around 1700° F
by using air cooling. New higher efficiency ATS
turbines will have TIT as high as 2700° F. To
withstand this high temperature improved
materials, coatings, and advances in cooling
system and design are warranted. Development of
advanced materials with better capabilities
specifically for land base applications are time
consuming and may not be available by ATS time
frame or may prove costly for the first generation
ATS gas turbines. Therefore improvement in the

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center (METC),

under cooperative agreement DE-FC21-92MC29061 with
South Carolina Energy Research and Development Center,
386-2 College Ave., Clemson, SC 29634-5181; phone:
803-656-2267; Subcontract no. 94-01-SR022.
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cooling system of hot components, which can take
place in a relatively shorter time frame, is
important. One way to improve cooling efficiency
is to use better cooling agent. Steam as an
alternate cooling agent offers attractive advantages
because of its higher specific heat (almost twice
that of air) and lower viscosity.

Steam cooling can lead to several materials
related problems that warrant attention prior to its
introduction in ATS. The most deleterious effect
steam can have on the gas turbine materials is the
hot corrosion aided by deposition of impurity salts
from the steam. The solubility of salts in steam
generally increase with increasing temperature and
increasing pressure of the steam. As the steam
flows through cooling passages, the steam
pressure will be dropping which may lead to salt
deposition from steam. The salt deposits can lead
to enhanced corrosion and oxidation problems.
Number of cases of hot corrosion by Na,SO,
deposits in gas turbines have been reported. The
problem can be worse in the case of steam cooling
because of presence of the chloride ions in the
steam. The other major problem associated is the
heavy internal oxidation of Al containing alloys.
The extent of internal penetration of oxides and
the large y' depleted zone associated with it may
cause severe degradation in mechanical properties.
This in combination with hydrogen damage due to
dissociation of steam at high temperatures, may
pose severe problem.



Objectives

Information on steam/materials interaction
is mainly available for materials relevant to steam
turbines, boilers and heat exchanger tubes. The
effect of steam on superalloys is little known. For
the continuous reliable operation of gas turbines
this information is very vital, so that alternatives
can be considered and allowances can be made.
The objective of this research program is to
investigate performance of gas turbine materials
in steam environment and evaluate remedial
measures for alleviating the severity of the
problem.

During the first year of this AGTSR funded
project the emphasis was on the investigation of
the nature and the extent of the problem that may
be encountered, if any. This study demonstrated
that hot corrosion can be a severe problem in case
of steam cooling. In the next two years following
issues will be studied.

A, Long terms effects of low impurity level
steam environments.

B, Studying the effect of variables such as
temperature, pressure and stress on the mode and
kinetics of attack.

C Effectiveness of different techniques such
as use of protective coatings and inhibitors for
mitigating the material degradation in steam
environment..

Apart from these technical objectives, important
goals from the academic point of view are to
educate students about issues relevant to gas
turbine industry and to establish a close university-
industry relationship.

Project Description:

For the first year of research, the emphasis was on
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investigating the nature and extent of material
degradation and its relation with steam chemistry.
For this three superalloys commonly used in gas
turbines were exposed to three steam
environments containing different impurity levels
for periods ranging from two to six months. In this
paper, the results of this research has been
summarized. In the next phase of the research
programs following tasks will be accomplished.

A. Long Term Testing in Low Impurity Steam
Environment

Land based gas turbines are designed for long
uninterrupted trouble-free operation. Therefore,
for the reliable life prediction, long term kinetics
data at low impurity levels are required. The
typical steam pressures likely to be present in the
cooling holes is about 140 psi'. The high steam
pressure may have a significant effect on
deposition of salts as well as on oxide scale
morphology. Therefore steam pressure in the
planned experiment will be maintained at levels
closer to the actual industrial environment. The
duration of the tests will be 12 months. this test
will be carried out on both aluminide coated and
un-coated superalloy specimens.

B. Measures to reduce the severity of problem:

1. Coatings: One possible solution for
mitigating the severity of material degradation in
cooling hole channels is the use of protective
coatings. The two types of protective coatings
used in gas turbine industry are MCrAlY and
aluminide diffusion coatings. MCrAlY coatings
tend to be more hot corrosion resistant than
aluminide coatings whereas aluminide coatings
tend to provide better resistance to high
temperature oxidation. Since aluminide coatings
can be formed with a relative ease in the internal
cooling holes using CVD, aluminide coatings are
likely candidate as internal cooling hole coating
material. Therefore, the exposure studies will be




carried out with aluminide coated superalloy
specimens to evaluate their effectiveness in
retarding the hot corrosion problems in steam
environment.

2. Inhibitors: Some studies® have indicated
the beneficial effects of alkaline earth metals
particularly Ba on inhibition of hot corrosion of
superalloys. Ammonium dichromate is also known
to alleviate hot corrosion by providing extra
chromium needed for hot corrosion resistance.
These water soluble compounds will be added to
feedwater and the effect on the steam induced hot
corrosion will be evaluated.

C. Effect of other variables

1. Temperature: Temperature significantly
influences both the kinetics and the morphology
of hot corrosion. It is important to investigate the
possibility of type II hot corrosion in superalloys in
the presence of steam. The existence of type I or
IT hot corrosion depends on temperature. In this
study therefore, depth and morphology of attack
will be monitored as a function of time at four
different temperatures in the range 1500-1700° F.

2. Stress: For the turbine blade application,
the effect of stress is likely to be critical. The
proposed study will aim at understanding whether
there is any synergetic effect between stress and
salt deposit induced hot corrosion. Five different
stress levels will be used at a chosen temperature
and the specimens will then be examined
metallographically to determine the severity of
attack.

3. Pressure: The steam pressure can
significantly influence the salt deposition process
thus affecting the hot corrosion behavior. Also
pressure may have some effect on oxide
morphology and growth. These effects will be
studied by carrying out the experiments at different
pressure levels.
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Experimental Techniques

The alloys chosen for the study are IN 738, X-45
and IN 617 which are commonly used for blade,
vane and transition piece, respectively. The
specimen geometry is cylindrical with a 1/4"
diameter central bore through which steam is
passed. Steam is made to pass through three
different samples arranged in a series.

In order to study the effect of impurity contents,
three different steam environments are used
namely "aggressive", "mild" and "pure". A multiple
steam generator was specially designed and
fabricated to accomplish this task. Steam is
generated by passing water through IN-600 heat
exchanger pipes housed in a 5000 Watts radiative
furnace. For "aggressive" steam environment,
Na,SO, and NaCl salts are added to water. The
concentration of each salt is kept at SO ppm in
the water used for "aggressive" steam and 5 ppm
each for "mild" steam generation.

In all cases, two types of tests are performed:
simple exposure tests and ex-situ EIS. In the latter
case, the progress of corrosion/oxidation is
monitored as it occurs. All the specimens are
housed in two furnaces; one for the
Electrochemical Impedance Spectroscopy (EIS)
tests and other for the exposure tests. The furnace
housing test specimens for EIS studies are opened
periodically (biweekly) for performing ex-situ EIS
studies on the specimens, following which they are
returned to the furnace. The material damage is
identified using Scanning Electron Microscopy
(SEM), Energy Dispersive X-ray Spectroscopy
(EDS) and conventional metallography at the end
of the test period for exposure tests.

For EIS testing, outer surface of the specimen is
soldered to an electrically conducting wire. Since
in this case the surface of interest is the inside
surface, the outer surface is masked with
MICCROSTOP® polymer paint. The cylindrical



specimens are immersed in an aqueous electrolyte
containing a highly reversible redox [Fe(CN)¢J*
/[Fe(CN)4]* system at ambient temperatures. The
specimen is held horizontal. The potential of the
specimen is measured with respect to a Saturated
Calomel Electrode (SCE) which was kept at the
bore of the specimen. Graphite rods are used as
counter electrodes. A sinusoidal voltage
perturbation of about 10mV amplitude was applied
and the response of the system is measured. The
impedance spectrum was measured over a wide
frequency range (1 mHz to 100 KHz) using a
lock-in amplifier.

Results and Discussion

Microstructural Evaluation

Figure la shows scale thickness measurements
taken at the end of the test periods. These values
are averages of thirty measurements. The figure
shows that the oxide thickness observed after two
months exposure period in "aggressive"
environment is comparable to the thickness
observed after four months exposure in "mild"
environment for IN 617 and IN 738. The internal
penetration depth in the case of "mild" steam
environment however is larger than "aggressive"
steam environment for all the three alloys. The
"mild" steam exposure was four months compared
to two months in "aggressive" steam. Thus the
results may indicate incubation time for the attack
during which salt deposition and protective oxide
brekdown are occurring. For IN 617 and X-45 the
oxide scale thickness observed for "clean" steam
environment is less or similar to what was
observed for "aggressive" and "mild" environment
even though the exposure time in "clean" steam
environment was longest at six months. IN 738
however shows a contrary trend showing very
high oxide scale thickness and internal penetration
depth of oxides after six months exposure in
"clean" steam environment (Figures la and 1b).
This data may indicate that IN 738 is more
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susceptible to oxidation damage in steam
environment, whereas IN 617 is more susceptible
to hot corrosion attack in the presence of
impurities in steam environment.

Figure 2a shows the micrograph of IN 738 cross-
section after 6 months exposure in "clean" steam
environment. Figure 2b is the x-ray dot map of the
area shown in figure 2a broken into six elemental
surveys. It shows top oxide layer to be rich in Cr
and Ti while beneath the oxide scale there is a
severe penetration of Al rich tentacles, indicating
heavy internal oxidation of aluminum. As evident
from figure 2c, there is a severe depletion of y'
because of this attack. IN 617 also showed
similar type of attack. However, the extent of
internal penetration of Al rich oxides was much
smaller. In X-45, the oxidation damage is smallest
for all environments compared to IN617 and
IN738. The oxide layer in X-45 was observed to
be Cr rich and internal penetration damage was
mainly restricted to interdendritic boundaries.

Figure 3 is the electron micrograph indicating the
microstructural damage of IN 617 observed in the
"mild" steam environment. Locations of
compositional microanalysis are labelled on the
micrograph. The results from this semi-
quantitative micro-analysis are depicted in figure
3. Results show the oxide layer to be Cr rich.
Some nickel and aluminum rich sulfur containing
particles were also observed. This type of
morphology was observed in IN 738 and IN 617
in "mild" as well as "aggressive" steam
environments.

Mechanism of Degradation

Oxidation of superalloys in air/oxygen is a well
studied phenomenon*’. The growth rates of NiO
and CoO are too rapid to permit their presence at
steady state in the oxidation of a practical alloy. In
superalloys, Al,O; and Cr,O; rich oxide films
formed on the surface are responsible for high




temperature oxidation resistance. For a nickel base
alloy to form a Cr,0O; rich scale in air, it must
contain 15% or more chromium and less than
about 5% aluminum. Whereas alloys with more
than about 5% aluminum form ALQ; scale. It has
been suggested that the critical value of Cr/Al ratio
seperating ALQ,formers from Cr,0, formers is 4.
For Cr/Al ratio higher than 10, there is tendency
for a preferential attack on alloy grain boundaries
largely because of grain boundary carbide network
there. Conventional cobalt base alloys generally do
not contain aluminum and are consequently Cr,0,
formers. Al,O; formers have scale morphology
characterized by a thin continuous layer of Al,O,
adjacent to the metal substrate. The Al,O; may be
covered by an external layer of another oxide or
other oxides may be dissolved in it, depending
upon composition. Generally internal oxidation is
absent behind the continuous scale. The scale
morphology in Cr,0; formers containing
considerable aluminum is characterized by a
predominantly Cr,O; layer with internal oxidation
of aluminum just beneath, resulting in tentacles of
Al O, directed into the alloy as the Al activity is
not sufficiently large to form a continuous scale.
Other oxides may be dissolved in the Cr,0, layer
or may exist below or above of'it. Generally higher
Al content alloys show better resistance to
oxidation owing to better protective properties of
the Al O, scales.

However, the trend observed in steam
environment is quite the opposite. IN 738 which
has higher Al content and should have shown
higher reistance to oxidation shows more
oxidation damage than IN 617 in steam
environment. To explain this abnormal behavior
following mechanism is proposed.

Oxidation in steam environment may take place in
two steps

Hzo """ > H2 + 1/2 02 (l)
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M + 1/2 0, > MO @)

The overall reaction being

M + H,O ------- > MO + H, ?3)

Figure 4 plots equilibrium partial pressure of
oxygen in H,0-O-H system as a function of
temperature using thermodynamic data for
equation 1. For most of the elements used in
superalloys, free energy change for reaction 3 is
negative which indicates that at equilibrium,
reaction 3 may go to near completion. In fast
flowing steam, conditions are far from equilibrium.
Because of low residence time of steam with the
alloys, extent of reaction 3 will be limited and
oxygen potential in the environment may well be
decided by equation 1. As a result, oxidation rates
of pure metals in steam would be much lower than
in air because of reduced Po, levels in steam
environment. Aluminum has the most negative free
energy of oxide formation and hence can form
oxide at lower oxygen partial pressures comapred
to other elements such as Ni, Co, Cr and Ti.
Therefore it is prone to internal oxidation as the
oxygen diffusing into the lattice may be sufficient
to selectively oxidize Al. Higher the aluminum
content higher will be the severity of internal
attack. However at sufficiently large aluminum
level, continuous ALOQ, scales may form which will
provide oxidation resistance.

The compositions of the alloys used in this
research program are listed in table 1 . All the
three alloys are Cr,0; formers. However these
alloys have differing amounts of Ti and Al which
make their oxidation response different. IN 738
has higher Al and Ti levels and though they are
not sufficient for continuous scale formation, it is
high enough to cause damage by internal
penetration of Al-rich oxide stringers. IN 617 has
lower levels of these elements leading to a lower
internal penetration attack. X-45 which has a very
large Cr content and no compositional Al shows



the lowest damage.

The low Po, in steam environment may have also
significant effect on hot corrosion. The lower
stability of oxides in this case may lead to
increased sulfidation as well. However, this could
not be proven conclusively from these experiments
because of the uncertainties involved in the onset
of salt deposition. The actual time of the onset of
salt deposition may affect the kinetics of
sulfidation. Therefore hot corrosion in steam
environment will be investigated by first coating
the superalloy pins with salt and then exposing
them to steam.

Electrochemical Testing

The electrochemical impedance behavior of an
alloy with an oxide layer over it can be modelled
using an electrical analog model (transmission line
model) as shown in figure 5a. For a perfect oxide
layer the oxide/metal interface will not play any
role. The electrochemical impedance spectrum in
this case , represented by the Nyquist plot will be
perfectly semicircular completely dominated by
oxide layer characteristics. However in these
studies, the oxide layer is far from perfect.
Because of discontinuities or defects present in the
oxide film, ionically conducting low resistance
paths perpendicular to the coated surface may
penetrate to the metallic substrate. As a result, the
double layer at the metal/electrolyte interface will
also play an important role. Therefore, for an
oxide layer with a number of defects, there will be
an overlap of the double layer and oxide film
characteristics. The equivalent circuit in this case
could be represented as shown in figure 5b. This
results in flattening of the impedance spectrum.
Also, the presence of these defects lead to the
depression of the semicircle below the real axis’.
As the number of defects increases, the spectrum
will become more and more complex. This type of
behavior is apparent in the case of X-45 and IN
617 alloys shown here after exposure to "clean”
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steam environment (figures 6a and 6b). In the case
of IN 738, the diameter of semicircle in Nyquist
plot appears to be increasing with exposure time
till 6 weeks reflecting the increase in thickness of
the oxide film with time, without introduction of
many defects. After 6 weeks however the trend
reverses reflecting the degradation of the oxide
film (fig. 5¢). Even though "clean" steam exposure
studies showed IN 738 to be most susceptible to
degradation after six month exposure, at shorter
times the oxide film was observed to be thin and
uniform. This is reflected in the EIS short term (6-
8 weeks) data which indicates IN 738 to be less
susceptible than IN 617 or X-45. Thus again the
results seem to indicate that the susceptibility of
low Al content IN 738 is time dependant and that
the internal penetration attack on this alloy become
more pronounced with time. In all the three
alloys, after long exposure times, the complexities
because of heterogeneities induced by a large
number of defects have made the estimation of
numerical values from the results rather difficult.

Applications

This study has been helpful to understand the
steam-superalloy interaction at high temperatures.
A mechanism was proposed to explain the oxide
morphology of these superalloys in steam
environment. Following inferences can be drawn
about the oxidation and hot corrosion behavior of

nickel and cobalt based alloys in steam
environment
1. Cr,0, forming alloys containing

considerable amount (1-4 wt. %) of aluminum
such as IN 738 are susceptible to heavy internal
oxidation of aluminum.

2. High Al (>5 wt%) alloys in which case
continuous Al,Q, scale can be formed may not be
susceptible to such attack.

3. Deposition of salts from steam will




accentuate hot corrosion problems. Alloys with
higher Cr content such as X-45 are generally less
prone to hot corrosion. The greater damage
observed in IN 617 make this alloy less attractive
for gas turbine applications with steam cooling.

4. Electrochemical impedance spectroscopy
was found to be a good non-destructive technique
to evaluate microstructural damage especially in
the early stages of the attack. The technique has
the potential of proving very useful in
understanding the kinetics and mechanism of
attack.

Future Activities

As mentioned earlier in the objectives section, the
future rresearch will focus on the following
aspects:

1. Long term effects of steam exposure

2. Evaluation of the efffect of pressure,
mechanical stree and temperature on the kinetics
of the attack.

3. Understanding the mechanism of the attack and
identifying the species responsible for the
degeadation.

4. Evaluate the efficacy of protection techniques
such as protective coatings and inhibitors.
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Figure 1: Oxide scale thickeness and internal penetration depths at the end of test periods in
"aggressive", "mild" and "clean" environemnts at 1600°F.

(a) Oxide scale thickness
(b)  Internal penetration depth of oxidation or corrosion products.
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(b)

Microstructural degradation of IN 738 in "clean" steam environment after six months

exposure.
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Microstructural damage in IN 617 after four month exposure to "clean" steam
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C Mn | Si Cr Ni |Co | Mo W | Ta Nb | Ti Al B Zr
Inconel [0.07 |05 05 |22 bal. | 12.5 {9.0 -- -~ - 0.3 1.0 -- --
617
IN-738 0.11 | -- - 16 bal. | 85 1.7 26 (1.7 0.9 34 34 0.01 | 0.05
X-45 0.5 0.7 |07 255 |10 |bal |- 75 | -- -- -- -- - -
Table 1: Nominal Chemistry of the alloys
1 40E-05
1.20E-05
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Po: 8 00E-06
PH.0 +PH: .
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4 00E-06 :
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200E-06 Z :
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Temperature F
Figure 4: Equilibrium partial pressure of oxygen in H,0-O-H system at different temperatures.

It shows that oxygen partial pressure is very small in steam environment at
temperature of interest. However at higher temperatures the dissociation of steam

becomes easier.
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Rs = Solution Resistance

Rp = Oxide Resistance Perpendicular to Surface
W\_D—L_ Zm = General Impedance Characterizing
— | Electrochemical Reactions at Metal / Oxide

T — Interface
Co Co = Oxide Capacitance
(a)
~ R -
LA R = Interfacial Reistance Tangential to Surface

Ri = Interfacial Resistance

(b)

Figure 5: (a) General electric equivalent circuit model for coated metal system. For an ideal
oxide layer the value of Zm will be zero.
(b) For the nonideal case where there are a number of short circuit paths are
available for ionic conduction through defective oxide layer, Zm can be replaced
by n unit cells in series. The unit cell can'be represented by the equivalent circuit
diagram as shown in figure 9b.
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Abstract

This paper describes a novel approach
based on fluorescence imaging of thermo-
graphic phosphor that enables the simultaneous
determination of both local film effectiveness
and local heat transfer on a film-cooled sur-
face. The film cooling model demonstrated
consists of a single row of three discrete holes
on a flat plate. The transient temperature
measurement relies on the temperature-
sensitive fluorescent properties of europium-
doped lanthanum oxysulfide (La,0,S:Eu*)
thermographic phosphor. A series of full-field
surface temperatures, mainstream temperatures,
and coolant film temperatures were acquired
during the heating of a test surface. These
temperatures are used to calculate the heat
transfer coefficients and the film effectiveness
simultaneously. Because of the superior spa-
tial resolution capability for the heat transfer
data reduced from these temperature frames,
the laser-induced fluorescence (LIF) imaging
system, the present study observes the detailed
heat transfer characteristics over a film-
protected surface. The trend of the results
agrees with those obtained using other
conventional thermal methods, as well as the

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under Contract
DE-FC21-92MC29061 with Carnegie Mellon University,
5000 Forbes Ave,, Pittsburgh, PA 15213; telefax:

[412] 268-3348.

liquid crystal imaging technique. One major
advantage of this technique is the capability to
record a large number of temperature frames

over a given testing period. This offers
multiple-sample consistency.

Nomenclature
d Injection hole diameter.

G Mass velocity = p V.

h Heat transfer coefficient in
q = h(T-T,).

h Heat transfer coefficient in
q= h-ln(']-‘m"T\.‘.')-

hy Heat transfer coefficient without
injection.

k Thermal conductivity.

M Blowing ratio = p;V,/p,,V,..
Nu  Nusselt number.
Pr Prandtl number.
q Heat flux.

Re Reynolds number.

Time.
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T; Initial temperature.

T Coolant temperature.

T, Mainstream temperature.
T, Reference temperature.

T,(t) Wall temperature at time t.

Vi Coolant velocity.

V.,  Mainstream velocity.

o Thermal diffusivity.

n Effectiveness = (T,-T,)/(T¢T,,)-
P Density of mainstream.

Pm Density of cooling film.

T Time step.

0 Dimensionless temperature = (T;-T,,)/
T, T

Introduction

This study examines the heat transfer
characteristics of film cooling through a single
row of discrete injection holes on flat surface,
using a laser-induced fluorescence (LIF) ther-
mal imaging system based on a thermographic
phosphor. Film cooling is one of the most
effective means for thermal control of gas tur-
bine components subjected to intensive heat
load. While research concerning film cooling
has been very active for several decades, most
of the studies were performed under near room
temperature conditions. This is largely attrib-
utable to the limited thermal measurement
capabilities in a high-temperature environment.
As a result, many important effects pertaining

to large temperature differential in the system,
such as the coolant-to-gas thermal property
variations, are unable to be explored effec-
tively. With a proper choice of the phosphor
material, the measurement approach present in
this paper can be extended to high temperature
applications.

Certain thermographic phosphors whose
fluorescence intensity and/or lifetime are
temperature sensitive have been successfully
used for surface temperature measurement.
Goss and Smith (1986) determined local sur-
face temperatures during the combustion of the
test specimen using the ratio of two emission
lines of dysprosium-doped yttrium aluminum
garnet (YAG:Dy*) crystals embedded in a
thermal-setting plastic. Lutz et. al. (1988) and
Noel et. al. (1990) used the approach based on
the fluorescence lifetime sensitivity of certain
rare-earth phosphors for temperature measure-
ments on a heated turbine disk and on a first-
stage stator vane in an operating turbine
engine, respectively. While previous studies
involved primarily discrete-point measure-
ments, Chyu and Bizzak (1993, 1994) recently
reported a detailed two-dimensional surface
temperature measurement using an approach
combining the thermal sensitivity of emission
intensity and decay time. The particular ther-
mographic phosphor they used is europium-
doped lanthanum oxysulfide (La,0,S:Eu*).

The present study was based on the
approach by Chyu and Bizzak (1993, 1994), in
conjunction with a transient measurement
technique, to simultaneously determine the
film effectiveness and heat transfer coefficient.
The particular LIF system used here exploits
the temperature sensitivity of both the fluores-
cence intensity and the lifetime of certain
emission lines. Fluorescent images of the
temperature sensitive 512-nm triplet, along
with that of the relatively temperature-
insensitive 620-nm emission line, are acquired.



The ratio of the integrated intensities of these
two emissions, which can be accurately cor-
related to temperature and intensity data from
a reference isothermal surface image, permits
the determination of temperatures at several
discrete locations on the test surface.

To evaluate the capability of the LIF
system in measuring the transient characters of
three-temperature heat convection case, film
cooling through a single row of injection holes
is selected for the demonstration. Both the
local film effectiveness, 1], and local heat
transfer coefficients, h, are determined simul-
taneously using the temperature measurements
of a single test. The results are then compared
with those obtained from other methods to
allow assessment of the measurement capabili-
ties of the LIF thermal imaging system.

Three-Temperature System

In case of general two-temperature
force convection situation, the local surface
heat flux is expressed as

q = hy(T,-T,) &)
where T, and T, are the wall temperature and
the mainstream temperature, respectively, and
h is the convective heat transfer coefficient.
The heat transfer coefficient, h,, is usually
considered as a function of primarily aero-
dynamic character of the flowfield. For a
given flowfield, h is, therefore, a constant
locally and can be determined by measuring q
together with T,, and T,.

In a film cooling system, temperature
of the coolant injected from a cooling hole or
a slot emerges as a third temperature that also
control the heat transfer process in the system.
Hence a system as such is termed three-
temperature problem. One way to relate the
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surface heat transfer (q) and a heat coefficient,
h,, is

m?

q = hy(T,-T,) @)
Although the expression is somewhat conve-
nient in nature and bears great similarity to
Equation (1), h, is not a constant quantity as
h, is, since the temperature difference between
the mainstream and the wall, T -T,, is not a
true driving potential of heat transfer. An
alternative way to express the surface heat flux
is

q=h(T-T,) 3)
where T, is the reference temperature, and
T-T, represents the true driving potential for
maintaining h, as a constant, and is actually an
unknown. It can be considered as the mixing
temperature of two interacting streams just
above the surface. To find the unknown T, in
terms of known quantities T,, and T; (the tem-
perature of mainstream and coolant film,
respectively), a dimensionless temperature is
defined as film cooling effectiveness (1)

n= (Tr-Tm)/ (Tf" Tm) (4)

Thus,

T, = MT+(1-)T, 5)
Applying the analytical result of a semi-
infinite solid whose surface is suddenly sub-
jected to a step change in ambient temperature,
that is

Tl oo
=1-e
T -T. P

r 1

blaty re V2 (6)
k? k

Replacing T, in Equation (5) by Equation (4),
the relationship of T,,, T;, T, and T; can be




expressed as the following equation, with two
unknowns, h and 7.

T, -T,=[1 -exp (@) erfc (9—@)] *
k* k ™

INT+(1-n)T,-T]

In a real experiment, either T, or T,
may not be a true step function, hence, by
Duhamel’s theorem, the temperatures are
represented as a series of superimposed time
step changes. Equation (7) can be written as

N
T,~T;= £ Ut-)I1-n)AT, +AT,] @)
j=1

where:

h? h
U(t—tj)=1—exp[Pa(t—rj)]erfc[i‘/a(t—‘rj)] )]

To evaluate h and 1, it is necessary to
obtain two equations involving those two
unknowns. The wall temperature data moni-
tored by the laser-induced fluorescence (LIF)
imaging system, in conjunction with the tem-
perature history data of both coolant film and
mainstream measured by thermocouples, yields
several equation sets which allow simultaneous
determination of h and 1. One unique feature
of the present LIF-based measurement
approach is the capability of acquiring multiple
solution sets (with different elapse-times)
under a single transient test. These multiple
solution sets can minimize the uncertainty of
the calculated h and 7.
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Laser-Induced Fluorescence Imaging
System

The LIF imaging system employed for
the present study is shown schematically in
Figure 1. The major elements of the system
include (1) phosphor excitation laser,

(2) fluorescence image detector, (3) image
processing and control subsystem. While
detailed description of the system has been
given in earlier studies (Bizzak and Chyu,
1995 * use the scientific instrumentation
paper), a brief discussion is given below.

Ultraviolet (UV) excitation of the
phosphor coating of the test surface is pro-
vided by the tripled output (355 nm) of a
ND:YAG pulsed laser. The tripled output
from the laser is generated by passing the
1064-nm primary output through a harmonic
generator, to obtain a beam of 355 nm wave-
length light, along with residual components of
the primary and first harmonic (532 nm).
These undesired portions of the laser beam are
then effectively separated and eliminated by a
beam splitter assembly. The energy of the
355 nm output beam from the splitter, which
is delivered over a 5 to 6 ns pulse, is approxi-
mately 75 mlJ.

The critical element of the LEF thermal
imaging system is the thin layer of europium-
doped lanthanum oxysulfide (La,0,S:Eu*?)
phosphor that is applied to the test surface.
When subjected to UV excitation, this phos-
phor fluoresces in the visible spectrum. The
emission spectrum of this phosphor (as for
other rare-earth doped phosphors) consists of a
number of sharp emission lines, and certain of
these lines exhibit a temperature sensitivity
that is manifested in changes to both the
fluorescence intensity and decay time. For
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Figure 1. Apparatus Schematic ‘

La,0,S:Eu™, the steady-state intensity of the
512 nm emission triplet decreases by a factor
of 2.5 as temperature is increased from 20 to
60 C, while the lifetime of this temperature
range decreases by an order of magnitude.
Collection of the fluorescence signal during its
decay permits a precise determination of tem-
perature based on both of these sensitivities.
However, since the initial fluorescence ampli-
tude at a given surface location is dependent
on both the excitation energy and phosphor
coating density, use of the 512 nm fluores-
cence signal alone may be unable to yield
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accurate two-dimensional thermometry. To
compensate for these spatial variations in the
signal, the intensity of the 512 nm emission
triplet is ratioed to that of the 620 nm emis-
sion. The intensity of the latter emission
(which is relatively immune to temperature)
provides a reference signal whose intensity
variation, due to spatial nonuniformity in
excitation energy or phosphor density, is iden-
tical to that of the 512 nm emission. As a
result, this intensity ratio can be accurately
correlated to temperature regardless of the
absolute magnitude of the local emissions.




The fluorescent image of both 512-nm
and 610-nm lines over the test surface fol-
lowing excitation is collected by a 150 mm
enlarger lens and split into equal length optical
paths that are focused side-by-side onto an
image intensified-CCD detector. One optical
path passes through a 510 nm narrow bandpass
filter, while the other is directed through a
620 nm bandpass and a neutral density filter.
The neutral density filter is required to reduce
the intensity of the 620 nm fluorescence signal
to a level comparable to that of the 510 nm
signal, because the intensity and lifetime of the
620 nm emission is considerably greater than
that of the temperature sensitive 510 nm
emission.

The major components of the imaging
subsystem include a gate pulse generator, a
detector controller, and a microcomputer for
- overall system control. Concurrent with laser
excitation, the detector simultaneously records
images of the surface at the emission-line
wavelengths of interest. The timing and dura-
tion of image acquisition are controlled by the
gate pulse generator, which issues a square-
wave pulse that enables the image intensifier.
The duration of this pulse defines the fluores-
cence signal integration period. The pulse
generator in this study is set to issue a 40-ps
pulse approximately 280 ns in advance of laser
firing. To prevent exposure of the detector
during readout following image capture, the
controller disables the pulse generator until
image data have been read and stored to disk.
Finally, a 80486 processor based computer
provides overall system control and is used in
image post-processing to calculate emission
intensity ratio values which are then used in
conjunction with the phosphor calibration to
determine local surface temperatures.
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Experimental Setup and Procedure

The apparatus for the film cooling tests
is shown schematically in Figure 1. The test
surface is part of the duct wall, with a constant
area of rectangular cross-section; secondary
flow is injected through a single row of three
circular tubes with 30 degrees inclined angle
ending flush to the test surface. Near the
injection holes, a thin layer -- about 25 pm --
of La,0,S:Eu* is coated on top of the test
surface. Since this layer is so thin and pre-
sents virtually no thermal resistance, the mate-
rial properties of the test section (Plexiglas)
are used to calculate the local heat transfer
coefficient and film effectiveness, based on
Equations (7) and (8). During the test run the
laser beam is expanded using a cylindrical
concave lense to excite the phosphor on the
test surface emitting fluorescence. The shone
area is about 10 mm in width over all the test
surface, as shown in Figure 2.

Laser Excitation area

Measured

Figure 2. Laser Excitation Area

The air supply is divided into two
paths, mainstream and secondary injection.
The desired volumetric flow rate is set using a
regulator in conjunction with a Pitot tube in
the mainstream, and using a rotameter in the
coolant film path. Metered flows are then



heated using tubular heaters, with their tem-
peratures monitored by thermocouples. The
coolant-to-mainstream mass flux ratio is set
to 0.2. The mainstream temperature in the
range of 45 to 50 °C is reached within

40 seconds; the coolant temperature is kept at
room temperature.

Prior to conducting the test, an isother-
mal fluorescent image (that is the fluorescent
image of the test surface maintained in ambi-
ent air temperature) must be taken as a refer-
ence image for later use in data processing. A
transient test is initiated by switching on the
gate valve and routing the flow pass through
the path of mainstream and coolant film. A
PC-based data acquisition system is initiated at
the same time to record the temperature his-
tory of both the mainstream and coolant film.
Each fluorescent image is acquired after the
initiation of flow, but before 100 seconds have
elapsed. Each image frame represents the
integrated fluorescent signal accumulation over
11 laser pulse -- or 1 second -- with the signal
integration period following each pulse being
40 ps. The time from the initiation of test to
collection of the first image, and the time
between the collection of each image is
clocked using a stop watch.

Following acquisition of the raw fluo-
rescent image data, the PC starts to execute an
image processing program and calculate both
the film effectiveness and heat transfer coef-
ficient for 174 locations on the test surface.
For each surface location, intensity data from a
5 x 5 pixel array (which corresponds to an
area of 0.8 mm by 0.8 mm viewed from 1 m
distance) are used to calculate local surface
emission-line intensity ratios. These intensity
ratios are then divided by the value of inten-
sity ratio at the same surface location obtained
from the isothermal reference image. These
"corrected” intensity ratios may be converted
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to temperature using a phosphor calibration
curve. To permit direct determination of tem-
perature however, the generic phosphor cali-
bration data must be normalized by the value
of the emission intensity ratio at the reference
temperature. The temperature data for two
different frames then serves as input to a soft-
ware routine that implicitly solves Equa-

tions (7) and (8) for obtaining local heat
transfer and local film effectiveness simultane-
ously. Since there are 11 data sets for dif-
ferent timeframes, the solution of h and 1 can
use up to 55 combinations and produces much
accurate results than those based on only
single combination.

Results

Figures 3 and 4 give the contour plots
of film effectiveness and heat transfer coeffici-
ent for the case of M = 0.2, respectively. The
results shown here are those in the near wall
region; i.e., x/d < 5.2. Due mainly to experi-
mental difficulty, data of such nature have
little been reported in the literature. As a typi-
cal case of film cooling with a low blowing
ratio, both film effectiveness and heat transfer
coefficient generally decrease toward down-
stream. Their magnitudes are higher along the
injection axis directly behind the coolant holes
and lower in the region between holes. There
is no indication of the coolant liftoff that is
often encountered in the cases with larger
blowing ratios.

Figures 5 and 6 shows the distributions
of the spanwise averaged film effectiveness
and heat transfer coefficients, respectively.
Reflecting the same phenomena shown in the
contour plots, both figures reveal decreasing
trend along the streamwise direction. Also
present in the figures are some corresponding
data available in the literature using dif-
ferent, while more conventional, measurement
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techniques. The present results compare very
favorably with those of earlier studies.
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Distribution

The uncertainties of the present data,
based on the transient method suggested by
Moffat (1985), are 0.76 percent for local heat
transfer, and 2.2 percent for film effectiveness.
This estimate encompasses the uncertainty in
the calculation of these two parameters due to
the measurement errors of initial temperature,
wall temperature and mainstream temperature,
the error in timing the initiation of working
fluid and LIF system, and that of the thermal
and mass properties for test surface. As for
repeatability, the maximum deviation of heat
transfer is 10 percent, the deviation of film
effectiveness is 7 percent, occurring at the
edges; the h and 1) value there is 28 and 0.59
respectively. Therefore this deviation repre-
sents an error of +£2.8 in h and +0.04 in 7.

Conclusions

Through the examination of the local
heat transfer and effectiveness of cooling film
injected from a single row of injection holes
on flat surface, this study has demonstrated the
efficacy of the LIF thermal imaging technique
for transient two-dimensional surface tempera-
ture measurement, suitable for calculating



h and m simultaneously for a three-temperature
heat convection situation. Based on these
results, and the inherent advantages in
temperature measurement, such as nonintrusive
measurement and high spatial resolution capa-
bilities, etc., the present system promises to be
a powerful optical technique suitable for use in
the studies of gas turbine heat transfer. The
operational principle of the three-temperature
system approach is readily applicable for high-
temperature applications.
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Abstract

The physics of the film cooling process
for shaped, inclined slot-jets with realistic slot-
length-to-width ratios (L/s) is studied for a
range of blowing ratio (M) and density ratio
(DR) parameters typical of gas turbine opera-
tions. For the first time in the open literature,
the effect of inlet and exit shaping of the slot-
jet on both flow and thermal field characteris-
tics is isolated, and the dominant mechanisms
responsible for differences in these characteris-
tics are documented. A previously docu-
mented computational methodology was
applied for the study of four distinct con-
figurations: (1) slot with straight edges and
sharp corners (reference case); (2) slot with
shaped inlet region; (3) slot with shaped exit
region; and (4) slot with both shaped inlet and
exit regions. Detailed field results as well as
surface phenomena involving adiabatic film
effectiveness (1) and heat transfer coefficient
(h) are presented. It is demonstrated that both
1 and h results are vital in the proper assess-
ment of film cooling performance. All simula-
tions were carried out using a multi-block,
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DE-FC21-92M(C29601 with Clemson University, P.O.
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474

unstructured/adaptive grid, fully explicit, time-
marching solver with multi-grid, local time
stepping, and residual smoothing type accel-
eration techniques. Special attention was paid
to and full documentation provided for:

(1) proper modeling of the physical phe-
nomena; (2) exact geometry and high quality
grid generation techniques; (3) discretization
schemes; and (4) turbulence modeling issues.
The key parameters M and DR were varied
from 1.0 to 2.0 and 1.5 to 2.0, respectively, to
show their influence. Simulations were
repeated for slot length-to-width ratio (L/s) of
3.0 and 4.5 in order to explain the effects of
this important parameter. Additionally, the
performance of two popular turbulence
models, standard k- and RNG k-¢, were
studied to establish their ability to handle
highly elliptic jet/crossflow interaction type
processes. The computational simulations
showed exceptionally strong internal consis-
tency. Moreover, the ability of using a state-
of-the-art computational methodology to sort
the relative performance of different slot-jet
film cooling configurations was clearly
established.

Nomenclature
DR  Density ratio = pj/pee

ES Slot-jet with exit shaping
h Heat transfer coefficient, (W/m*K)



IS Slot-jet with inlet shaping

IES  Slot-jet with inlet and exit shaping

L Length of slot-jet

L/s  Slot-length-to-width ratio of slot-jet

M Blowing (or mass flux) ratio = (pV)j/
(pV)eo

Re Reynolds number

REF Reference slot-jet case

s Slot width

tke  Turbulent kinetic energy

TI Turbulence intensity

y* Nondimensional distance away from
wall

il Adiabatic effectiveness = (Teo-T,,)/
(Too-Tj)

Subscripts

oo Mainstream conditions at crossflow
inlet plane

j Conditions at coolant supply plenum
inlet plane

w Conditions at wall

aw Adiabatic wall
1. Introduction

An understanding of jet-in-crossflow
interaction is crucial in the design of hot sec-
tion components in modern gas turbine en-
gines. The temperature of the gases entering
the turbine section is typically near the melting
point of the alloys used in the turbine airfoils
and endwalls. To prevent these components
from failing at such elevated temperatures,
they are commonly film cooled to isolate the
metal from the hot gases. In addition, film
cooling holes are often shaped in some manner
to improve cooling performance, thus allowing
for better metal protection and/or a decreased
coolant supply; however, these configurations
are often implemented with weak understand-
ing of flow and heat transfer characteristics in
and near the film hole. Although most film

cooling is accomplished via discrete holes in
the metal surface, slot-jets are used in gas
turbine combustor liners, exhaust liners, and
on the trailing edge of turbine blades. This
study focuses on slot-jet film cooling physics
and the effect of geometry on both flow and
thermal field characteristics. Detailed field
data, the adiabatic effectiveness, and the sur-
face heat transfer coefficient are used to evalu-
ate the advantages and/or disadvantages of
slot shaping. Empbhasis is placed on determin-
ing the dominant physical mechanisms respon-
sible for the differences in film cooling
performance of the various slot configurations.

2. Literature Review

A number of studies are available in
the open literature that examine jet-in-
crossflow interactions both experimentally and
computationally. Butkiewicz et al. (1995)
provides a thorough overview of these studies
and their ramifications. Although a large
number of studies exist, only the ones closely
related to 2-D inclined slot-jets studied in the
present paper will be discussed here.

Several recent studies have focused on
geometry effects on heat transfer downstream
of discrete jets. Compound angle injection
was studied by Ekkad et al. (1995), Ligrani
et al. (1994), Sen et al. (1994), and Schmidt
et al. (1994). Also, film hole shaping was
reviewed by Sen et al. (1994) and Schmidt
et al. (1994). Each of these studies focus on
the difference between film cooling configura-
tions in terms of the resulting downstream
behavior; the physical mechanisms that cause
these differences were not explained. To
effectively extrapolate from the database
provided in these papers, it is crucial to
understand the flow mechanisms responsible
for the documented effects.




Metzger et al. (1968) examined slot-jets
with various injection angles ranging from 20°
to 60°. This work studied the changes in the
surface heat transfer for various injection
angles, blowing ratios, temperature ratios, and
L/s ratios. Realistic L/s ratios were used for
some of the test conditions; however, the inlet
geometry was atypical of gas turbines and
therefore has limited applicability. Also, no
thorough documentation of the dominant
physical mechanisms was offered.

A more recent computational study by
Irmisch (1995) examined a turbine blade air-
foil with leading edge slots. Some notable
highlights of this work were the use of an
unstructured grid to accurately capture the
complex airfoil shape and the use of a realistic
film cooling geometry. However, grid inde-
pendence and grid quality were not addressed
thoroughly, although comparison between
computed and experimental pressure coeffi-
cient was favorable. No investigation into the
blade surface heat transfer characteristics was
attempted.

Garg and Gaugler (1995) studied the
effect of exit velocity and temperature distribu-
tion on the film cooling performance. A 1/7th
law and a parabolic velocity profile were
assumed at the film hole exit to demonstrate
this effect. They document that the distribu-
tion of coolant velocity and temperature at the
hole exit can cause a change in the heat trans-
fer coefficient of as much as 50% to 60%.
This evidence supports the choice of computa-
tional model used in this paper; namely, that
the computational domain must include the
plenum, slot, and crossflow to accurately
model the complex flow physics.

In two companion papers by
Butkiewicz et al. (1995) and Walters et al.
(1995), a 2-D normal slot-jet was studied to
develop and validate a consistently accurate
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computational methodology using experimental
data of Scherer and Wittig (1991). In these

~ studies, four key issues of obtaining consis-

tently accurate computational results in the
context of a jet-in-crossflow interaction were
emphasized: (1) proper computational model-
ing of flow physics, (2) exact geometry repre-
sentation and high grid quality, (3) use of
higher-order discretization schemes, and

(4) selection of appropriate turbulence models.
3.  Present Contributions

The primary goals of this study are to

implement an established computational meth-
odology to:

e Conduct careful comparison of results
between a sharp-edged reference case
(REF), and three distinct configurations
with inlet shaping (IS), exit shaping,
(ES), and combined inlet and exit shap-
ing (IES).

*  Explain and document all of the crucial
physical mechanisms which determine
downstream heat transfer characteristics
in inclined slot-jets, and determine the
effect of geometry on these
mechanisms.

*  Provide complete results for both the
adiabatic effectiveness and heat transfer
coefficient downstream of the slot-jet
for various slot geometries and opera-
ting parameters.

*  Objectively evaluate the performance of
the standard k-¢ and RNG k-¢ turbu-
lence models.

*  Demonstrate that computational fluid
dynamics (CFD) can be used to
dependably capture complex flow



physics so that the relative performance
of various film cooling configurations
can be accurately established.

4.  Problem Description

A 35° inclined slot-jet is studied in
this paper because of its common use in gas
turbines. To investigate geometry effects on
film cooling performance, four distinct geome-
tric configurations are presented: (1) slot
with straight edges and sharp corners [REF];
(2) slot with shaped inlet region [IS]; (3) slot
with shaped exit region [ES]; and (4) slot with
both shaped inlet and exit regions [IES]. Fig-
ure 1 shows these different geometric arrange-
ments. Note that the geometry of the slot is
changed systematically so that their individual
influences can be isolated. For each of the
distinct geometries, the length-to-slot-width
ratio was varied from L/s=4.5 to L/s=3.0
(realistic and applicable lengths to the gas
turbine industry) to examine the effect of this
important parameter. The slot width was
specified as 5 mm, and the length of the slot
was varied to obtain the documented L/s
ratios. Air was used as the working fluid in
both the crossflow and coolant jet, with the
temperature of the coolant jet adjusted to
achieve the desired density ratio (DR).

5.  Computational Methodology
The computational methodology imple-
mented in this study is documented in
Butkiewicz et al. (1995) and Walters et al.
(1995). Application of this methodology is
outlined below.

5.1 Computational Model

Due to the strong coupling of the cross-

flow, slot, and plenum (Garg and Gaugler,
1995; Leylek and Zerkle, 1993), each of these
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three regions are modeled simultaneously in
the computational domain. This allows bound-
ary conditions to be applied where they are
certain, and also allows the complex interac-
tions within the jet itself and between the jet
and crossflow at the exit plane to be computed
rather than applied in this highly elliptic
region. Figure 2 graphically depicts the com-
putational model used in the present study.
Velocity inlet boundary conditions are speci-
fied for both the crossflow and plenum inlets.
The crossflow velocity and temperature are set
at 10 m/s and 25.15°C, respectively. The
density ratio was set to the desired value by
decreasing the temperature of the coolant
entering through the plenum. The coolant
inlet velocity was then calculated so that the
correct blowing ratio was attained. Turbulence
quantities at the velocity inlets are determined
using a turbulence intensity of 0.7%, which
matches planned experiments to complement
the simulations presented in this paper. In
order to decrease the size of the computational
domain, a zero normal gradient condition is
imposed at the top of the domain at 20 slot
widths away from the test surface, and a flow
outlet boundary condition is applied 30 slot
widths downstream. The domain extends

40 slot widths upstream of the leading edge of
the slot.

5.2 Geometry and Grid Generation

The I-DEAS solid modeling system
was used to precisely capture the slot geome-
tries and to fill the domain with the highest
quality grid possible. Figure 3 shows a sam-
ple of one of these grids in the slot region.
Grid quality was quantitatively evaluated by
the cell skewness; a skewness of zero repre-
sents a perfect equilateral cell, and a skewness
of unity denotes a degenerate cell. Each grid
used in these simulations averaged a cell
skewness of approximately 0.05, with 99.5%
or more of the cells having a skewness under




0.2. Grid independence issues were addressed
by performing test cases with coarse grids
until grid independence was reached at ap-
proximately 30,000 cells. Grid y* along the
upstream and downstream walls and inside of
the slot was maintained between 20 and 30.
5.3  Discretization Scheme

The second order discretization scheme
implemented in RAMPANT was used to
reduce numerical viscosity in the flowfield.
This scheme is a 2nd order linear reconstruc-
tive scheme and has been shown to perform
extremely well in the jet-in-crossflow class

of problems by Walters et al. (1995) and
Newman (1995).

5.4  Turbulence Modeling

Experimental studies by Andreopoulos
and Rodi (1984) and Pietrzyk et al. (1989,
1990) examined the correlation between the
mean velocity gradients and the turbulent shear
stresses on the centerline plane in jet-in-
crossflow interactions. These works verify
that eddy-viscosity models are applicable to
the class of problems involving 2-D slot-jets in
the present study. In addition, a study by
Chekhlov et al. (1994) compares direct
numerical simulation (DNS) results to those
obtained via two k-€ turbulence models. Their
results show good agreement between the two
eddy-viscosity models and DNS in computing
the time averaged Reynolds stresses, thus
providing further evidence that eddy viscosity
models are adequate in 2-D situations. Based
on these conclusions and comparisons made in
the present study (see Section 6.7), the stan-
dard k-& model with generalized wall functions
is selected for these computational simulations.
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5.5  Convergence

A fully explicit, time-marching,
unstructured/adaptive grid code was used to
perform all processing of the computational
simulations. Preprocessing and post-
processing were performed on Sun worksta-
tions, while computations were performed on a
64 CPU Intel Paragon supercomputer. Simula-
tions were typically run using 4 CPUs, which
required approximately 6 hours per 1000 itera-
tions. Convergence was accelerated using

4 multigrid levels, residual smoothing, a CFL
number of 3.5 to 4.5, and local time stepping.
The convergence of the simulations improved
with M, and the total number of iterations to
reach a fully converged state ranged from
3000 to 8000 iterations. In this study, con-
vergence was established when the mass and
energy imbalance in the entire computational
domain was less than 0.1% and normalized
residuals had fallen at least three orders of
magnitude. The convergence and results of
the simulations were insensitive to various
initialization strategies.

6. Results and Discussion
6.1

Validation of Computational
Methodology

Much in-house work has been under-
taken to validate the computational method-
ology documented in Butkiewicz et al. (1995)
and Walters et al. (1995) for a wide variety of
problems. Among these are a laminar flow
over a cylinder problem (Newman, 1995), a
normal slot-jet-in-crossflow interaction, and an
inclined discrete jet-in-crossflow interaction.
Each case documents excellent agreement with
experimental results.

The first case examined a laminar flow
over a cylinder for various Reynolds numbers.



This challenging, benchmark test case was per-
formed to verify the effectiveness of this
methodology without the factor of turbulence
modeling. Four key parameters were exam-
ined in this case: the distance between the
vortex centers (b), the distance from the
trailing edge of the cylinder to the vortex
centers (a), the wake length (L), and the
separation angle (8,), as shown in Figure 4.
Predicted results for these parameters
demonstrated excellent agreement with experi-
mental measurements provided by Coutanceau
and Bouard (1977), as shown in Table 1.

A normal slot-jet-in-crossflow problem
was also examined, which is an extremely
complex flow situation involving jet liftoff,
separation, and reattachment. Reattachment
length, the downstream pressure coefficient,
and the downstream Nusselt number were
investigated and compared to experimental
results (Scherer and Witting, 1991). Figure 5
shows the agreement between computed and
experimental results for the pressure coef-
ficient, and the reattachment length was over-
predicted by 17%. Note that extraneous
blockage effects due to sidewall boundary
layers and corner vortices documented in the
experimental counterpart is expected to shorten
the reattachment length, while the computa-
tions were purely two dimensional and did not
suffer from these blockage effects; therefore,
an overprediction of experimental results is
expected.

A 3-D discrete inclined jet-in-crossflow
was studied by Walters and Leylek (1996) as
additional verification of the computational
methodology used in this paper. Computations
of adiabatic effectiveness were compared to
experiments by Sinha et al. (1990), and field
data were compared to results from Pietrzyk
et al. (1989). The computations overpredicted
7 along the centerline as shown in Figure 6,
but these simulations more effectively captured
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the spreading of the jet than any simulation
found in the open literature. Differences
between experimental and computational
results were attributed to experimental discrep-
ancies and turbulence modeling effects.

Some inclined slot-jet experimental
results for the adiabatic effectiveness were
available in-house and were compared to
the simulations performed in this study.
Experimental results are given for DR=1.55,
L/s=2.79, and M=1.2. The predicted results
were compared to experimental measurements
for the same flow parameters and L/s=3.0 in
Figure 7. Note that the computations slightly
overpredict 1; however, this behavior is
expected due to the shorter L/s of the experi-
mental study.

The excellent agreement obtained
between predicted and measured data for all of
the cases described above gives confidence in
the computational methodology and provides
validation that the computations will closely
predict the flowfield and surface heat transfer
results in the series of simulations conducted
in the present study.

6.2 Reference Case — 35° Inclined Slot-

Jet

First, reference cases are established for
L/s=3.0 and L/s=4.5 for use in subsequent
comparison of geometry effects at blowing
ratios ranging from M=1.0 to M=2.0. The
comparisons following in the next three sec-
tions are made using the L./s=4.5 reference
case. Using this reference, the dominant fea-
tures of the slot-jet-in-crossflow interaction are
identified.

The flow features in the slot region
which most significantly influence the down-
stream film cooling performance are high-
lighted in Figures 8, 9, and 10. The dominant




Coutanceau and Bouard (1977).

Table 1. Comparison of Experimental and Computational Results for Laminar
Flow Over a Cylinder Case, Re=30. Experimental Data Provided by

Parameters | Experiment | Computation | % Difference
L (mm) 78.08 81.25 4.06
a (mm) 28.05 27.69 1.30
b (mm) 27.54 26.40 4.32
6, (Degrees) 50.1 49.16 1.91

features of the flowfield are: (1) the separa-
tion region at the slot inlet, (2) the jetting
region along the upstream wall within the slot,
and (3) the high pressure gradient/velocity
gradient region at the trailing edge of the slot
exit. Figure 8 shows the velocity vectors in
the vicinity of the slot, indicating a separation
and reattachment region along the downstream
wall of the slot. This separation occurs due to
the sharp corner which must be negotiated by
the incoming fluid. As a consequence, the
fluid along the upstream wall is accelerated in
a "jetting" effect. The resulting shear layer
within the slot itself is a significant source of
turbulent kinetic energy, as seen in Figure 10.
The turbulence generated in the slot is con-
vected into the crossflow and downstream
along the test surface, decreasing the film
cooling performance. The other key source of
turbulence production is at the trailing edge of
the slot jet exit plane. The turbulence gener-
ated at this location is augmented by a severe
adverse pressure gradient, which is highlighted
in Figure 9. This source of turbulence is par-
ticularly damaging to film-cooling performance
due to its proximity to the test surface.

Each of the detrimental flow features
discussed above can and will be avoided by
rounding of the slot inlet and/or exit. In so
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doing, the film cooling performance, in terms
of 1} and h, can be improved.

6.3  Inlet Shaping

As mentioned in Section 6.2, two of
the dominant flowfield features of the inclined
slot-jet in crossflow interaction are the inlet
separation region and jetting region along the
upstream side of the slot. Because of the
shaping of the inlet (as shown in Figure 1b),
the flow is able to smoothly negotiate the turn
into the slot; therefore, much less turbulence is
generated at the entrance of the slot when
compared to the reference case. Since the exit
geometry is common with the reference case, a
severe pressure gradient is still present at the
slot breakout which fuels turbulence that is
injected into the film adjacent to the wall.

Shaping the inlet has a positive effect
on both the adiabatic effectiveness and heat
transfer coefficient. For each M, shaping the
inlet consistently increased 1 and decreased h;
however, these changes were not significant.
At best, inlet shaping has the ability to
increase 1} by up to 1 percentage point and
decrease h by up to 10% (M=2.0). Plots of 1}
and h for M=1.0 and M=2.0 are shown in Fig-
ures 11 and 12; note that since h exhibits



asymptotic behavior far downstream, data is
only shown for the near field, 0<x/s<10.
Moreover, as M decreases, the added perfor-
mance benefit of inlet shaping also decreases,
even becoming negligible at M=1.0. This
gives preliminary indication that the separation
region at low M does not significantly affect 1y
and h.

As shown in Figure 13, the velocity
profiles on the test surface downstream of the
exit plane agree perfectly between the refer-
ence case and the inlet shaped case, except for
the slight amount of upstream jetting that is
still apparent in the near-field velocity profiles.
However, this slight peak in velocity is
quickly smoothed by the high amount of
mixing in the film. The similarity of these
profiles shows that any difference in heat
transfer characteristics is primarily due to the
difference in turbulence content in the film,
especially close to the downstream wall. Also,
these similarities indicate the internal consis-
tency of this set of computational simulations.

Profiles of tke, shown in Figure 14,
also show the consistency of these simulations.
The overall level of turbulence convecting
downstream is lower for the inlet-shaped case
due to the decreased amount of turbulence
generated within the slot. This decrease leads
to a higher quality film with less turbulent
mixing, and therefore better film cooling per-
formance. Note that the maxima in the tke
profiles are in the same nearwall y/s location,
which corresponds to the generation of turbu-
lence at the slot exit. It is important to note
that as M decreases, the separation region
becomes much smaller, which decreases both
the amount of turbulence generation at the
inlet and the magnitude of jetting along the
upstream wall. This mechanism explains the
behavior of the surface results as M decreases;
eliminating an already insignificant separation

region by shaping the slot inlet does not gain
much benefit at low M.

Note that for the inlet shaped case, the
adverse pressure gradient is- slightly more
severe than for the reference case. Velocity
profiles inside of the slot show that the elimi-
nation of jetting actually has a negative effect
on the film cooling performance of the inlet
shaped case. Because of the jetting effect
along the upstream wall, fluid velocity along
the downstream wall is lower (due to continu-
ity), whereas the inlet shaped case affords an
approximate 1/7th law profile inside of the
slot as shown in Figure 15. This means that,
if the inlet is shaped, higher velocity fluid
must turn the sharp exit corner, which results
in a higher adverse pressure gradient at the
slot breakout. Because of this mechanism, the
advantage gained by eliminating the turbulence
generation at the slot inlet is counteracted
strongly by the extra turbulence generated at
the slot breakout. So, although one would
expect to see a large advantage in 1 and h
because of the decreased turbulence levels
exiting the slot, the mechanism described
above counteracts this possibility.

6.4  Exit Shaping

Although the separation region and
jetting region at the slot inlet still exists,
shaping of the slot exit (as shown in Fig-
ure 1c) alleviates the severe adverse pressure
gradient at the trailing edge of the exit plane
in the reference and inlet shaped cases.
Removal of this particularly detrimental turbu-
lence source is expected to improve film
cooling performance. Figure 16 demonstrates
the structure of this turbulence generated at the
slot exit in the reference and exit shaped cases.

For each M studied, shaping the slot
exit consistently increases 1} and decreases h,
both improving by a magnitude greater than




that offered by inlet shaping. Exit shaping
alone afforded an 7 increase of up to 2 per-
centage points and an h decrease of 20%.
Unlike the varying amount of advantage given
by inlet shaping, this additional benefit is
approximately the same regardless of M.

The turbulence intensity profiles at
various streamwise locations on the test
surface, shown in Figure 17, demonstrate the
removal of turbulence generation at the slot
exit. There is an extremely large difference in
the turbulence intensity at the wall -- at x/s=2,
a 7% difference for M=2.0, and 4.5% at
M=1.0. This large advantage makes its way
downstream as a history effect. This point
demonstrates the value of shaping the exit
region, as well as the fact that the turbulence
generated at the inlet region of the slot is
quickly attenuated because of the lack of a
source as the fluid nears the slot exit plane.
Far downstream, the TI profiles meet near the
wall, although the overall level throughout the
film is lower than the reference case. This
explains why h is constant far downstream of
the slot, but 1 continues to show a benefit
because the decreased level of turbulence
offers less diffusion of the hot crossflow
across the film.

Competing mechanisms force the
advantage gained in the film cooling perfor-
mance to remain constant regardless of M. At
high M, extremely high levels of turbulence
are generated at the slot inlet due to the
separation region, but the need for exit shaping
is not as great due to the upstream skewed
velocity profile of the jetting fluid. On the
other hand, not as much turbulence is gener-
ated at the inlet at low M, but the small size
of the separation region forces a nearly uni-
form velocity profile in the slot which gener-
ates a larger amount of turbulence at the slot
breakout. This combination of the jetting
effect and the turbulence generation at the inlet

allow shaping of the slot exit to offer a nearly
constant advantage in the film cooling perfor-
mance which is not a function of the range of
M studied in this paper.

For each M (for L/s=4.5), shaping of
the slot exit has a more dramatic impact on
film cooling performance than shaping of the
inlet. This result is consistent for each type of
surface data examined (n and h). This greater
effect is gained by the elimination of a particu-
larly detrimental pocket of turbulence genera-
tion at the slot exit. As stated previously, the
increase in film cooling performance over the
reference case is constant regardless of the
blowing ratio.

6.5  Combining the Effects of Inlet and
Exit Shaping

Obviously, better film cooling perfor-
mance should be attained by combining the
benefits of inlet and exit shaping (Figure 1d).
Based on the effects of geometry variations
isolated in the previous two sections, each of
the detrimental flow features discussed in
Section 6.2 can be eliminated by the shaping
of both the inlet and the exit of the slot-jet.
As a consequence, the competing flow mecha-
nisms discussed in the previous section are
eliminated so that shaping the exit can increase
the advantage in performance as M increases,
rather than simply offering a constant advan-
tage in film cooling performance regardless of
the blowing ratio.

For each M studied, shaping both slot
exit and inlet consistently increases 1} and
decreases h to a greater magnitude than
offered by either inlet or exit shaping alone.
This configuration improves 1 by over 3 per-
centage points, and decreases h by over 30%
compared to the reference geometry.



As shown by Figures 11 and 12, the
trends in 1} and h can be interpreted as super-
position of the separate results of the inlet
shaped and exit shaped cases. Even so, this
superposition does not account for-all of the
increased film cooling performance given by
shaping the inlet and exit of the slot. As
discussed in the previous section, extra film
cooling performance is gained due to the
elimination of competing flow mechanisms
apparent in the exit-shaped case. For each M
and L/s studied, shaping of both inlet and exit
provides the best benefit in terms of film
cooling performance.

6.6  Effects of Slot Length-to-Width Ratio
(L/s)

Overall, film cooling performance is
much poorer as L/s is decreased. Turbulence
generated at the inlet is not given a chance to
attenuate, so a more diffusive film is ejected
from the slot. The same trends in the film
cooling performance as a function of slot
geometry are observed for these short L/s
cases, for the same reasons as discussed above
for the longer L/s. As the L/s is decreased,
the need for inlet shaping increases accord-
ingly; this characteristic is reflected in 1 and
h. Indeed, for the L/s=3.0 cases, the benefit
derived from shaping the inlet becomes greater
when compared to the L/s=4.5 cases, but the
benefit given by shaping the exit remains
constant.

6.7  Effects of Density Ratio

To isolate the effect of DR on the film
cooling performance, the density ratio was
varied from DR=1.5 to DR=2.0 using the
reference geometry and a blowing ratio of
M=2.0. Results show that as DR increases,
film cooling performance also increases. The
simulations performed here are found to be
fully consistent with the trends documented in
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the open literature regarding DR; therefore, no
further explanation of these results will be
offered. Note, however, that the dominant
flow features identified in Section 6.2 do not
change with DR. o
6.8  Evaluation of Standard k-¢ and RNG
k-g¢ Turbulence Models

The standard k-& model with general-
ized wall functions is used in this paper to
investigate the geometry effects on inclined
slot-jet-in-crossflow problems. However, the
RNG k-& model is another feasible choice of
eddy-viscosity model. To compare the perfor-
mance of these two models, the RNG k-€
model is employed in the reference case and
inlet/exit shaped simulations, and the field and
surface results are compared to the results
obtained via the standard k-€ model.

The comparison of 1 confirms studies
of the RNG model conducted by Walters et al.
(1995) and Butkiewicz et al. (1995); it is
found that 1} is unrealistically exaggerated.
For M=2.0, 1 does not fall below 0.9 at any
distance downstream using the RNG model.
The calculated tke generated in the slot is
confined strictly to the separation region and
has a significantly lower level, resulting in
unrealistically low diffusion effects in and
across the film. Also, the relative absence of
turbulent mixing in the slot causes the jetting
region to remain extremely well defined at the
exit of the slot. Profiles of all transport
quantities remain well defined even at the exit
of the domain at x/s=30 because of the lack
of diffusive action. Coupled with the overpre-
diction (using RNG k-€) of a normal jet
reattachment length presented in the compan-
ion papers of Butkiewicz et al. (1995) and
Walters et al. (1995), the RNG model was
judged to be unsatisfactory for the simulations
presented in this paper.




It should be stressed that these simula-
tions are strictly 2-D; therefore, conclusions
regarding turbulence models may or may not
be applicable to 3-D simulations. In the con-
text of 2-D slot-jet problems, the RNG model
was judged to be incapable of providing rea-
sonable turbulence closure.

6.9  Review of Computational Simulations

Overall, surface results and flowfield
details are exceptionally consistent between all
computational simulations performed. Even
the minute details (location of peaks in tke,
velocity, velocity profiles, etc.) are in perfect
agreement between simulations. When CFD is
used properly, it is clear that trends can be
accurately captured, which is often the gas
turbine heat transfer designer’s primary con-
cern. Also, CFD gives access to all informa-
tion in a flowfield so that complete under-
standing of the crucial flow mechanisms may
be obtained. For example, this set of compu-
tational simulations contain evidence that
shaping of the slot has a dramatic effect on the
discharge coefficient. All of these conclusions
support that CFD may be successfully and
practically applied as a design tool in modem
gas turbine design.

7. Conclusions

*  Shaping of the slot-jet inlet drama-
tically decreases the amount of turbu-
lence generated at the slot inlet; how-
ever, the expected gain in film cooling
performance is lost due to the turbu-
lence generation at the trailing edge of
the slot breakout.

*  Shaping of the slot exit consistently
increases film cooling performance by
eliminating turbulence generation at the

slot breakout, which would otherwise
immediately contaminate the film.

*  As the blowing ratio (M) decreases, the
effect of shaping the slot inlet declines
rapidly, becoming negligible at low M.
However, shaping of the slot exit signi-
ficantly improves film cooling perfor-
mance at any M, for the range of M
investigated in the present study.

*  Combining inlet and exit shaping
superimposes the advantages displayed
by both, and results in the best film
cooling performance of the test cases
for any blowing ratio. However, shap-
ing inlet and exit does not provide
significant advantage over shaping the
exit only for low blowing ratios.

*  To accurately estimate film cooling
performance, information on both
adiabatic effectiveness and the heat
transfer coefficient must be obtained.

*  The k-& model was judged to give
accurate turbulence closure; the RNG
k-& model produced unrealistic results
in this 2-D slot jet study.

*  The ability of CFD to accurately and
dependably capture the flow physics
and correct trends in 2-D slot-jet film
cooling has been clearly established.
The CFD model of 2-D slot-jet film
cooling presented in this paper may
be used as an effective preliminary
design tool to screen alternative
configurations.
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Figure 1. Four Basic Configurations were Investigated: (a) Reference Case [REF],
(b) Inlet Shaping [IS], (c) Exit Shaping [ES], and (d) Inlet/Exit Shaping [IES].
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Figure 2. A Sketch of the Computational Model Shows the Domain With
Boundary Conditions. All Thermal Boundary Conditiens are
Adiabatic Unless Stated Otherwise.
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Figure 3. An Enlarged View of the Grid in the Slot Region Demonstrates the Quality
and Resolution of the Unstructured/Adaptive Mesh.
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Figure 4. The Key Parameters of the Vortex Region Shown Above Were Investigated
in the Laminar Flow Over a Cylinder Study. These Parameters are the
Wake Length (L), the Distance Between the Vortex Centers (b), the
Distance from the Trailing Edge of the Cylinder to the Vortex
Centers (a), and the Separation Angle (©,).
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Figure 5. Plot of the Pressure Coefficient Shows the Excellent Agreement Between
Computed Results and Experimental Measurements (Scherer and
Wittig, 1990). H Denotes the Channel Height of 95 mm.
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Figure 6. Plot of the Computed Adiabatic Effectiveness for the Discrete Inclined Jet
Demonstrates Good Agreement With Data Provided by Sinha et al. (1990).
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Figure 7. Plot of the Adiabatic Effectiveness for an Inclined Slot Jet Demonstrates
the Excellent Agreement Between Computed Results and Experimental
Measurements (Zeisberger, 1994).
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Figure 8. Velocity Vectors Provide an Overview of the Flowfield In and
Near the Slot, Highlighting the Main Flowfield Features.

490



265

Figure 9. Pressure Contours Demonstrate the Severe Adverse Pressure
Gradient at the Trailing Edge of the Slot Exit.

2

Figure 10. Turbulent Kinetic Energy Contours Indicate the Crucial Areas of
Turbulence Generation Within the Slot for the Reference Case [REF].
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Figure 11. A Comparison of Adiabatic Effectiveness for (a) M=1.0, DR=1.5, and
(b) M=2.0, DR=1.5 Demonstrates the Advantages of Slot Shaping
and the Effect of M on Each Configuration.
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Figure 12. A Comparison of the Heat Transfer Coefficient for (a) M=1.0, DR=1.5 and
(b) M=2.0, DR=1.5 Illustrates the Large Benefit in the Near Field Gained
From Slot Shaping and the Effect of Blowing Ratio for Each Configuration.
Since the Data Collapses for x/s > 10, h is Only Shown for 0 < x/s < 10.
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Figure 13. A Comparison of REF vs. IS Velocity Profiles at x/s=2, 5, and 10
Show the Internal Consistency of the Computational Simulations.
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Figure 14. Turbulent Kinetic Energy Profiles at x/s=2, 5, and 10 Demonstrate the
Benefit of Inlet Shaping in Terms of a Less Turbulent/Diffusive Film
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Figure 15. Velocity Contours and Velocity Profiles Demonstrate the Jetting Effect
Inside the Slot, (a) Reference Case [REF] vs. (b) Inlet Shaped Case [IS].
Note the Lower Velocity Region for the Reference Case Along the
Downstream Wall.
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Figure 16. Turbulence Intensity Contours at the Slot Exit for (a) the Reference Case

[REF] and (b) the Exit-Shaped Case [ES] Show That Exit-Generated

Turbulence Can Be Effectively Eliminated by Exit Shaping.
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Figure 17. Turbulence Intensity Profiles at x/s=2, 5, and 10 (REF vs. ES) Show
The Elimination of Turbulence Generated at the Downstream Slot
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Abstract

Steam as a coolant is a possible option to
cool blades in high temperature gas turbines.
However, to quantify steam as a coolant, there
exists practically no experimental data. This work
deals with an attempt to generate such data and
with the design of an experimental setup used for
the purpose. Initially, in order to guide the
direction of experiments, a preliminary
theoretical and empirical prediction of the
expected experimental data is performed and is
presented here. This initial analysis also
compares the coolant properties of stearn and air.

Nomenclature

c Avg. specific heat at const. press.
CD, I, m,n,0 Condition dependent constants
D Inside tube diameter

h Avg. convective heat trans. coeff.
k Avg. conductivity of fluid in tube

L Length of tube
Nu Nusselt Number

Pr Prandtl Number
Re Reynolds Number
Ty Avg. bulk temperature of fluid
Tt Avg. film temperature

v Avg. velocity of fluid

p Avg. density of fluid

i Avg. absolute fluid viscosity

Research sponsored by the U.S. DOE’s METC, under
Contract # 94-01-SR026 & 95-01-SR040 with Michigan
State University

Introduction

Maximizing power output from gas
turbines requires engine operation at the highest
possible temperature. However, the material
limitations of the first turbine stages limit
operating temperature: either strength deteriorates
markedly at elevated temperatures or the material
approaches its melting temperature. To allow for
higher operating temperatures in gas turbines,
under current know-how, blade cooling is the
obvious solution.

Several methods, with differing merits,
have been developed over the years to keep
turbine blade temperatures below critical levels.
In all cases, the main objective in turbine blade
cooling has been to achieve maximum heat
transfer coefficients while minimizing the coolant
flow rate.

Even though steam as a thermodynamic
working fluid is a common occurrence in the
superheaters of steam power plants, general heat
transfer data related to steam is not available. In
particular there is a great lack of information on:

» The effect of steam flow passage geometry on
the heat transfer and pressure drop, both for
laminar and turbulent flows.

« Experimental data related to wall heat transfer
and friction characteristics for fully developed
turbulent steam flow.




e Any work based on steam flow that studied,
pumping work, and heat transfer coefficients,
both with constant heat flux and constant
surface temperature conditions.

The experimental set up

A compact stand alone steam unit with a
controllable and measurable steam source has
been developed as shown in figure 1 and 2.

As opposed to a real cooling situation
where the 'coolant-steam' is heated by the turbine
flow air, the heat transfer in this work is in the
reverse direction where the air is heated by the
steam.

The steam unit consists of a Chromalox
10KW steam generator followed by a
superheater. The steam leaves the superheater and
enters the test section. The steam entering the test
section will have enough superheat to remain
superheated as it leaves the test section for each
test condition. Finally the steam is condensed and
rejected.

The controllable superheater adds heat the
steam. The associated instrumentation will
measure the electrical input and steam mass flow
in addition to all thermal properties of the steam,
both in the radial and axial direction. The conduit
inside wall temperature will also be measured.

The air loop is driven by a 15 KW FUGI
Blower. The air loop is an open loop with flow
control and flow measurements at the suction
side. The pressure side is connected to the test
section where the air exchanges heat with the
steam.

A blade being cooled acts basically as a
heat exchanger. The design and analysis of any
heat exchanger requires a knowledge of the heat
transfer coefficient between the wall of the
conduit and the fluid flowing inside it. The sizes
of the heat exchanger depend largely on the heat
transfer coefficient between the inner surface of
the tubes and the fluid. Once the heat transfer
coefficient for a given geometry and specified
flow condition is known, the rate of heat transfer
at the prevailing temperature difference can be
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calculated. Also to determine the area required to
transfer heat at a specified rate for a given
temperature difference potential, the fluid
temperature, which varies along the conduit and
at any cross section, must be defined with care
and precision.

Thermodynamic Design of the Steam Unit

The thermodynamic design of the steam
and air flow cycles was carried out on an EXCEL
spread sheet, which allowed instant component
sizing and overall optimization. The design sheet
used is summarized in Table I.

Major measured quantities

* temperatures
- Ty, free stream air temperature

- Tw, air side wall temperature
- Tst, i-0, temperature of steam in and out
* pressures
- psurf., st. pressure distrib. of test surface
- Pst» i-0, Steam pressure, in and out
* free stream air velocity, uy
« turbulence intensity before test section

* steam and air flow rates

Major derived quantities

* hy, heat transfer coeff. of air, local and avg.
* hgt, heat tran. coeff. of steam, local and avg.
* turbulence intensity of the air

* Rey, the Reynolds number of air

* Regt, the Reynolds number of steam

* temperature ratio

* Mj, the air Mach number

* g, heat flux from steam

* Ahgt enthalpy fall of steam



Expected Results

First a simple tube geometry and next a
simplified blade, both shown in figure 3 will be
experimentally investigated.

Based on the works of Dittus-Boelter,
Sieder-Tate, Kays-London, Petukhov-Popov, and
Sleicher-Rouse extensive data and correlation for
turbulent gas and liquid flow through tubes and
ducts have been presented through the years. The
correlation for the heat transfer, resulting from
these works, takes the general form:

hD; _ c[PVDi ]l[cp”:lm[“_b:ln[_])i]o )
k 13 k pef LL

The number of parameters have been
shown to be reduced by introducing the following
dimensionless numbers:

*  Reynolds number (Re):

Re=_p.Y& 2)
18
e Prandtl number (Pr):
Cplt
Pr=-t 3
K 3)
e Nusselt number (Nu):
hD;
Nu=—+* 4
== 4

Equation 1 can then be expressed as

_ m[ by [TDT
Nu = C[Re]'[Pr] Lf] [L] (5)

Colburn /1/ showed that the influence of
the pipe length on the Nusselt number is
negligible if the Reynolds number is larger than
5X103. The Reynolds number in the present test
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section are expected to be higher than 1X104 in
all test cases.

The temperature difference between the
pipe surface and pipe center may lead to variable
fluid properties. This influence will be accounted
for by the relationship between bulk dynamic
viscosity and wall dynamic viscosity.

Properties of steam

The Reynolds and Prandtl numbers are
calculated with averaged properties. In figure 4,
the Prandtl number for various pressures is
shown. The properties for steam are calculated
using the 1967 IFC relationships for industrial
use. Figure 5 shows, that for a given mass flow,
steam can transport nearly twice the energy that
air can. The density of steam is lower than the
density of air, but despite that, steam can
transport more energy per unit volume than air as
can be seen in figure 6.

Calculation of Heat transfer

The Nusselt number has been calculated
with equation (5) using the following constant
values:

C = 0.027
1 = 0.8
m = 173

n = 0.14

These constant values were suggested by
Colburn /1/ and Sieder and Tate /2/ for flow
conditions similar to the present planned test. The
Nusselt number and the heat transfer coefficient
have been calculated based on:

Pipe inner Diameter: [1/2] inch

Test section length: 12.7cm

Inlet pressure: 5 bar

Mass flow: 0.0035 kg/s

Inner wall temperature: 900 K for heating
300 K for cooling

For cooled steam, the Nusselt number is
larger than for heated steam because of the
smaller boundary layer. This is a result of the
lower dynamic viscosity at lower temperatures.
The same effect is visible for air. In figure 7, it is




shown that the Nusselt number for steam is larger
than for air at the same mass flow and the same
thermodynamic conditions. The heat transfer in
figure 8 shows the same trend.

Reynolds Number

In figure 9, it can be seen that the
Reynolds number for steam flow is larger than
for air flow. This means, the loss coefficient is
lower in steam flow than in air flow.

The influence of the mass flow on the
heat transfer coefficient can be seen in figure 10.
The heat transfer coefficient increases nearly
linearly with the mass flow. The slope of the
curve for steam is much higher than air.

Conclusions

A preliminary simple theoretical
evaluation has been performed, to test the
coolant potential of steam and to seek
justification for the planned experiments. The
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results confirm that the experimental data are
essential and will be applicable and useful for
actual blade cooling design.
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Part One: Steam Cycle

|In|et conditions:

lOperating pressure [Pal: . 5,00 E+ 85! Inl. temperature [K]: - .343.000

[inlet enthalpy [kJ/kgl: 167.60

|[Exit steam generator:

Ihg [kJ/kg]: 2747 .54 |Enthalpy difference[kJ/kgl: 2579.94
Exit temperature [K]: 425.00
Power steam generator [kKW]: ... - 9. max. Massflow [kg/s]: 0.00348845
|Exit superheater:

Steam temperature [K]: " ... 773,00 Steam enthalpy [kJ/kg]: 3483.77

|Enthapie difference [kJ/kg]: 736.23 | Power superheater [kW]: 2.57
Test section:

IPipe diameter [m}: 0.01270 | Cross section [m2]: 0.00012668
Steam density [kg/m"3]: 1.407 | Steam abs. viscosity [Pa s]: 2.86E-05
Avg. Velocity [m/s]: 19.572 | Avg. Reynolds number: 12237.07
[Part Two: Air Cycle
Inlet conditions:

Surrounding pressure [Pa]: '1.:01E 05| Surrounding temperature [K]: -0 298,00
Exit blower:

Exit total pressure [Pa]: 1,11 E40 5 Volume flow [m"3/s]: 0.24072
Exit total temperature [K]: 308.00

Power blower [kKW]: L YEL 0 max. Massflow [ka/s]: 0.28511723

Test section:
|Heigth {m]: ©., 0171 48 Width [m]: . 0.1148
Crossection [m2}]: 1.16E-02
Air density [kg/mA3]: 1.244 | Air abs. viscosity [Pa s]: 1.90E-05
Avg. Velocity [m/s]: 19.730 [Avg. Reynolds number: 16411
|static pressure [Pa]: 1.10E+05 {Machnumber: 0.06

Table I : Thermodynamic design of the Steam Unit

501

R



Figure 1: The Stand Alone Steam Unit
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Figure 2.: The Stand Alone Steam Unit
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Introduction

The new deposition process, combustion
chemical vapor deposition, shows a great deal of
promise in the area of thermal barrier coating
systems.! This technique produces dense,
adherent coatings, and does not require a
reaction chamber.? Coatings can therefore be
applied in the open atmosphere. The process is
potentially suitable for producing high quality
CVD coatings for use as interlayers between the
bond coat and thermal barrier coating, and/or as
overlayers, on top of thermal barrier coatings.

Objectives

There were two principal objectives:
first, to make depositions at reproducible
temperatures below 1850°F (~1000°C), so as to
form high quality coatings without
compromising the final heat treatment of the
substrate alloy. Second, to explore the
deposition parameters of alumina and ceria
coatings, and to begin the evaluation of the high
temperature performance of these coatings.

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under contract
DE-FC21-92MC29061 with the South Carolina Energy
Research and Development Center, Clemson University,
386-2 College Avenue, Clemson, SC 29634-5180.
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Approach

The approach taken to achieve
reproducible temperatures during deposition
was to design and fabricate a holder which also
serves as a heat reservoir. The holder assembly
is depicted in Figure 1, and consists of a water-
cooled copper sample holder which may be
adjusted to achieve various degrees of cooling.
Two thermocouples are employed during
deposition, one which is pressed against the
upper surface of the sample, and one which is
beneath the sample, in the holder assembly, see
Figure 1.

A novel approach was taken to the
objective of minimizing deposition temperature.
This was to employ a newly invented nozzle
assembly, termed the oscillating capillary
nebulizer (OCN), which was developed by
Wang for sample introduction for ICP-AES and
ICP-MS.? The OCN allows control over the
droplet size distribution produced. This
approach is predicated on the hypothesis that
droplet size is critical in forming high quality
coatings. This was based on the observation
that when using a simple perfume sprayer type
nebulizer, higher deposition temperatures
usually produce dense, adherent coatings
whereas lower deposition temperatures often
produce powdery deposits when the solution



concentration and other deposition parameters
are left unchanged.

Alumina and ceria deposition conditions
were explored through systematic variation of
temperature, solvent, solute, oxidant and sample
placement. Coatings were assessed through a
variety of experimental techniques which
included scanning electron microscopy (SEM),
x-ray diffraction (XRD), transmission electron
microscopy (TEM), optical microscopy and
others.

Results

Deposition Temperature
Minimization

For the liquid fuel combustion chemical
vapor deposition of CeQ,, it was found that a
smaller droplet size distribution allowed the
deposition of higher quality coatings at lower
temperatures than did a large droplet size
distribution. Different droplet size distributions
are obtained with the OCN, which consists of
two concentric silica capillary tubes. Liquid is
fed through the inner capillary and oxidizing gas
through the outer capillary. By varying the
diameters of the inner and outer capillaries, the
pressure of the oxidizer, and the liquid feed rate,
the droplet size distributions can be varied.

Various easily obtained configurations
of the OCN were characterized with the use of
toluene and oxygen. Droplet size
determinations were made with laser light
scattering. The Sauter mean diameter of the
aerosols varied from 2.3 pm to 25 pm. Since
the volume of a droplet goes as the third power
of its diameter, average droplet volumes can be
varied over a large range. In addition to
allowing a degree of control over the droplet
size distribution, the OCN produces a narrower
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droplet size distribution than does the simple
pneumatic (perfume sprayer type) nebulizer
used for depositing alumina. Figure 2 displays
the results of the aerosol size determinations for
two sets of capillary configurations and flow
parameters.

Ceria and Alumina Coatings

Ceria (Ce0,) deposition conditions were
explored on alumina substrates, using cerium 2-
ethylhexanoate dissolved in toluene at 0.001 M
concentration. Oxygen was used as the
oxidizer. Figure 3 displays SEM micrographs
of CeO, coatings deposited with different OCN
configurations and flow rates. The coating
shown in the top micrograph was produced with
a larger size aerosol and higher temperature than
the coating shown in the bottom micrograph (11
pm Sauter mean diameter vs. 2.3 pm, 1,250-
1,300°C vs. 1,100-1,150°C). The coating
produced with the larger size aerosol is powdery
and non-adherent. The coating produced with
the smaller size aerosol is dense, nodular, and
adherent. This finding shows that through use
of the OCN, droplet size can be reduced which
results in high quality coatings at lower
temperatures possible than can be obtained with
the standard nebulizer.

Alumina coatings were deposited using a
simple perfume sprayer type pneumatic
nebulizer. Flat specimens of Ni-20 wt% Cr
were rotated in the flame and thereby coated on
both sides with alumina. Pertinent deposition
parameters are listed in Table 1.

Bright and dark field TEM micrographs
taken from abraded coating supported on a
carbon film indicate that the coating is ©-
alumina with a grain size of 10 - 20 nm, see
Figure 4. The inset diffraction pattern shows
the diffracted beams which were selected to

O |



Table 1. Alumina Deposition Parameters

Solvent Ethanol
Reagent Aluminum
Acetylacetonate
Solution Concentration 0.00135 M
Solution Flow Rate 4 mi/min
Oxidizer Oxygen
Oxidizer Flow Rate 3 /min
Temperature* 850 + 25°C
Substrate Rotation Rate 4 RPM
Deposition Time 40 min

* Measured with a thermocouple in the vicinity
of the substrate surface.

form the dark field image. EDS analysis of the
coating showed the presence of Al and O. The
presence of aluminum and oxygen in the coating
was confirmed by x-ray photoelectron
spectroscopy (XPS).

A control sample was oxidized in a pure
ethanol flame under similar conditions to those
that were coated. Coated samples visually
appear to be less oxidized in comparison with
the control sample. This is confirmed by mass
change measurements of the samples before and
after coating. Coated samples show a mass
change/area which is less than half that
exhibited by flame treated samples. Thus,
protection of the substrate metal from oxidation
occurs during the deposition process.

Isothermal oxidation tests were
performed for 48 hours on the alumina coatings
using thermogravimetric analysis (TGA) in high
purity air at three temperatures: 900, 1,000 and
1,100°C. Figure 5 displays the TGA results for
an alumina coated and an uncoated substrate
oxidized at 900°C. Results at 1,000 and 1,100°C
were qualitatively similar. The coating results
in a significant decrease in the weight gained at
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short times compared with non-coated
specimens. For the uncoated sample, this initial
rapid weight gain is due to the oxidation of Ni
which commences at the onset of oxidation and
proceeds until a continuous protective layer of
Cr,0; is formed adjacent to the metal.

The observed decrease in the transient
stage of oxidation from the alumina coatings
was accompanied by a significant decrease in
the parabolic oxidation constant, K, measured
between 20 and 40 hours of oxidation. Figure 6
displays K, as a function of 1/T for coated and
uncoated samples. At 1,000°C, the alumina
coating resulted in an 80% reduction of the
long-time parabolic rate constant.

Figure 7 displays SEM micrographs at
low and higher magnifications of an uncoated
sample after oxidation at 1,000°C for 48 hours.
EDS analysis indicates a strong Ni signal from
the uncoated sample, confirming that the oxide
formed on the substrate is predominantly NiO.
An alumina-coated sample, oxidized under the
same conditions displays a different
morphology, see Figure 8. The small
protrusions yield a strong Ni signal, while the
material in between the protrusions is rich in Cr.
Thus, the alumina coating decreased the amount
of surface NiO formed, consistent with the
kinetic observations.

Summary and Future Activities

The ability to produce higher quality
coatings at lower temperatures is a distinct
advantage of the OCN over the simpler type
nebulizer. This ability will enable deposition
temperature to be kept low. Alumina coatings
have been shown to decrease the isothermal
kinetic oxidation response of a prototype alloy,
Ni-20Cr, and to provide protection during the
oxidizing conditions of the deposition process



itself. The next phase of research for ceria and
alumina coatings includes furnace cycle testing
with ceria and alumina as interlayers and

overlayers, in a thermal barrier coating system.
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Figure 3 - SEM Micrographs of CeO, Coatings Deposited on
Alumina Substrates with Different OCN Configurations and
Flow Rates Using Ce 2-ethylhexanoate Precursor in Toluene at
0.001 M Concentration. Top: 11 um Aerosol Sauter Mean
Diameter. Bottom: 2.3 um Aerosol Sauter Mean Diameter.
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Abstract

This research program is exploring
techniques for improved fuel-air mixing, with
the aim of achieving combustor operations up
to stoichiometric conditions with minimal
NOx and maximum efficiency. The

experimental studies involve the use of a
double-concentric natural gas burner that is
operable in either premixed or non-premixed
modes, and the system allows systematic
variation of equivalence ratio, swirl strength
shear length region and flow momentum in
each annulus.

Flame structures formed with various
combinations of swirl strengths, flow
throughput and equivalence ratios in
premixed mode show the significant impact
of swirl flow distribution on flame structure
emanating from the mixedness. This impact
on flame structure is expected to have a
pronounced effect on the heat release rate
and the emission of NOy. Thus, swirler

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under contract
94-01-SR028, with the University of Maryland, College
Park, MD, 20742. Fax: 301-314-9477 and Morgan State
University, Baltimore, MD 21239. Fax: 410-319-3843.
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design and configuration remains a key factor
in the quest for completely optimized
combustion.

Parallel numerical studies of the flow and
combustion phenomena were carried out,

using the RSM and thek-€ turbulence models.
These results have not only indicated the
strengths and limitations of CFD in
performance and pollutants emission
predictions, but have provided guidelines on
the size and strength of the recirculation
produced and the spatio-temporal structure of
the combustion flowfield.

The first stage of parametric studies on
geometry and operational parameters at
Morgan State University have culminated in
the completion of a one-dimensional flow
code that is integrated with a solid, virtual
model of the existing premixed burner. This
coupling will provide the unique opportunity
to study the impact of geometry on the
flowfield and vice-versa, with particular
emphasis on concurrent design optimization.

Introduction

Current worldwide emphasis on
environmental pollution reduction has
resulted in more stringent NOy emission



standards for stationary gas turbine
combustion systems in addition to aircraft gas

turbines!. Lean premixed combustion is
receiving wide acceptance since this approach
provides the lowest NOy for combustor

operations at any equivalence ratio and power
setting. In addition, lean premixed
combustion of gaseous fuel provides the
most promising technology for CO emission
control.

The key in premixed combustion is that
the mixture must be adequately mixed at the
microscopic level. In addition, constraints
that must be met by a realistic mixer include:
(1) geometry of the premixer in the fuel
preparation tube (i.e., must design for
minimum size and pressure drop, in order to
avoid back flow during transient operation);
(2) efficient method of fuel injection and
mixing with the air so that gas residence time

exceeds fuel ignition delay time2 for
autoignition; and (3) flame stabilization
device (i.e., swirlers) effects on thermal
non-uniformity of the flowfield and
associated instabilities.

In industrial combustors, the fuel may not
burn completely, and may mix and react with
the air injected into the primary zone. This
situation can lead to the formation of a

diffusion flame3 between the incoming air
and the excess fuel or between the excess air
in lean zones and excess fuel in rich zones. In
this case the temperature of the burned gases
is sufficiently high to allow ignition of the
mixture. In order to address the above issues,
one must examine the isolated effects of each
parameter so that the subsequent controlling
parameters may be determined for optimal
design of combustor operation.

This research program is aimed at
developing an understanding of techniques
for improved fuel-air mixing, with the aim of
achieving combustor operations over a wide
range of stoichiometry (up to the limit of
stoichiometric conditions) with minimal NOy

and maximum efficiency.

The experimental studies involve the use
of a double concentric burner which allows
systematic variation of equivalence ratio,
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swirl strength and flow momentum in each
annulus as well as variation of shear between
the two annuli. The facility permits
combustor operations in both non-premixed
and premixed modes. This flexibility allows
for the comparison of results obtained in our
previous systematic studies on non-premixed
flames.

Results have been obtained on the
structure of flames formed with various
combinations of swirl strengths, flow
throughput and equivalence ratios.
Specifically, the dynamics of flow field,
mean and temporal thermal signature, gas
species concentration, mixture fraction
distribution and global flame behavior have
been examined for the purpose of
determining their effects on combustion
efficiency and pollutants emission.

The results show that swirl and flow
distribution have a significant effect on the
size and shape of flames produced, which in
turn have a pronounced effect on the heat
release rate and the emission of pollutants.
The flame structure is controlled, in part, by
flow disturbances associated with the
swirlers; once these disturbances propagate
downstream of the swirler, results show that
there is a circumferential non-uniformity of
the flame, with attendant consequences on
pollutant emissions. Thus, swirler design and
configuration remains a key factor in the
quest for the fully optimized premixed
combustor.

Direct comparisons of the premixed flame
data results with the non-premixed flame data
showed the compactness of the premixed
flames. Furthermore, the flame dimension
provided an indication on the quality of
mixing. Correlations of flame temperatures
indicated a 30% reduction in peak
temperatures with premixed flames in
comparison to the non -premixed flames.
Uniform and lower overall temperatures
obtained in premixed flames reveal reduction
in the thermal NOy formation.

The first stage of parametric studies on
geometry and operational parameters at
Morgan State University have focused on the




development and refinement of a
one-dimensional flow code that is integrated
with a solid, virtual model of the existing
premixed burner experimental facility. This
one - dimensional flow code development
activity has been completed. Driving the
geometric design process concurrently with
this code will ultimately provide the capability
to study the impact of geometry on the
flowfield and vice-versa, with particular
emphasis on concurrent design optimization
whose objective function is tied closely to
emissions abatement.

Experimental Studies
Description of the Burner

A schematic diagram of the experimental
premixed burner and flow schematic is
shown in Figure 1. Methane was used as the
fuel. The facility permits various
concentrations of fuel and air to be mixed and
introduced into the central jet, annulus 1 and
annulus 2. The fuel -air mixture ratio in each
of these three annuli can thus be varied
independently of each other. This provides
the required operational flexibility. Before
entering the annulus 1 and annulus 2 the
incoming fuel-air mixtures are split into four
streams. Flame arrestors made of sintered
stainless steel (porous plates) are placed
inside each jet of the burner. This prevents
the pre-mixed flame from propagating
upstream of the burner in addition to
facilitating the mixing of the reactants. The
swirlers create a angular momentum that
enhances mixing and creates a stabilizing
recirculation zone for the flame. Swirlers are
provided for both outer annuli 1 and 2. The
shear layer length between annuli 1 and 2 are
changed by using quartz tubes placed at
downstream exit of the burner. This also
provided optical access to within the flame,
inside the burner.

No swirl is used in the central jet. Swirl
of any desired strength can be introduced into
annulus 1 and 2 by using a pre-fabricated
swirler assembly. This allows for
investigation with any combination on the
radial distribution of swirl in the burner.
Eighteen flat vanes made of sheet metal are
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used for each swirler. This large number of
vanes increases the swirler efficiency. The
annulus 1 swirler blades are shorter than the
annulus 2 due to vane angle manufacturing
constraints. Both swirlers are at the same
height in the burner.

A traversing mechanism is used to obtain
temperature measurements at different spatial
locations in the flame. The experimental data
presented here is for a premixed case having
no swirl in central jet, a swirler vane angle of

300 in annulus 1, and 55° in annulus 2, and
equivalence ratio of 0.6 in each annulus.
Flow rates in annulus 1 and 2 were 11 and 22
scfm, respectively.

Experimental Diagnostics

Information on the global size and shape
of the flames obtained with various input and
operational parameters were obtained using
direct photography. A narrow depth of field
and short exposure times were used to obtain
tomographic information on the structure of
the flame at any desired cross-section of the
flow field.

Flow visualization experiments provide
information on global instantaneous flame
structure. Submicron-sized particles of
aluminum oxide were used to enhance the
scattered light intensity signal. An averaging
technique was used to determine the
parameter profiles, which in turn
characterizes the mean structure of the flow.
Here, information on global turbulence
fluctuation of the flow as well as the
distribution of the fuel within the flow field
was obtained using a laser sheet beam
photographic technique.

A CCD camera coupled directly to a PC
via an image grabber was used to record the
scattered light signal from within the test
section. This technique allows for the
determination of time mean and standard
deviation of fuel fraction distribution within
the flow field. The necessary software
required for this analysis was developed in
our laboratory4. This flow visualization
experiment provides semi-quantitative
information on mixing and concentration of



fuel fraction in the flow under both
non-burning and burning conditions.

Mean and time-dependent temperature
measurements were determined using a 50
pum wire diameter type R thermocouple
(Pt-13% Rh). The size of the thermocouple
was chosen based on considerations of
frequency response, mechanical strength,
sensitivity and survivability. This
arrangement allows temperature measurement
up to the melting point of the thermocouple

(17680 C).

Time mean information on temperature
was obtained using 300,000 samples over a
sampling duration of 30 seconds. This
provided a mean data repeatability of better
than one percent. However, time-dependent
temperature information requires corrections
for the thermal inertia associated with the
large-size bead thermocouple junction. This
in turn requires determination of the time
constant of the thermocouple under local
prevailing conditions of temperature and flow
velocity. This time constant determines the
response time to high-frequency changes in
the thermal environment. A specially
designed electronic circuit was used to
determine the time constant of the
thermocouple.

In the experiments reported here,
temporal and spatial information on the
thermal signatures within the premixed
flames were obtained to quantify the degree
of mixing in flames. Specifically, rms
temperature fluctuations, power spectral
density, probability density distribution,
autocorrelation coefficient, and time scales of
microscopic and large-scale turbulence
fluctuations were obtained in both premixed
and non-premixed flames. The area under the
power spectral density - frequency curve is a
measure of the variance in the fluctuations of
temperature.

The temperature probability density
curves are a measure of how closely the
temperature data is packed around the mean
value. They also give information regarding
the nature of the temperature distribution
about the mean. The temperature correlation
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plots give an idea about the microscopic and
integral time scales involved in the reaction
process. Premixed data show relatively
higher values of the microscopic time than the
diffusion cases, in certain regions of the
flame. This is indicative of large scale eddy
mixing of the fuel - air mixtures.

Experimental Results

Global Flame Structure

Results shown in Figure 2(a-c) show
significant effects of fuel-air mixture ratio as
well as the distribution of reactants within the
three annuli on the flame structure. All three
flames were obtained with swirl angle in

annulus 1 and annulus 2 of 45° and 559,
respectively.

The flame shown in Figure 2(a) was
obtained at an equivalence ratio of 0.5 in all
three jets. The flame shown in Figure 2(b)
was obtained with an equivalence ratio of
about 1.0 in all three jets. It is important to
note the presence, at this stoichiometry, of
large scale structures in the flame that are
believed to be caused by the swirlers in the
upstream locations of the flame.

Flame photographs shown in Figure 2(c)
was obtained with an equivalence ratio of
1.23 in the central jet and 0.52 in annulus 1
and 0.71 in annulus 2. The structure of this
flame reveals the presence of a large size
central toroidal recirculation zone (in contrast
to that obtained for Figures 2(a) and 2(b)
despite the identical swirl strength
distribution in the combustor. The physical
structure of the flame shown in Figure 2(c)
appears to be very similar to that obtained
from a non-premixed burner in which the fuel
is supplied via the central jet.

Temperature Data

Temperature data were obtained with the
burner having swirl angle in annulus 1 and

annulus 2 of 300 and 559, respectively. Data
were obtained at several spatial locations
from within the flame reflecting the central
recirculation zone, the shear layer region,




outer edge of the flame and the post-flame
region, at an equivalence ratio of 0.6, in all
three annuli. Sample data are presented in
Figure 3, corresponding to spatial locations
of r=0; z=1.5, and Figure 4 corresponding to
a spatial position of r=1.5; z=1.5.

The results show a gaussian-shaped
probability density distribution for
temperature measurements in the central
region of the flame (see Figure 3). In
contrast, a bimodal distribution was obtained
for the measurements in the outer shear layer
region (see Figure 4). It is important to note
that at these two probe volume locations,
significant differences have been observed in
the integral and microscopic turbulence time
scales, and standard deviation of temperature.

The flame behavior in the central core
region appears to be dominated by the large
scale structures, as evidenced by the large
temperature auto-correlation microscopic time
scales of about 7.7 ms (Figure 3), as
compared to 2.1 ms shown in Figure 4 for
the shear layer region.

The integral time scales at these two
positions were found to be 130 ms and 2 ms,
respectively. The characteristic power
spectral density for the shear layer and central
core region was found to be several hundred
to several kilo- hertz frequency, respectively.
This suggests that in the shear layer region,
the fuel-air mixture is better-mixed, while in
the central core region large scale structures
prevail. In an attempt to examine the
structure of the flame under non-premixed
condition with the same swirl distribution,
temperature data were obtained at r=1.5,
z=1.5 (see Figure 5).

The non-premixed data, obtained with
fuel in the central jet at an overall equivalence
ratio of (.5, shows significant skewness of
the temperature probability distribution (see
Figure 5). The temperature auto-correlation
microscopic time scales as well as the integral
time scales were found to be comparable to
that of premixed flame (compare
auto-correlation coefficients in Figure 4 with
those in Figure 5).
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Computational Studies
CFD Code and Turbulence Models

The CFD code being used is a general
purpose program for modeling fluid flow,
heat transfer and chemical reaction. The code
can model a wide range of physical
phenomena including :

1. 2D/3D geometries in Cartesian, cylindrical
or general curvilinear coordinates

2. Turbulent combusting flows

3. Mixing and reaction of chemical species
4. Temperature- and composition -
dependent fluid/material properties

5. Incorporation of velocity, heat transfer
and non-axisymmetric boundary conditions.

These physical phenomena are modeled
by solving the conservation equations for
mass, momentum, energy and chemical
species using a control volume based, finite
difference method. The governing equations
are discretized on a curvilinear grid to enable
computations in complex, irregular
geometries.

A non-staggered system is used for
storage of discrete velocities and pressures.
Interpolation is accomplished via a first order
power law scheme, or optionally, via the
higher order QUICK scheme. The equations
are solved using the SIMPLEC algorithm
with an iterative line-by-line matrix solver
and multi-grid acceleration, or with a
GMRES full field iterative solver. Numerical
solution of turbulent flows without direct
simulation requires appropriate modeling
procedures to describe the effects of turbulent
fluctuations of velocity and scalar quantities
in the basic conservation equations. The code

used here makes use of either the k-€ or the
Reynolds Stress turbulence models.

The major limitations of the k-£ model is

that v, is assumed to be isotropic. This
implies that the velocity and length scales are
the same in all the directions. In complex
swirling flows velocity and length scales can
vary significantly with direction. For such



flows, the k-€ model is inadequate and can
produce physically incorrect results.

The RSM model computes the individual
Reynolds stresses by solving the transport
equations for the individual stresses. These
transport equations can be derived from the
momentum equations and contain triple order
velocity correlations and pressure velocity
correlations that must be modeled to obtain
closure. This involves the modeling of the
stress production” rate, pressure-strain
correlation, and viscous dissipation amongst
other parameters.

Performance Prediction

To compare the experimental and
computational results, a base line non-
premixed case was considered which allowed
direct comparison of the experimental and
computational profiles. =~ The flames
considered are given in Table 1. Case 1 was
chosen due to the availability of
comprehensive experimental data from our
own laboratory.

As seen from the experimental
temperature profiles in Figure 6 and the
computational temperature profiles in Figure
7, qualitative agreement is obtained. The
computational software overpredicts the
temperatures throughout the domain by about
100 deg. A two-step reaction scheme and
activation of the radiation model may further
improve the computational results.

Case 2 is similar to case 1 except that case
2 is a premixed flame. Some of the
observations that could be made from the
results from case 1 and 2 are as follows:

1. Non-premixed flames (Fig. 8) provide
stronger recirculation and lower maximum
positive axial velocities near to the burner exit
than the premixed flame (see Figures 8 and
9).
2. Azimuthal velocities were almost identical
for the two cases

3. On an average, a temperature reduction of
30% is obtained over the entire flow field for
the premixed case. The temperature profile
for the premixed are more non-uniform at the
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burner exit

4. Temperature profiles exhibit a different
behavior in the expansion zone of the burner
for the premixed and non-premixed cases.
The temperature profile for the premixed case
shows bimodal distribution having distinct
peaks away from the burner centerline and a
trough at the centerline (see Fig. 10). The
profiles develop into a monomod form at an
axial station located approximately at
z/D=0.27, where z is the axial distance
measured from the control inlet jet.

The results obtained for the non -premixed
case, case 1, have a monomodal appearance
throughout the entire combustor length. The
bimodal peaks are probably due to the
premixed nature of the fuel introduction in the
outer two annuli and this effect is observed
downstream until the fuel-air mixture attains a
more homogenous composition.

The flame in case 3 is a premixed flame
having conditions similar to that given for
Figure 9 except that an equivalence ratio of
1.0 was used. A comparison between cases
1 and 3 data revealed the following:

1. The recirculation zone is almost non-
existent for the premixed case 3 as shown in
Figure 11. The maximum positive axial
velocities are considerably higher than the
non - premixed and the lean premixed cases 1
and 2. The velocity decay is higher for the
stoichiometric premixed case 3 as compared
to the other non-premixed and premixed
cases. The higher axial velocity for case 3
inhibits the growth of a recirculation zone.

2. Maximum temperatures at higher
equivalence ratio for the premixed case 3 are
comparable to those obtained at lower
equivalence ratio for the non-premixed case 1
(compare Figure 12 with Figure 7).
Temperatures with the stoichiometric
premixed case 3 are about 30% higher than
lean premixed case 2 (compare Figure 12
with Figure 10).

3. The bimodal nature of the temperature
profiles for the stoichiometric premixed case
3 diminish as compared to the lean premixed
case 2 (compare temperature profiles near
burner exit in Figures 10 and 12.

4. Significantly higher turbulent transport
values are obtained for the stoichiometric




premixed case 3. The exact location and
amplitude of these turbulent transport are
responsible for improved mixing of the fuel -
air mixture.

Analysis of Test Results

Comparison of the computational results
for the premixed flames obtained with a
systematic variation in the swirl, angular
momentum ratio and equivalence ratio is
now discussed. The following test matrix
was considered:

* Flame Type: Premixed flame
» Total equivalence ratio : 0.5 and 1.0

* [Qann1/Cann2l: 0.5, 1.0

* Swirl vane angle in annulus 1/annulus 2:

00/55, 45/55, 60/00, 60/35 degrees.
Impact of Swirl Flow Distribution

1. For all premixed cases the swirl vane
angle in annulus 1 and annulus 2 had only a
small effect on the size and strength of the
recirculation zone.

2. The bimodal nature of the temperature
profiles is most pronounced for the case with
no swirl in annulus 1. With an increase in
the swirl angle in annulus 1, this effect
subsides. The temperature field was, in
general, insensitive to the strength and
distribution of swirl. This information
requires verification

3. Turbulent kinetic energy levels increase
with an increase in swirl vane angles in
annulus 1 (compare Figure 13 with Figure 14
corresponding to cases 4 and 5,
respectively).

Impact of Angular Momentum Ratio

The following observations were made
when the flow ratios in the two annuli,
[Qann1/Qann2], were varied from 0.5 to 1:

1. A small increase in strength of the
recirculation zone for equal flow in the two
annuli as compared to the condition with
higher flow in annulus 2.

2. Temperature field is insensitive to the
variations in flow rates in the two annuli.

3. Figures 14 and 15 show that the
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turbulence kinetic energy increases by almost
100 % as the flow ratio is varied from 0.5 to
1. This finding may serve as a valuable aid to
develop new mixing strategies.

Implications of Equivalence Ratio
Variations

The following observations can be made
from the studies carried out by varying the
equivalence ratio from0.5to 1 :

1. Decreased size of the recirculation zone at
higher equivalence ratios

2. Figures 16 and 17 show that higher
values of azimuthal velocities are obtained at
the higher equivalence ratios. Theoretically,
this should lead to a well defined recirculation

zone. The k-& model is well known for
underpredicting the strength of the
recirculation zone. The RSM model may
assist to capture this effect.

3. Mean temperatures decrease by almost
30% when the equivalence ratio is decreased
from 1 to 0.5. Also the temperature profiles
no longer have a monomodal appearance for
the case of an equivalence ratio equal to 0.5.

Summary

The results presented here have shown a
significant effect of the radial distribution of
swirl on the degree of mixing and structure of
premixed flames. Experimental data reveals
that premixed flames can have large time
integral scales in certain regions of the flame.
The degree of mixing and flame structure are
significantly affected by the presence of
swirlers in the flow. The nonuniformity of
thermal field is different in different regions
of the flow field. Premixed flames at higher
equivalence ratios yielded decreased size and
strength of the central toroidal recirculation
zone. Premixed flames yielded uniform and
lower overall flame temperatures so that
carefully mixed (premixed) flames have the
most potential for reduced pollutants
emission from flames. These results are of
direct benefit in the design and development
of gas turbine combustors, particularly for
achieving higher efficiencies and low
pollution.



Future Activities

Our future activities will focus on a closer
examination of the regions that contribute to
NOy by examining in detail, the structure of
the flames, non-intrusively, complimented
with numerical calculations. Our immediate
goal will be to provide a comprehensive
mapping of these specific flames, with a view
to correlating time scales with the propensity
for NOy generation.
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Table 1. Test Matrix for the Presented Data

~Fame | SwilvaneAngle(deg), | . Flow Rates SCEND. -
Non-premixed 45 55
Premixed 45 55 .
Premixed 45 55 11 22 1.0
Premixed 45 55 16.5 16.5 1.0
Premixed 60 35 16.5 16.5 1.0
Premixed 60 35 11 22 1.0
Premixed 60 35 11 22 0.5
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Fig. 1 Diagram of burner and flow delivery system.
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a b c

Fig. 2 (a) Flame photograph with ¢ = 0.5 in all three jets; (b) Flame
photograph with ¢ = 0.98, 0.94 and 1.06 in central jet, annulus 1 and
annulus 2, respectively (overall ¢ = 1.0); (c) Flame photograph with ¢ =
1.23, 0.52 and 0.71 in central jet, annulus 1 and annulus 2, respectively
(overall ¢ = 0.65).
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Fig. 3 Power spectral density, autocorrelation coefficient, probability
density and temporal variation of temperature in premixed flame at r = 0

and z = 1.5 inches with S1 = 300 in annulus 1 and S2 = 559 in annulus 2.
Flow in annulus 2 was twice that in annulus 1.
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Fig. 4 Power spectral density, autocorrelation coefficient, probability
density and temporal variation of temperature in premixed flame at r = 1.5
and z = 1.5 inches. Other conditions are the same as those given for Fig. 3.
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Fig. 5 Power spectral density, autocorrelation coefficient, probability
density and temporal variation of temperature in non-premixed flame at r =

1.5 and z = 1.5 inches with S1 = 300, S2 = 550, Flow in annulus 1 was
the same as that in annulus 2.
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Introduction

The Advanced Turbine Systems (ATS)
program was created by the U.S. Department of
Energy to develop wultra-high efficiency,
environmentally superior, and cost competitive
gas turbine systems for generating electricity.
Intercooling or cooling of air between compressor
stages is a feature under consideration in
advanced cycles for the ATS. Intercooling entails
cooling of air between the low pressure (LP) and
high pressure (HP) compressor sections of the gas
turbine. Lower air temperature entering the HP
compressor decreases the air volume flow rate
and hence, the compression work. Intercooling
also lowers temperature at the HP discharge, thus
allowing for more effective use of cooling air in
the hot gas flow path.

The thermodynamic analyses of gas
turbine cycles with modifications such as
intercooling, recuperating, and reheating have
shown that intercooling is important to achieving
high efficiency gas turbines (Cook and Nourse,
1993; Wikes et al, 1993; Cohn, A., 1993). The

IResearch sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under subcontract
94-01-SR029 with the University of Oklahoma, 1000 Asp
Avenue, Suite 314, Norman, OK 73019; telefax: 405-325-
6029.
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gas turbine industry has considerable interest in
adopting intercooling to advanced gas turbines of
different capacities. This observation is reinforced
by the US Navy's Intercooled-Recuperative (ICR)
gas turbine development program to power the
surface ships (Crisalli and Parker, 1993; Shepard
et al., 1994; Valenti, M., 1995).

In an intercooler system, the air exiting
the LP compressor must be decelerated to
provide the necessary residence time in the heat
exchanger. The cooler air must subsequently be
accelerated towards the .inlet of the HP
compressor. The  circumferential  flow
nonuniformities inevitably introduced by the heat
exchanger, if not isolated, could lead to rotating
stall in the compressors, and reduce the overall
system performance and efficiency. Also, the
pressure losses in the intercooler flow path
adversely affect the system efficiency and hence,
must be minimized. Thus, implementing
intercooling requires fluid dynamically efficient
flow path with minimum flow nonuniformities and
consequent pressure losses.

Objectives

The objective of this research is to provide
analytical tools and experimental data to help in
the design of an effective intercooler flow path.
Although the primary emphasis of the study is on




the intercooler, the information obtained could be
applicable to other similar flow systems such as a
recuperator and/or an aftercooler.

Approach

This study involves three phases. In the
first phase, computational fluid dynamics (CFD)
analysis is employed to design the flow passages.
The second phase involves fabrication and flow
experiments in a scaled model of the intercooler
flow path to characterize the flow field and
frictional losses in different regions. The third
phase involves validation of the analytical
predictions, refinement of the analysis, and
development of the design guidelines.

Project Description

Configuration of the intercooler flow path
between the LP and HP compressors consisting
of a diffuser, an intercooler or heat exchanger,
and a contraction is shown in Figure 1. The
diffuser decelerates the LP compressor discharge
air while recovering the flow kinetic energy,
isolates the LP compressor from the intercooler
by turning air away from the turbine axis, and
improves the heat transfer effectiveness by
uniformly supplying low speed air to the
intercooler. Downstream of the intercooler, the
contraction isolates the HP compressor from the
heat exchanger while minimizing the compressor
inlet flow losses by gradually accelerating the
cooler air.

The intercooler may be located on-axis (as
shown in Figure 1) or off-axis. A water-cooled
intercooler, because of its smaller size, could be
on-axis while an air-cooled intercooler might be
located off-axis. An off-axis intercooler would be
easy to install and access; however it would
Tequire asymmetric interconnecting passages. The
on-axis configuration shown in Figure 1, intended
to establish the baseline information, uses a shell-
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and-tube heat exchanger with air flowing axially
inside finned tubes. This arrangement is typical of
the multi-stage centrifugal compressors and it
differs from the Navy's ICR design (Shepard et al,
1994) where the space constraints led to a
compact plate and fin heat exchanger with airflow
normal to the turbine axis.

The current emphasis of this study is on
flow nonuniformities and pressure losses in the
intercooler flow path. Thus, the airflow is
considered without heat transfer in the
intercooler. The following is a description of the
computational and experimental components of
the project.

Computational

The computational part of the project is to
first develop configuration(s) providing the
desired flow characteristics in the intercooler flow
path. Subsequently, the analysis could be used to
interpret the experimental data and be refined to
develop the design guidelines. Because of the
complex geometry, the design of the intercooler
flow path is not amenable to simple analytical
procedures. Thus, the computational fluid
dynamics (CFD) was used for detailed modeling
and analysis.

The goal of the CFD analysis was to
generate optimum diffuser and contraction wall
geometries, within the specified constraints, using
an iterative approach. In this procedure, the fully
elliptic Navier-Stokes equations for turbulent
flow are solved repeatedly on a body-fitted
coordinate system. A set of parameters was
developed to describe the geometry of the
contoured passage. These parameters were varied
systematically to yield a configuration with the
desired flow characteristics. Following are some
of the details of the design procedure.

Diffuser. The diffuser was required to



direct airflow away from the turbine axis with
minimum frictional loss, thereby, demanding a
high area in a small length. An area ratio of 5.4 in
a length equals 10 times the inlet annulus height
was chosen. Because a straight wall diffuser with
such an area ratio would be long, a contoured
wall design was sought. The overall diffuser was
divided into a moderately diffusing pre-diffuser
and a sudden expansion. Such a design is typical
of the compressor-combustor diffusers used in
gas turbines (Fishenden and Stevens, 1977). The
pre-diffuser recovers majority of the flow kinetic
energy while the sudden expansion ensures
uniformity of flow at the diffuser exit. The sudden
expansion could also attenuate fluctuations
caused by flow non-uniformities.

Walls of the pre-diffuser were generated
from the prescribed passage axis (updated
iteratively) and the passage expansion rate based
on the annular Cp* diffusers (Adkins, 1983). A
sinusoidal distribution was used as the initial
guess for the passage axis. This guess distribution
was updated iteratively using the computed flow
field such that the flow decelerated uniformly at
the inner and outer diffuser walls. A similar
procedure was used for the sudden expansion,
except that the expansion rate was also prescribed
to avoid flow separation and to ensure uniform
flow at the diffuser exit. Further details of the
analysis are given by Agrawal et al. (1996).

Contraction. The overall area ratio of the
contraction was the same as that for the diffuser.
Walls of the contraction were determined from
two curves; one defining the passage axis and the
other prescribing distribution of the passage area.
Bach of these two curves was formed by two
contours joining together smoothly at the
inflection point. The shape of the curves was
varied to yield uniform flow acceleration at the
inner and outer walls of the contraction. This
criterion ensured a uniform velocity profile at the
contraction exit.
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Experimental

The goal of the experimental work was to
obtain quantitative data in a scale model of the
intercooler flow path. The scale model would
correctly simulate flow in the prototype if the
velocity profiles at its inlet matched those at the
LP compressor discharge. This matching was
achieved by inducing controlled airflow through
the test model by a suction type wind-tunnel. The
following are the details of the test model, wind
tunnel, instrumentation and data acquisition
system.

Test Model. The test section consists of
a diffuser, an intercooler, and a contraction. The
contoured outer passages of the diffuser and
contraction were designed to provide optical
access, high degree of dimensional accuracy,
facilities for introducing probes and pressure taps,
and a reasonable cost and time for fabrication.
Clear plexiglas was the material of choice.
However, forming plexiglas to yield a complex
contoured diffuser or contraction was not
feasible. Thus, a process was devised where the
plexiglas panels representing a sector of the
diffuser or contraction were pressure formed. The
manufacturing process consisted of the following
steps: (i) machining a pair of laminated, hard
mahogany wood block on a milling
machine/rotary table facility to conform to the
shape determined by the CFD analysis, (ii) heating
and conditioning 19mm thick plexiglas sheets at
175 °C in a programmable autoclave, (iii) forming
panels by sandwiching heated plexiglass between
molds on a hydraulic press, (iv) assembling the
segments to form the circular expansion, and (v)
machining to the precise dimensions, and
polishing to recover the optical quality. Figure 2
shows a photograph of a pair of molds and a
formed plexiglass panel in the hydraulic press.

The contoured inner passages of the
diffuser and contraction were designed to provide




structural rigidity with a contrasting background.
Hard Mahogany wood was the material of choice.
The wood was laminated to form rectangular
blocks of the desired dimensions and then
machined to yield the exact profile on the
exterior. Figure 3 shows a photograph of the
machined inner diffuser passage.

Two co-axial rolled metal pipes were used
to simulate the intercooler. This system could
subsequently be replaced by a shell-and-tube heat
exchanger with a square-pitch tube design to
more accurately represent the test conditions.

Flow System. An open circuit wind-
tunnel, shown schematically in Figure 4, provides
the desired airflow through the test section. The
air entering this low-turbulence wind-tunnel
passes through a honeycomb, a set of screens, and
a 9:1 area ratio contraction which guides the
airflow to the annular flow conditioning sections.

The flow conditioning sections were
designed with the following objectives: (i) ability
to control the velocity profile at the inlet of the
test-section, (i) ability to characterize flow at the
exit of the test-section, (iii) optical access with a
clear exterior wall and contrasting interior wall,
(iv) high degree of dimensional accuracy, and (v)
facilities for introducing pitot-static, hot-wire
anemometer and other probes. Further
requirements were the interchangeability of
components, resistance to wear damage due to
the prolonged use, and the ability to align and
traverse probes while maintaining an airtight seal.

The outer walls of the annulus were made
of clear plexiglas and the interior walls were made
of polished aluminum. The aluminum pipes
forming the inner wall were sealed at both ends to
prevent air flow inside of it. Two aircraft
propeller spinners were mounted at the ends to
seal as well as to streamline the flow past them.
Inner tube was mounted to the wall of the wind
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tunnel using three airfoil shaped struts located at
120° intervals on the circumference.

Because the large plexiglas pipes of the
dimensions required were not available in the
market, they were formed from commercially
available flat stock. The process consisted of heat
rolling the plane acrylic to provide the cylindrical
shape, machining to obtain the required
dimensions, and polishing to yield the optical
quality. Figure 5 shows a photograph of the flow
conditioning sections assembled to the wind-
tunnel.

The axial velocity profile at the exit of a
gas turbine compressor could be nominal, OD-
peaked or ID-peaked. Circular rings mounted on
the inner or outer pipes of the upstream flow
developing section were used to simulate the
desired levels of flow nonuniformities at the inlet
of the test-section.

Instrumentation. The experiments
involve hot-wire anemometer, pitot-static probe,
5-hole probe, and wall pressure taps. A computer
controlled scanning system is wused to
simultaneously scan 4 pressure input ports from a
total of up to 96 ports. The hot-wire system
provides voltage output which is calibrated within
the velocity range using a calibration wind-tunnel.
The voltage signals from the pressure sensor and
the hot-wire sensor are converted to pressure and
velocities using high and low-speed data
acquisition boards (Mini-16 and Frash 12) and
accompanying  software  (Quicklog and
Workbench for Windows) from Straberry Tree.
This icon-based data acquisition software
operated in DOS and Windows environments on
a Pentium microprocessor and it allowed
complete control of the experiments. A system to
traverse probes was also designed, fabricated and
interfaced with the microcomputer. An underlying
feature of the instrumentation was that the
different operations such as probe traversing,
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scanning pressure channels, measuring pressure,
temperature and velocities, and storing data on
hard disk were integrated and automated within
an interactive software environment. The data are
stored in ASCII files on the computer hard disk.
These files were accessed and processed using
commercial software.

Results
Computational

The analysis was used to design annular
diffuser and contraction passages. Figure 6 shows
velocity vectors in the optimized diffuser with
fully developed flow at its inlet. The diffuser
provided uniform flow at its exit without flow
separation. This diffuser had an annulus height of
0.052m (2.063") at its inlet, an area ratio of 5.4
and a length of 0.533m (21"). The exit diameters
of the inner and outer walls were 0.51m (20") and
0.84m (33"), respectively.

The velocity vectors in the optimized
contraction are shown in Figure 7, which
indicates uniform flow at the exit. The contraction
dimensions were the same as those for the
diffuser except that the contraction length was
0.46m (18").

Experimental

A series of experiments involving hot-wire
anemometer, pitot-static probes, and wall
pressure taps were conducted to characterize the
wind-tunnel and to adjust the velocity profile at
the test-section inlet. These experiments indicated
that the flow in the annuli was axisymmetric.

Figure 8 shows velocity profiles at 4 axial
locations (72, 76, 80, and 84 inches from the
entrance of the flow conditioning section) for a
circumferential positions 'A' indicating fully
developed flow at the exit of the upstream
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conditioning section. Figure 9 shows velocity
profiles at an axial location 80" from the entrance
of the flow conditioning section, when a circular
ring was placed on either the inner or the outer
pipe of the annulus. An inner ring resulted in an
OD-peaked profile while an outer ring caused an
ID-peaked profile. The desired velocity profile at
the inlet of the test-section could be obtained by
placing the ring at a proper axial location.

Future Activities

The future activities include detailed
mapping of the flow field in the diffuser and
contraction sections. Then, the experimental data
in conjunction with the CFD design will be used
to develop guidelines for the annular diffuser and
contraction design.
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Introduction

Thermal barrier coatings have been used
extensively in aircraft gas turbines for more than
15 years to insulate combustors and turbine
vanes from the hot gas stream. Plasma sprayed
thermal barrier coatings (TBCs) provide metal
temperature reductions as much as 300°F, with
improvements in durability of two times or
more being achieved. The introduction of TBCs
deposited by electron beam physical vapor
deposition (EB-PVD) processes in the last five
years has provided a major improvement in
durability and also enabled TBCs to be applied
to turbine blades for improved  engine
performance. To meet the aggressive Advanced
Turbine Systems goals for efficiency, durability
and the environment, it will be necessary to
employ thermal barrier coatings on turbine
airfoils and other hot section components. For
the successful application of TBCs to ATS
engines with 2600°F turbine inlet temperatures
and required component lives 10 times greater
than those for aircraft gas turbine engines, it is
necessary to develop quantitative assessment
techniques for TBC coating integrity with time
and cycles in ATS engines.

Thermal barrier coatings in production
today consist of a metallic bond coat, such as an

Research sponsored by U. S. Department of Energy’s
Morgantown Energy Technology Center, under Contract
# 95-01-SR030 with University of Connecticut, Storrs,
Connecticut - 06269.
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MCrAlY overlay coating or a platinum
aluminide (Pt-Al) diffusion coating. During heat
treatment, both these coatings form a thin,
tightly adherent alumina (Alp03) film. The
ceramic layer, usually 5 to 10 mils of yttria
stabilized zirconia, is applied over the alumina
film by plasma spray or EB-PVD processes.

Failure of TBC coatings in engine
service occurs by spallation of the ceramic
coating at or near the bond coat to alumina or
the alumina to zirconia bonds. Thus, it is the
initial strength of these bonds and the stresses at
the bond plane, and their changes with engine
exposure, that determines coating durability.

The purpose of this program is to
provide, for the first time, a quantitative
assessment of TBC bond strength and bond
plane stresses as a function of engine time and
cycles. This information is needed by coating
suppliers to provide coatings with higher and
more consistent quality. It is also needed by
engine manufacturers to determine life
remaining in service, as well as to refine fracture
mechanics analyses and lifetime prediction
models.

Objectives

The objectives of this program are:

1. To develop fundamental understanding of
the role of residual stress and bond strength
in the failure of TBC's and to use that




understanding to guide lifetime prediction
modeling and coating development.

2. To use new, innovative techniques to obtain
quantitative measurements of bond strength
and bond stress.

3. To make the data generated as relevant as
possible by obtaining representative
production coatings tested under simulated
ATS conditions in furnace, rig and engine
tests from coating suppliers, ATS engine
developers, and national laboratories.

4. To coordinate this research with the internal
TBC programs at NASA-Lewis Research
Center and Oak Ridge National Laboratory;
thereby enhancing the scope and depth of
this work.

5. To work with ATS engine developers, so
this data can be utilized in their fracture
mechanics analyses and lifetime prediction
models.

6. To place major research emphasis on those
bond strength and stress measurement
techniques that have the potential for
development into non-destructive inspection
techniques (NDI) for initial coating quality,
and for residual life remaining on service
engine components.

7. To transfer NDI techniques to coating
suppliers and to ATS engine developers for
determination of initial coating quality and
for residual life remaining for engine
components.

Approach

Based on the extensive research conducted on
thermal barrier coatings (TBCs) over the last ten
years [1-6], it is possible to describe three
essential features to the successful performance
of thermal barrier coatings. First, partially
stabilized zirconia thermal barrier coatings, that

have good thermal stability to 2600°F and good
thermal expansion matching with superalloys,
are intentionally processed with microstructural
defects such as porosity and microcracks to
reduce  the  through-thickness  thermal
conductivity of the material compared to fully
dense zirconia. The lower the thermal
conductivity the more effective the coating is as
a thermal barrier.

Second, the partially stabilized zirconia
must be bonded to the superalloy. This is
accomplished with the use of a metallic bond
coat, such as an MCrAlY overlay coating or a
platinum aluminide diffusion coating. During
heat treatment, both these coatings form a thin,
tightly adherent alumina (AlpO3) film (Figure
1). For plasma deposited TBCs, the bond coat
surface is processed to be rough, so as to
provide mechanical bonding between the bond
coat and the ceramic. For EB-PVD deposited
TBCs, the bond coat surface is processed to be
smooth, so as to maximize chemical atomic
bonding between the alumina and the zirconia.
It is the strength of the bonds between the
alumina and the superalloy, between the
alumina and zirconia, and in the zirconia near
the bond line that determines the durability of
the coating in engine service.

Since the failure mechanism of thermal
barrier coatings in engine service is spallation of
the ceramic at or near the bond coat-zirconia
interface (Figure 1), the third essential feature of
thermal barrier coatings is maintaining low
stresses at the bond plane. There are a number of
contributors to keeping bond stresses low that
include: (1) selection of a bond coat and ceramic
that have a moderate thermal expansion
mismatch, (2) the creation and maintenance of a
microstructure with a low elastic modulus in the
plane of the coating, (3) retarding the growth of
the alumina film with its attendant volume
expansion and increase in stress, and (4)
avoiding cyclic creep rumpling of the bond coat
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with the creation of stress concentrations and

additional surface area for oxide growth.

Superalloy

Bectrom Beam
Physical Vaper Deposkion

Figure 1;The layered structure and spallation location for plasma
sprayed and electron beam physical vapor deposited thermal
barrier coatings.

Bond Strength And Stress Changes

In plasma sprayed and EB-PVD deposited
TBCs, the bond strengths in the as-coated and
heat treated condition are relatively high. The
relevant bonds are those that result in spallation
in engine service and consist of the superalloy to
alumina, the alumina to zirconia, and in the case
of plasma deposited TBCs, the zirconia to
zirconia bonds in the vicinity of the alumina to
zirconia bond plane (Figure 1). With time and
cycles in the engine, bond strength tends to
degrade as a result of thermal activated
interdiffusion between the various layers of the
TBC coating. For example, superalloy and bond
coat elements have been found on the spalled
fracture surfaces of plasma and EB-PVD TBCs
[4], and it is known that sulfur diffusion can
markedly reduce alumina scale adhesion to
superalloys [7].

In contrast, bond plane stresses are
relatively low in the as-coated and heat treated
condition as a result of bond coats and ceramics
selected for moderate thermal expansion
mismatch and because of high component
temperatures during coating deposition. With
time and cycles in the engine, bond plane
stresses increase (Figure 2) as a result of (1)
sintering of the ceramic, which increases the
elastic modulus, (2) growth of the alumina film
which involves a volume expansion and
increased stress, and (3) "rumpling" of the bond
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coated resulting from cyclic plastic deformation,
resulting in increased surface roughness, stress
concentrations, and accelerated oxidation.

Coating Spallation Model

Thus, this state-of--the-art TBC spallation
indicates that bond strengths
deteriorate and bond stresses increase with
increased engine time and cycles. Local coating
spallation occurs when the bond stress equals
the bond strength (Figure 2). There are two
views as to the important processes leading to
that failure condition (1) coating failure is a
fatigue process enhanced by residual stress
effects and bond weakening or (2) failure is an
overload, single cycle process. Crack
propagation in ceramics is know to be an
extremely sensitive function of stress intensity
factor, depending for example, on the 20™
power of the stress intensity factor [8]. For such
behavior, once a cracks begins growing, failure
will rapidly occur. Accordingly it may be that
most of the life is spent in bond strength
degradation and residual stress increase. The
observation of prefailure damage at 20-30
percent of the coating life consisted of linking
smaller cracks [9]. It may be that the
accumulating residual strain is relieved by
microcracking until there is so much crack
linking that spallation occurs. In this study, we
will obtain sufficient information on residual
stress evolution and bond strength degradation
to begin to distinguish between these two
hypotheses.

In summary, the three essential features
of successful thermal barrier coatings are: low
thermal conductivity, high bond strength, and
low bond plane stresses. For a given thermal
barrier coating operating in a specific thermal
environment, the durability of the coating is
determined by the changes in bond strength and
bond stress with time and cycles in the engine,
as illustrated in Figure 2.




Bond Srengh{ et }

F,
Bond Strength Bond Stress

Time (f), Cycles

Figure 2: Coating spaliation failure model based on the changes in
bond strength and stress with engine cycles and time.

Project Description

In this program a number of analytical
instrumental techniques, that are illustrated
below, will be evaluated to quantitatively
measure:

(I) TBC bond plane stresses as a function of
time by (a) enhanced laboratory x-ray
diffraction, (b) enhanced synchrotron x-ray
diffraction, (c) laser fluorescence, (d) neutron
diffraction, and (¢) AC potential drop
measurements and
( II ) TBC bond strength by using: (a) a
modified ASTM direct pull test, (b) laser-
induced ultrasonics, (c) a cyclic Hertzian ball
indentation test, and (d) a bend toughness test.
These tests will be conducted on current

production TBC coatings, including plasma
sprayed and EB-PVD deposited yttria stabilized
zirconia thermal barrier coatings with both
MCrAlY and Pt-Al bond coats. The specimens
will be tested in a severe thermal cyclic
environment, approximating ATS engine
conditions.

I a. Enhanced Laboratory X-ray Diffraction

In measuring stress by x-ray diffraction, a single
wave length x-ray beam is directed at a surface
of interest and the diffracted intensity is
measured as a function of scanning angle. Here
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the purpose is to measure the residual stress on
the surface of the bond coat which is beneath the
ceramic coating (Figure 3). Since the
illuminating beam and the diffracted beam
passing through the ceramic will suffer some
attenuation, the following method is adopted:
The wavelength of the illuminating beam is to
be chosen to have a wavelength corresponding
to local absorption minimum, which should be
just below the zirconia absorption edge ( ~17
KeV photon energy ). Also the intensity of the
illuminating beam will be maximized by use of
a Johanssen ground and bent single crystal
(Figure 4). to yield a beam of > 10® counts/sec.
[10]

X-ray Beam

Diffracted Beam

NiCrAlY
(Bond Coat)

," ;zﬁi* W, . ‘ e

£/,

ek L7

Figure 3: Schematic of a X-ray diffraction experiment on a TBC.

Johanssen Ground Crystal

Figure 4: Enhancement of an incident X-ray beam using a Johanessen
bent crystal.

1 b Enhanced Synchrotron X-ray Diffraction

In the proposed experiments, an annular
blocking slit with a large area detector behind it
will be used to detect the entire diffraction cone,
(Figure 5) mounted on a precision translator is
to be used so that different diffraction lines may



be selected. An increase of about 100X in the
diffracted intensities compared to the usual
configuration, is estimated.

The incident sagitally focused (pencil)
beam with an intensity >10° counts/sec and
having a beam size of only 1 mm x 1 mm will
allow one to probe point by point and explore
spatial variation in the residual stress [11]

Blocking Sheet
(with Annular Opening)

Detector
(with Pass Through Hole)

Incident Beam

Sampl
W
H

Precision Translation Stage

X Direction
Figure 5: Schematic showing the collection of diffracted beam through
an annular blocking slit.

I ¢ Laser Fluorescence

The frequency shift in the fluorescence spectra
of the alumina layer, characteristic of
chromium-doped alumina, provides a means of
non-destructively measuring the stress in
alumina scales using the piezo-spectroscopic
effect [12]. Furthermore, the broadening of the
lines can be used to measure of the stress
gradient. Zirconia based thermal barrier coatings
(TBC) being optically translucent at certain
wavelengths will be examined for the stress in
the oxide scale formed on the bond coat
underneath the TBC. ( Figure 6 & 7)

The laser fluorescence work will be
performed by Prof. David Clarke of University
of California, Santa Barbara.
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Figure 6: Experimental setup for performing laser fluoroscence[12].
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Figure 7: Spectra shows the shift in the frequency number for alumina

scale under residual stress[12].
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I d Neutron Diffraction

Neutrons are highly penetrating and diffract
according to Braggs law, based on their
DeBroglie wave lengths, in a manner directly
analogous to x-rays. In the proposed work, a
diffractometry setup called the Intense Pulsed
Neutron Source ( IPNS) (Figure 8) used for
examining residual stress in subsurface fiber in
composites, is to be utilized [13]. Here, the
average residual stress developed at the
crystallographically distinct bond coat and the
alumina layer that forms at the bond coat to
ceramic interface, is to be measured. The
primary challenge in carrying out this technique
is the relative small volume of the phases of
interest (bond coat and alumina), which leads to
relative few diffracted neutrons.




Neutron diffraction measurements will
be conducted at Argonne National Labs and/or
at Oak Ridge National Lab.

Neutrons
450 MeV Protons % | / % Pulsed Neutrons
ﬁvmsynd:mtmn _

*Sample

source pulsed at
30Hz / I\\\
Diffractometer
(140 gas proportion counters)

~ Target
Figure 8: Schematic of the neutron diffraction facility

I e AC Potential Drop

In this technique, an alternating current is
induced in the sample and a patented method is
used to confine the current flow to a narrow line
on the surface of the sample [14] (Figure 9). In
addition to current confinement, the sensitivity
of the method has been enhanced by the use of
lock-in detection methods. Information is
obtained as a function of depth by scanning in
frequency, with the higher frequency current
confined to the near surface location by the skin
effect. This method has been successfully used
to reliably detect small cracks in fatigue crack
"initiation" experiments [15].

This work will be done by Dr. Norman

Marchand of AMRA Inc.
Applied
Voltage
Currrent
Ceramic Focussing

coating :l. *- Probe
L )

Figure 9 Schematic of AC potential drop measurement technique[15].

I a Modified ASTM Direct Pull Tests

Most thermal barrier bond strength testing to
date has been done using methods similar to the
ASTM  Standard C633-79 "Standard Test
Method for Adhesion or Cohesive Strength of
Flame-Sprayed Coatings" in which a coating is
applied to the end of a cylindrical bar and
another bar is bonded to the top surface using a
polymer adhesive. The assembly is then tested
in tension to fail the ceramic metal interface
(Figure 10). This type of test is unfortunately
not suitable for unaged coatings, because the
adhesive fails first and coating interface values
are not obtained [16]. However successful tests
using this method were done on thermally aged
samples in which the TBC bond strength was
reduced. The stress state in these direct pull
tests is quite complex due to mismatch in
mechanical properties and due to the non
uniform stress distribution caused by attachment
holes [16]. A recent design improvement will
be incorporated into the test system design to
produce dramatically more uniform stress
distribution [17]. In addition improved
adhesives and adhesive processing will be
employed to provide higher failure stresses.

dh

TBC

/ Bond Layer
%

Figure 10: Blow-up of the specimen to be used for pull tests.
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II b Laser Induced Ultrasonic Testing

In this recently developed method of testing, a
laser induced sonic pulse is used to produce
coating spallation [18,19]. In this method a very
short duration laser pulse is made to fall on a
gold foil behind a quartz window (Figure. 11).
The sudden heating produces an intense acoustic
pulse that reflects off the free surface of the
coating, producing a tensile pulse that fails the
coating. The stress at the coating interface is
calculated from the measured acoustic pulse.
This method produces a stress state free of the
undesirable effects of bending and constraint
present in most other test including the ASTM
test.

This work will be done by Prof. Vijay
Gupta of University of California, Los Angeles.

Substrate ¢
SiCrystol, Pitch-S5
Ribbon, etc.

Confining fused quori2
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Pulsin‘q Laser |~ Pressure wove

{

=

- -
Waove length s 1,06 um A

Maximum energy 850 mJ
Normal pulse duration = 8ns

Surface accelerations
measured

¥l

. ic Cooti
Energy obsorbing gold film / Sic Coating
Test interface

Figure 11; Nustration of coating spallation through LASER induced
ultrasonic wave.[19].
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The Hertzian indentation test is chosen because
of its ability to replicate the actual mode of
failure of coatings in actual situations.
Preliminary experiments have revealed that a
common mode of coating failure exists between
the specimens tested using the Hertzian
indentation test and specimens subjected to
simulated ATS engine conditions in both cases
the coating failed within the ceramic but near
the ceramic—bond coat interface [20]
Preliminary experiments on plasma
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sprayed coatings have suggested that during
loading both coating and substrate deform
elastically and plastically (Fig. 12). During
unloading, due to a large amount of plasticity in
the substrate and the bond coat relative to the
ceramic coating, there is differential elastic
recovery in the system.

This elastic recovery mismatch results in
tensile stresses normal to the coating-substrate
interface, and drive the delamination crack
within the ceramic but near the ceramic bond
coat interface (Fig. 13).

Ny

Bond
Coat

Superalloy
Substrate

Figure 13: Plastic zone formation due to difference in the recovery rate.

II d Delamination Toughness Test

For brittle materials, the fracture strength, is
directly related to their crack propagation
resistance according to the well-known Griffith
formula. According to the Griffith equation,
measurement on the fracture energy of the




interfacial region between the PSZ coating and
the superalloy substrate reflects the strength of
this interfacial region because of the brittle
nature of the PSZ and PSZ/bond-coat interface.
A sandwich-type chevron-notched specimen
proposed by Shaw, er al [21-23] is most
attractive for our current applications. This
specimen geometry can be modified to measure
the bond strength between the thermal barrier
coating and the superalloy substrate. The
specimen consists of a thin layer (bond coat and
PSZ coat) within an otherwise elastically
homogeneous specimen with a chevron notch
along the bond coat plane. The bonding between
a superalloy block and a coated superalloy is

formed through epoxy.
P
Superalloy
PSZ Coat d) e
Epoxy Bond

Bond Coat

o]

Remaining Cross Section

\

Crack Front
Pre-Cracked N

Area \

Figure 14: Sketch of the sample for delamination toughness
measurements.
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The chevron notch introduced only faces
the PSZ/bond-coat and bond-coat/superalloy
interfaces, as shown in Figure 14, to insure that
the initiation and propagation of the crack is at
the weakest position between the PSZ and
superalloy substrate.

Benefits

The benefits of this program are to advance the
state-of-the art of TBCs by providing a
quantitative measurement of bond strength and
bond plane stresses. These studies will be
closely coordinated with ATS engine developers
and coating suppliers, so that TBCs can be
successfully implemented in support of ATS
durability and performance goals. The results of
this program will help to ensure that thermal
barrier coatings in ATS will demonstrate "prime
reliability;" i.e., they will be deposited and used
in a way that will provide protection for the
entire life of the component. This program also
seeks to identify non-destructive inspection
techniques that can be used to verify initial
coating quality and to determine residual life
remaining on engine service components.

Future Activity

The University of Connecticut has assembled a
strong, knowledgeable team with a wealth of
gas turbine engine and thermal barrier coating
experience to conduct this program. The team
consists of University investigators (University
of Connecticut, University of California-Santa
Barbara, University of California - Los Angeles,
Ecole Polytechnique (Montreal), ATS engine
developers (Allison Engine, General Electric,
Solar Turbines, TurboPower and Marine, and
Westinghouse Electric), coating manufacturers
(Howmet Corporation and Pratt & Whitney),
National Laboratories conducting TBC research
(Oak Ridge National Laboratory, NASA-Lewis
Research Center, and Argonne National
Laboratory) and AGTSR member universities



performing TBC research (Georgia Tech,
Lehigh, Penn State). In addition, this program is
structured to strongly contribute to the
educational goals of ATS by providing
industrial engine and TBC research experience
to a number of graduate students.

The program was initiated September,
1995. Figure 15 shows the program schedule.
The nine techniques for evaluating bond
strength and stress will be evaluated in the first
year. The best methods will be selected. In the
second and third year the selected measurement

Phase I

Acquire Phase | Samples )

Bond Stress Measurements

Bond Strength Measurements
Post Test Specimen Examination

Select Best Techniques

techniques will be optimized and quantitative
measurements of bond stress and strength will
be obtained as a function of simulated engine
cycles.
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Abstract

This 3-year research program was initiated
in September, 1995, to investigate active
control of detrimental combustion instabilities
in low NOx gas turbines (LNGT), which burn
natural gas in a lean premixed mode to reduce
NO,, emissions. The program will investigate
the mechanisms that drive these instabilities.
Furthermore, it will study active control sys-
tems (ACS) that can effectively prevent the
onset of such instabilities and/or reduce their
amplitudes to acceptable levels. An under-
standing of the driving mechanisms will not
only guide the development of effective ACS
for LNGT but may also lead to combustor
design changes (i.e., passive control) that will
fully or partially resolve the problem. While
passive control of combustion instabilities
would be preferable due to its simplicity,
experience to date indicates that it does not
provide satisfactory solutions. Consequently,
alternate approaches for preventing LNGT
instabilities, such as active control, will have
to be developed.

Initial attempts to stabilize combustors
(i.e., chemical rockets) by ACS were reported
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Energy Morgantown Energy Technology Center,
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Institute of Technology, Atlanta, GA;

Fax: 404-894-2760
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more than 40 years ago, but were unsuccessful
due to lack of adequate sensors, electronics,
and actuators for performing the needed con-
trol actions. Progress made in recent years in
sensor and actuator technology, electronics,
and control theory has rekindled interest in
developing ACS for unstable combustors.
While initial efforts in this area, which focused
on active control of instabilities in air breath-
ing combustors, have demonstrated the con-
siderable potential of active control, they have
also indicated that more effective observers,
controllers, and actuators are needed for practi-
cal applications. Considerable progress has
been made in the observer and actuator areas
by the principal investigators of this program
during the past 2 years under an AFOSR pro-
gram. The developed observer is based upon
wavelets theory, and can identify the ampli-
tudes, frequencies, and phases of the five most
dominant combustor modes in (virtually) real
time. The developed actuator is a fuel injector
that uses a novel magneto-strictive material to
modulate the fuel flow rate into the combustor.
The latter damps instabilities by interfering
with the instability driving mechanisms and/or
generating pressure oscillations that destruc-
tively interfere with the unstable combustor
oscillations. The developed fuel actuator pro-
duces fuel flow rate oscillations with signifi-
cant amplitudes and frequencies up to

1500 Hz, which is considerably higher than
the maximum frequency of any known fuel
injector. These observer and fuel injector will



be modified for LNGT applications and
incorporated into an ACS whose effective-
ness in controlling LNGT instabilities will
be investigated under the proposed program.

The proposed research will consist of
parallel experimental and theoretical studies.
The theoretical efforts will develop models of
the LNGT that will be used as a platform for
the development and testing of ACS for
LNGT. A simplified solution obtained with
the Galerkin method, developed by one of the
principal investigators of this program (Zinn),
will provide a simplified analytical model that
is needed for the development of the control
approach. In view of the approximate nature
of the Galerkin method, a numerical model for
investigating active control will be also devel-
oped. It incorporates a numerical solution of
ID Euler equations with a heuristic model of
the combustor mixing processes and a global,
Arrhenius type, description of the reaction rate.
Such a model has been developed by the prin-
cipal investigators under the AFOSR program
and will be modified in the proposed studies to
accommodate specific features of LNGT. The
validity of the developed models will be
checked by comparing their predictions with
one another and measured data. Once vali-
dated, they will be used to investigate the
effectiveness of various ACS and determine
the configurations (e.g., location of the fuel
actuator) that optimize their performance.
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The experimental efforts will develop a
small scale LNGT simulator that will be used
to investigate the mechanisms that drive
LNGT instabilities and the effectiveness of
various ACS. This facility will simulate the
salient features of LNGT combustors, and
consist of variable lengths air inlet, mixing,
and combustor sections. It will also utilize
swirlers and gaseous fuel injectors similar to
those in practical LNGTs. The setup will also
include a rotary valve that will periodically
interrupt all or a fraction of the exhaust flow
and, thus, drive oscillations of desired ampli-
tudes and frequencies within the setup. This
capability will be used to study active control
of instabilities over a wide range of LNGT
operating conditions. The setup will be
equipped with optical windows to permit high-
speed flow and combustion process visualiza-
tions, and possess capabilities for measuring
the spatial and temporal variations of acoustic
pressure, temperature, and reaction rate, and
exhaust flow concentrations of NOX, CO,, CO,
and O,. These data will be used to determine
the mechanisms that drive LNGT instabilities,
the manner in which a periodic, secondary,
combustion process driven by a fuel injector
actuator affects these instabilities and com-
bustor operation, and the effectiveness of
investigated ACS.
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Abstract

It is well known that the two key elements
for achieving low emissions and high
performance in a gas turbine combustor are to
simultaneously establish (1) a lean combustion
zone for maintaining low NO, emissions and (2)
rapid mixing for good ignition and flame
stability. However, these requirements, when
coupled with the short combustor lengths used
to limit the residence time for NO formation
typical of advanced gas turbine combustors, can
lead to problems regarding unburned
hydrocarbons (UHC) and carbon monoxide
(CO) emissions, as well as the occurrence of
combustion instabilities. Clearly, the key to
successful gas turbine development is based on
understanding the effects of geometry and
operating conditions on combustion instability,
emissions (including UHC, CO and NO,) and
performance. The concurrent development of
suitable analytical and numerical models that
are validated with experimental studies is
important for achieving this objective. A major
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benefit of the present research will be to provide
for the first time an experimentally verified
model of emissions and performance of gas
turbine combustors.

The present study represents a coordinated
effort between industry, government and
academia to investigate gas turbine combustion
dynamics. Specific study areas include
development of advanced diagnostics, definition
of controlling phenomena, advancement of
analytical and numerical modeling capabilities,
and assessment of the current status of our
ability to apply these tools to practical gas
turbine combustors. The present work involves
four tasks which address, respectively, (1) the
development of a fiber-optic probe for fuel-air
ratio measurements, (2) the study of combustion
instability using laser-based diagnostics in a
high pressure, high temperature flow reactor,
(3) the development of analytical and numerical
modeling capabilities for describing combustion
instability which will be validated against
experimental data, and (4) the preparation of a
literature survey and establishment of a data
base on practical experience with combustion
instability. This last task is intended to provide
a mechanism for scaling the results of the
laboratory and sub-scale studies to actual gas
turbine engine applications.
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The assembled team includes both theorists
and experimentalists from The Pennsylvania
State University and Tuskegee University.
Specific arrangements have also been made
with Morgantown Energy Technology Center
participation in both the experimental and
analytical aspects of the work. Practical
application of the fiber-optic probe developed
during the research effort is planned in
collaboration with the Westinghouse Power
Generation Business Unit and General Electric
Power Generation.

Background

The key to achieving low emissions and high
performance in gas turbine combustors involves
achieving rapid mixing under conditions which
assure good ignition and combustion stability
characteristics while rapidly establishing a lean
combustion zone to maintain low NO, emissions.
These requirements, when coupled with the short
combustor lengths to limit the residence time for
NO formation typical of advanced gas turbine
combustors, can lead to problems regarding
unburned hydrocarbons (UHC) and carbon
monoxide (CO) emissions as well as the
occurrence of combustion instabilities. Thus,
issues related to combustion instability, low
emissions and suitable performance are intimately
linked for advanced gas turbine combustors, and
must be addressed concurrently in any study. The
present research effort involves experiments and
analysis of combustion dynamics under conditions
that examine the relationship between mixing,
emissions and combustion stability which properly
address a gas turbine combustor environment.

Combustion instabilities are observed in a wide
variety of combustors including liquid and solid
propellant rockets, ramjets, afterburners, gas
turbines and furnaces [see Refs. 1-7].

The occurrence of combustion instability is
accompanied by large periodic pressure
oscillations, increased heat transfer, and resulting
structural vibration. The most troublesome
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instabilities are associated with high energy
density environments and typically correspond to
the acoustic modes of the combustion chamber.
The onset of the instability is sensitive to
combustor design and fuel/oxidizer ratio, and
results from the coupling between the gas dynamic
flow field and the combustion distribution in the
combustor [2-4]. Initiation of combustion
instability requires only a small fraction of the
available energy and is often observed to be self-
exciting. The general mechanism leading to
amplification of pressure waves in the chamber is
given by Rayleigh's criterion which states that the
energy from combustion must be released in-phase
with the pressure oscillation being excited in the
chamber [8]. The growth of the instability is a
result of the net amplification of the pressure wave
which requires that any attenuation or losses in the
chamber are overcome by the amplification
process. Since most combustors act as nearly
closed chambers, they weakly attenuate unsteady
motions. In summary, the spatial and temporal
characteristics of combustion, the chamber
geometry, the associated mean gas flow, and the
boundary conditions associated with the inlet and
exit flows must all be considered in a
comprehensive study of combustion instability.

With regard to gas turbine combustors,
combustion dynamics are often associated with
two general processes: (1) self-excited instabilities
occurring spontaneously as a result of the
combustor response and (2) flow dynamics
associated with the compressor. In the present
study, both of these processes will be examined.
The first will be studied explicitly by
experimentation and analyses of a high pressure
model combustor, and the second will be
addressed by experimentally investigating the
effects of inlet air conditions on combustion
dynamics. When one discusses mechanisms by
which combustion instability is initiated and
sustained, a number of fundamental phenomena
can be identified which potentially can drive the
combustion dynamics. These processes are listed
in Table 1. Many of these processes involve




atomization and droplet phenomena that are not of
direct relevance to the land-based, natural gas
fueled combustors which are of interest for the
present study. Consequently, the focus here is on
mechanisms related to injector coupling,
combustion zone distribution, fluid dynamic
interactions and chemical kinetic effects.

The present study represents a coordinated
effort to investigate combustion dynamics in terms
of the diagnostic needs, phenomena controlling its
occurrence, advancing analytical and numerical
modeling capabilities, and assessing the current

emission, high performance gas turbine
combustors. Three specific objectives are being
addressed by tasks described in the next section.

The key objective is to develop the basis for a
predictive capability for gas turbine combustion
stability, emissions, and performance. A major
benefit of this research will be to provide for the

first time an experimentally verified modeling

capability to understand the conditions under
which combustion instabilities occur in gas turbine
combustors, specifically under conditions that also
relate to Jow emissions and high performance

Table 1. Mechanisms For Driving Combustion Instabilities

Atomization

Periodic perturbation of spray formation

Droplet Vaporization

Unsteady vaporization

Combustion Zone Distribution

Coupling with acoustic modes

Chemical Kinetic Mechanisms

Finite chemistry

Turbulence Effects

Mixing and droplet turbulence interactions

Droplet-droplet Interaction

Secondary atomization or coalescence

Injector Coupling

Periodic variations in fuel and oxidizer flows

Fluid Dynamic Interactions

Vortex shedding

Nozzle Effects

Admittance effects

status of our ability to apply these tools to practical
gas turbine combustors.

Objectives

The objectives of the current research parallel
the emphasis of the study to provide a basic
understanding of the mechanisms that control the
initiation and sustenance of combustion
instabilities under conditions typifying low

554

operation. A cohesive understanding of the effects
of combustor design and operating conditions on
combustion instability, emissions (including UHC,
CO and NO,) and performance is critical to future
gas turbine development. The concurrent
development of suitable analytic and numerical
models that are validated with the results of these
experimental studies is also being pursued.

The experimental results and analytical tools
developed for this program can then be used by
designers for optimal gas turbine systems.



The second objective of the study is to develop
and extend to practical gas turbine combustor
environments, a novel fiber optic probe to measure
the degree of fuel-air mixing in-situ.

The availability of such diagnostics is critical to
the practical realization of the understanding
gained from the experimental and modeling
aspects of the current research program.

The final objective of the current effort is to
address the issue of scaling of the results obtained
in laboratory and sub-scale studies to actual land-
based gas turbine hardware. This objective will be
achieved through appropriate model comparisons
with existing data documenting practical
experience with combustion instability problems
encountered in actual applications. An important
part of this objective will be metby a
comprehensive literature survey and establishment
of the necessary data base through interaction with
the gas turbine manufacturers to identify the
appropriate practical experience base.

Fiber Optic Probe for Fuel-Air Ratio

Measurements

The goal of the AGTSR Program is to increase
the efficiency of land-based gas turbines by
operating at higher combustion temperatures while
decreasing NO,_ emissions. In order to accomplish
this objective, gas turbine manufacturers are
attempting to develop various lean prevaporized
premixed (LPP) and direct injection (DI)
combustor concepts. An important consideration
in both types of combustors is the degree to which
the fuel and air are mixed immediately upstream
of the flame stabilization zone, since both
temporal and spatial non-uniformities can result in
a significant increase in NO production as
compared to the perfectly mixed case [9].

The uniformity of the fuel/air distribution is
also important in terms of achieving a uniform
pattern factor at the turbine inlet. This is
particularly true when attempting to increase the
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average turbine inlet temperature to near the
maximum temperature limit of the turbine blades.
In addition, the degree of fuel-air mixing can
affect the stability of the combustor, both in terms
of lean blowout and combustion oscillations [9].

One concludes, therefore, that in order to
increase efficiency by operating at higher
combustion temperatures, it is essential to
understand the limits imposed by fuel-air mixing
on NO, emissions, the pattern factor, lean blowout
and combustion oscillations. This requires that
diagnostics be available for characterizing the fuel-
air distribution, where the measurement must be
both spatially and temporally resolved.
Considerable success has been achieved in our
laboratory in the use of acetone laser-induced
fluorescence (LIF) for making such measurements
in laboratory scale combustors [9]. This technique
yields the spatial distribution of both the mean and
the rms fluctuation of the fuel-air equivalence
ratio.

The objective of the present research is to
develop fiber optic probes based on the laser-
induced fluorescence technique which can be used
to make spatially and temporally resolved
equivalence ratio measurements in full-scale
industrial combustors. Such a measurement
capability is essential in determining the fuel-air
mixing characteristics of full-scale industrial
combustors in order to assess the effect of the fuel-
air distribution on combustor performance, i.e.,
NO, emissions, pattern factor, lean blowout and
combustion oscillations. Clearly, our
understanding of the effects of fuel-air mixing on
combustor performance will be of most value in
the development of full-scale industrial
combustors with a more complete knowledge of
the fuel-air distribution in such combustors.

The development of the fiber optic fuel-to-air
ratio measurement probe is being carried out in
collaboration with an on-going project supported
by Westinghouse, and previously supported by
General Electric Power Generation. The probe, as




it is currently configured, is 5/8 inch in diameter,
water cooled, and is comprised of two quartz
fibers, one for transmitting the laser beam to the
measurement point and the other for transmitting
the collected fluorescence signal to the
photomultiplier tube. The current probe is based
on the acetone LIF technique and employs the 266
nm output of a pulsed frequency quadrupled
Nd:YAG laser. The spatial resolution of the
current probe is approximately 2 mm x 2 mm x
5 mm and the measurement rate is 10 Hz.

The specific objectives of the current research
are three-fold. The probe will be redesigned to
make it more compact and to improve its spatial
and temporal resolution. The probe optics will be
redesigned to increase the spatial resolution by at
least a factor of two. Secondly, the probe will be
tested in combustor facilities at Westinghouse
(Orlando, FL), General Electric (Schenectady,
NY), and METC (Morgantown, WV). It will also
be evaluated and improved as required. And
lastly, a modified version of the fiber optic fuel-to-
air ratio measurement probe will be developed for
use in liquid fueled combustors. This probe will
be extensively tested at Penn State followed by
preliminary tests at a yet to be selected industrial
or government site.

Experimental Studies of Combustion Dynamics

Previous studies of combustion dynamics in
rockets and ramjets [1-3] have clearly established
the importance of combustion distribution and
chamber geometry in the initiation and sustenance
of instabilities. As previously mentioned, the
growth of pressure oscillations is closely coupled
to in-phase energy addition as described by
Rayleigh's criterion [8]. Since energy release in
gas turbine combustors is controlled by fuel-air
ratio, mixing and inlet flow conditions, the effects
of these parameters on combustion distribution
have been selected for detailed study.

An extensive set of measurements will be
obtained to determine the combustion distribution
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in the reactor under conditions corresponding to
unstable and stable combustion conditions. In all
experiments CO,, NO, and CO emissions will be
monitored simultaneously at the reactor exit to
relate combustion dynamics to actual emission and
performance characteristics of the reactor. This is
a critical requirement since it is always possible to
operate at conditions which assure either high
performance or low emissions or stable operation.
However, the challenge for current gas turbine
combustors is to achieve all three conditions
simultaneously.

The combustion distribution is a key quantity
to be determined in order to establish the
combustion response function which controls the
initiation and sustenance of the pressure
oscillations which accompany combustion
dynamics. These measurements and the resulting
map of operating conditions that discriminates
stable and unstable operation will be combined
with modeling studies to yield an experimentally
validated model of combustion dynamics
appropriate for gas turbine combustor design.

To develop the empirical map, a series of
investigations using the high pressure, high
temperature turbulent flow reactor have been
initiated with air temperatures up to 1000 K with
methane as the fuel species. Facilities at Penn
State currently exist to provide operation at
1000 K and 10 atm at air flow rates up to 0.5 Ib/s.

Experiments are being conducted over a range
of fuel-air ratios to map out the parameter space
over which stable and unstable operation is
observed. Lean premixed and direct injection
combustor conditions will be investigated by
varying the degree of premixing of the air and
methane as in previous studies [9]. Combustion
dynamics related to the inlet effects will be
investigated through variations in the inlet air
temperature, velocity and swirl level.

Measurements will be obtained in-situ for the
pressure, velocity, fuel distribution, NO_, CO,,



CO, O,, soot, and flame structure as a function of
operating conditions. Table 2 lists the
measurement parameters and techniques to be
applied in these studies which include laser
Doppler velocimetry (LDV), laser-induced
fluorescence (LIF), laser-induced incandescence
(LII) and gas sampling. It should be especially
noted that these measurements will be made
synchronously with any pressure oscillations
which occur due to combustion instability. The
mode of the combustion stability will be
determined from the dynamic pressure distribution
in the reactor and will be related to the
fundamental driving mechanism as determined
from the in-situ measurements.

Table 2. Measurement Parameters and

Techniques
| Pauameéter o Techmiqus
Pressure Transducers
Velocity (u, u’) LDV
Fuel Distribution LIF, Raman
(gas)
NO, LIF, gas sampling
Cco gas sampling
Soot LII (2-D)
Flame Structure OH LIF (2-D)

Modeling' of Combustion Instability Mechanisms

A theoretical framework will be established
with which to interpret empirical observations and
within which various mechanisms for driving
combustion instabilities in gas-turbine engine
environments can be addressed. The theoretical
model will also be used as a vehicle to transfer the
results obtained in the laboratory combustor to
predictions of stability in full-scale combustors.
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Because the relevant phenomena are extremely
complicated, involving turbulent mixing, flame
holding and spreading, combustion response, and
acoustic oscillations, the development of the
theory must be guided by empirical observations.
For practical purposes, achievements of the theory
will consist mainly in the ability to analyze,
understand, and predict trends of behavior in the
full-scale combustor. The influences of
geometrical characteristics and combustion
processes can be assessed, but in any event some
experimental data are required to provide
quantitative results. With judicious melding of
theory, measurements and empirical observations,
a framework which provides the basis both for
understanding the general behavior and for
formulating semi-empirical laws can be
constructed.

Two sorts of theoretical approaches,
approximate analytical and comprehensive
numerical, will be undertaken. The approximate
analytical approach will extend the existing
analyses developed at Penn State for liquid-rocket
and ramjet-engine combustion instabilities and
accommodate the unique features of gas turbine
combustion. Emphasis will be placed on the (1)
interactions between compressor and combustor
flows, (ii) effects of fuel injection and ensuing
flame development on combustion chamber
response, and (iii) influence of operating
conditions (measured by inlet flow rates and
fuel/air mixture ratio) on stability characteristics.
The analysis will be established in three steps.
First, a nonlinear wave equation for pressure will
be derived from the set of conservation equations.
This equation will accommodates various linear
and nonlinear influences of mean flow,
combustion processes, and acoustic oscillations.
Although our current understanding of many
fundamental processes remains limited, it is
important to construct a general stability analysis
so that the effects of each individual process on the
stability behavior can be addressed in a formal and
systematic manner. Second, with the aid ofa
procedure equivalent to spatial averaging, the




wave equation governing the oscillatory flow field
will be reduced to a system of ordinary differential
equations for the time varying amplitude of each
acoustic mode. Finally, this set of equations will
be solved analytically using perturbation
techniques. Within this task, the influences of
various important design considerations on the
engine stability behavior will be studied in detail.
Specific parameters to be investigated include:
injector characteristics, engine operating
conditions, chamber geometry, thermochemical
properties of fuels, and damping mechanisms.

In parallel to the analytical approach, a
numerical investigation into the detailed
physicochemical processes in gas-turbine
combustion chambers will be conducted. The
focus here is on understanding the coupling
between combustion dynamics and acoustic
oscillations. The model will be based on a finite
difference approximation of the complete
conservation equations with finite-rate chemical
kinetics. Turbulence closure will be achieved
using Large-Eddy-Simulation (LES) techniques in
conjunction with dynamic sub-grid modeling [10].

A simplified combustor geometry with
stipulated inlet conditions will be modeled.
Implementation of the model will consist of
algorithm development and validation making use
of current and projected computational fluid
dynamics (CFD) techniques and high-performance
computer architecture. A unified solution
technique will be used which accommodates the
transient behavior of the modeled system through
preconditioning of the conservation equations and
implementation of the dual time-stepping
integration technique. Combined, this
methodology offers an algorithm which is robust
at all Mach numbers ranging from molecular
diffusion velocities to supersonic speeds. Further
efficiency will be acquired through
implementation of synchronous and asynchronous
multi-grid strategies in a multiple processor
environment. Massively parallel machines will
also be used if possible. The model will be
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fashioned so that full advantage can be taken of
current and future advancements in the state-of-
the-art and projected computational power.

Throughout this program, efforts will be
continuously made to survey relevant literature
and to establish a data base for combustion
instabilities in gas-turbine engines. The motivation
of this task is to gain further insight into the
mechanisms associated with combustion instability
by providing detailed accounts and analyses of the
design attributes that lead to unsteady motions in
gas-turbine combustion chambers. Specific
objectives are (i) to preserve the experience gained
through development of stable gas turbine engines;
(ii) to merge component engine and test results
with corresponding theories and experiments; (iii)
to analyze the effects of proposed solutions, and
(iv) to establish scaling laws for bridging the gap
between laboratory research results and full-scale
engine data.

Several major sources comprise the core of the
literature survey, including the data bases at
NASA and CPIA, pertinent DOE and Air Force
reports and a search of the Scientific and
Technical Aerospace Reports (STAR) index for
relevant reports and papers from AIAA, ASME
and other journals. In addition, a great deal of
information has been obtained from interactions
with METC and gas turbine engine manufacturers
regarding critical operating data and design
requirements for practical gas turbine engines. To
facilitate analysis, all available laboratory and full-
scale component and engine test data will be
combined into a single data base. The approach
will follow the technique previously used for
analyzing liquid rocket combustion instability data
[11]. This compilation will provide a genealogy
of various developmental injector design
configurations and engine operating conditions,
and will contain all available measured and
observed test results.

The materials collected and compiled will
shed substantial light on the previous studies of



gas turbine combustion instabilities, and will
provide an invaluable library for continued future
reference. Throughout this program, our literature
survey will be continuously updated to examine
the effects of key mechanisms and controlling
parameters on instabilities in various systems.
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Introduction

Injestion of hot gas from the main-
stream gas path into turbine disk cavities,
particularly the first-stage disk cavity, has
become a serious concern for the next-
generation industrial gas turbines featuring
high rotor inlet temperature [1,2]. Fluid tem-
perature in the cavities increases further due
to windage generated by fluid drag at the
rotating and stationary surfaces. The result-
ing problem of rotor disk heat-up is exacer-
bated by the high disk rim temperature due to
adverse (relatively flat) temperature profile
of the mainstream gas in the annular flow pas-
sage of the turbine.

A designer is concerned about the level
of stresses in the turbine rotor disk and its
durability, both of which are affected signifi-
cantly by the disk temperature distribution.
This distribution also plays a major role in the
radial position of the blade tip and thus, in
establishing the clearance between the tip and
the shroud.

Research sponsored by the U.S. Department of
Energy’s Morgantown Energy Technology Center, under
subcontract No. 95-01-SR033 from South Carolina
Energy Research and Development Center.
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To counteract mainstream gas inges-
tion as well as to cool the rotor and the stator
disks, it is necessary to inject cooling air (bled
from the compressor discharge) into the wheel
space. Since this bleeding of compressor air
imposes a penalty on the engine cycle perfor-
mance, the designers of disk cavity cooling
and sealing systems need to accomplish these
tasks with the minimum possible amount of
bleed air without risking disk failure. This
requires detailed knowledge of the flow
characteristics and convective heat transfer
in the cavity.

The flow in the wheel space between
the rotor and stator disks is quite complex. It
is usually turbulent and contains recirculation
regions. Instabilities such as vortices oscil-
lating in space have been observed in the flow.
It becomes necessary to obtain both a qualita-
tive understanding of the general pattern of the
fluid motion as well as a quantitative map of
the velocity and pressure fields. These infor-
mation are indispensable in the development
and validation of a computational model of the
flow, such a model being a useful design tool.
Hence the need for careful and comprehensive
experiments.
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Industrial gas turbines must be
designed for long hours of continuous opera-
tion with little maintenance. This requires,
that, in addition to cooling air injection into
the wheel space, the designers incorporate a

durable rim seal capable of protecting the disk

cavity from hot mainstream gas injestion. An
effective rim seal configuration coupled with
optimum coolant air injection may eliminate
ingress of hot mainstream gas into the cavity
for all practical purposes, at the same time
maintaining efficient engine performance.

Objectives
Our study has four objectives.

1. Local convective heat transfer coeffi-
cient and cooling effectiveness distri-
butions on the rotor disk. Measure-
ments are to be performed, by the
thermochromic liquid crystal (TLC)
technique, of radially local (and
circumferentially-averaged) convective
heat transfer coefficient and cooling
effectiveness on the rotor disk surface
facing the cavity. A nozzle vane-rotor
disk combination, which would impart
circumferential periodicity in the pres-
sure field in the space between the
vane and the blade external to the disk

cavity, is to be used in the experiments.

Two rim seal configurations are to be
studied.

II.  Flow field in the disk cavity. Velocity
and pressure fields in the cavity are to
be measured. The flow is expected to
be turbulent and unsteady with recircu-
lation regions. Particle image veloci-
metry [3] has been chosen as the tech-
nique for velocity interrogation and
spatially distributed pressure taps
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communicating with a pressure

transducer via scanivalve for pres-

sure measurement.
III.  Computation of flow field and heat
transfer in the disk cavity. Compu-
tational fluid dynamic (CFD) modeling
of the velocity, pressure, and tem-
perature fields in the cavity are.to be
carried out. The modeling is to be
performed in synergy with the
experiments.

Mainstream gas injestion and rotor
disk cooling effectiveness by mass
transfer analogy. The cooling air flow
is to be seeded with CO, gas (tracer
gas) and isothermal experiments
conducted. The distribution of CO,
concentration in the cavity will be
measured and radially local cooling
effectiveness at the rotor disk surface
win be determined via heatmass trans-
fer analogy. Injestion of mainstream
air into the cavity is to be studied also
by gas concentration measurement.

Experimental Rig

Major parts of the disk cavity rig are
shown schematically in Figure 1 (one-eighth
scale drawing). All hardware components
have been procured and the rig is presently
under construction. The main blower is capa-
ble of maintaining a flow rate of approxi-
mately 4000 cfm (at standard temperature and
pressure) through the rig. The auxiliary
blower which supplies the cooling air can
deliver about 380 cfm at standard temperature
and pressure. The maximum rotational speed
of the rotor disk is 5000 rpm.




Preliminary Results - TLC Technique

We plan to use a relatively new TLC
technique for measurement of the convective
heat transfer coefficient at the rotor disk sur-
face and the disk cooling effectiveness. This
technique is referred to as the quasi-steady
state TLC technique.

The technique has been validated very
recently in our laboratory. Simple experiments
were conducted in which a main airflow was
established over a heated flat aluminum place
of 12.4 mm thickness. Four equally spaced air
injection holes (at an angle of 30° degrees to
the surface) 10 mm in diameter were located
6 mm upstream of a 29.2 cm x 12.7 cm area
of the plate surface. This area was first pro-
vided with a 1 mm epoxy layer and then with
a TLC coating.

Figure 2(a) is a plot of the transverse
(y)-averaged axially (x)-local convective heat

transfer coefficient (h’) versus the axial
distance from the upstream edge of the TLC-
coated surface nondimensionalized by the hole
diameter (x/d). Figure 2(b) shows a plot of
the axially-averaged transversely-local

convective heat transfer coefficient (ﬁx) versus
y/d, y being measured from one side edge of
the TLC-centered surface. Both plots exhibit
correct characteristics.

Figure 3(a) contains a plot of the

y-averaged plate cooling effectiveness (ﬁy)
versus x/d. Figure 3(b) shows a plot of the

x-averaged plate cooling effectiveness (ﬁx)
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versus y/d. The cooling effectiveness is
defined here as

= Tadiabaticwall _Tmainair (1)
'n =
Tcoolingaj: —Tmainair

Future Activities

We are addressing Objectives I and II
during the first year of this project. Work will
soon be initiated on Objective III as well, in
cooperation with Allied Signal Engines.

Objectives I-IIT will be the focus of our
work during the second year of this project
also. Objective IV will be addressed during
the third and final year.
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Abstract

The applicability of using heat pipe
principles to cool gas turbine vanes is addressed
in this beginning program. This innovative
concept involves fitting out the vane interior as a
heat pipe and extending the vane into an adjacent
heat sink, thus transferring the vane incident heat
transfer through the heat pipe to heat sink. This
design provides an extremely high heat transfer
rate and an uniform temperature along the vane
due to the internal change of phase of the heat
pipe working fluid. Furthermore, this technology
can also eliminate hot spots at the vane leading
and trailing edges and increase the vane life by
preventing thermal fatigue cracking. There is also
the possibility of requiring no bleed air from the
compressor, and therefore eliminating engine
performance losses resulting from the diversion
of compressor discharge air. Significant
improvement in gas turbine performance can be

Research sponsored by the U.S. Department of Energy’s
Morgantown Energy Technology Center, under contract 95-
01-SR035 with the University of Connecticut, Research
Foundation, 438 Whitney Ext, Storrs, CT 06269-1133; Fax:
(203) 486-5381
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achieved by using heat pipe technology in place
of conventional air cooled vanes. A detailed
numerical analysis of a heat pipe vane will be
made and an experimental model will be
designed in the first year of this new program.

Introduction

The heat pipe itself was first formally
proposed for use in thermionic applications by
George Grover of Los Alamos in 1963. Since
then it has been shown that it is a heat transfer
device that can exhibit an extremely high
effective thermal conductivity, much greater in
fact than any known homogenous material. A
typical heat pipe (Faghri, 1995) is shown in
Figure 1. In operation it is essentially a constant
temperature device. It consists of a closed
container in which vaporization and condensation
of a fluid take place. The choice of a fluid
depends on the temperature range in which the
heat pipe will be used; e.g. for gas turbine
application, sodium or lithium could be used.
Heat added at one end of the container causes
evaporation of liquid into vapor. Condensation of
the vapor along the cooled end (condenser) of the



container maintains the container surface at a
nearly constant temperature. The resulting
condensate is returned to the heated end
(evaporator) of the container by the action of
capillary forces in the liquid layer which is
contained in a wick lining the inside of the cavity.
A typical wick might consist of layers of metal
screen or some porous metallic structure.
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Figurel :Heat pipe operation
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‘I'wo heat pipe characteristics , 1ts near
constant temperature = operation and its
tremendous heat transfer ability (Faghri, 1995),
make the heat pipe, if configured as a turbine
airfoil, very attractive for high temperature gas
turbine use. The idea of using it as a vane or
stator (the 20,000 - 30,000 g acceleration fields
typically generated in a rotating turbine blade
limit it to stator use) in a turbine has been
considered by some gas turbine specialists over
the years. For instance one of the authors
(Langston) proposed its use as a stator in 1964
and did a study of its use in a military jet engine
(Langston, 1968), using the results of some
preliminary 1967 liquid sodium heat pipe vane
experiments done by SNECMA, the French jet
engine manufacturer. Also, Silverstein (1992) did
a preliminary analysis as part of a first phase
investigation in conjunction with the United
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States Air Force and the Allison Gas Turbine
Division of General Motors.

These, two rather limited heat pipe vane
studies we are aware of have dealt with military
or other high performance jet engines, (i.e.
aviation gas turbines). Military engines have high
turbine temperatures suitable for heat pipe
applications, but they must operate with high
maneuver loads (a 10 g dive or turn might
adversely affect capillary pumping in a heat pipe
vane) and a minimum of weight (heat pipe vanes
could add some small amount of weight). The
feasibility studies done to date have shown
promising results, but not promising enough for
jet engine manufacturers to make use of heat pipe
vanes in a production engine. This is mainly due
to the lack of experimental simulation and
detailed design analysis.

Land based gas turbines are stationary (no
maneuver loads) and therefore weight is not a
major consideration. Thus our program differs
from those of the past in its application to
stationary shaft-power gas turbines rather than to
maneuvering, thrust-power aviation gas turbines.
Furthermore, a detailed experimental and
numerical/analytical program including actual
testing of a heat pipe vane will be started in this
one-year contract and proposed for completion in
the next year.

Problem

All modern high temperature turbines are
cooled for the most part by bleeding relatively
cool compressor air from the gas path and then
reintroducing it in the turbine in such a way as to
cool turbine airfoils (blades and vanes) that are
in the hottest regions of the turbine. There are two
general types of turbine vane cooling: 1) Internal
convective cooling and 2) film cooling.

Internal convective cooling is used to cool
the inside surfaces of a turbine vane. The cooling




air usually exits at the vanes trailing edge. This
leads to a thick trailing edge, which increases the
turbine aerodynamic losses.

Film cooling is used for the highest
turbine temperatures, especially for gas
temperatures that significantly exceed the melting
point of the nickel based alloys used to make
vanes. Cooling air from the compressor is
injected onto the gas path surface of the vanes, to
form a protective layer of cool gas, shielding the
vane from the hot gas path flow. Film cooling
leads to aerodynamic losses in the turbine
because of the disruption it causes in the gas path.
There are many overall disadvantages of air
cooling of turbine vanes and a few are as follows:

® There is an added cost of producing the turbine
vanes in the machining of the internal passages
and/or surface conditions.

® Turbine vane reliability is significantly reduced
with the machining of the internal passages
which can lead to mechanical stress
concentrations.

® Turbine vanes have high losses associated with
the thicker geometric design associated with
internal passages.

® The injection of cooling air (especially for film
cooling) into the gas path leads to acrodynamic
losses through disruption of the gas path flow and
through the mechanisms of mixing.

® Air cooled vanes are not isothermal and the
resulting metal temperature gradients lead to
thermal fatigue and cracking.
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Approach

Use of heat pipe vane cooling for a
turbine promises improvements in overall gas
turbine durability and performance by at least one
of three ways:

1) The isothermalization of vanes thereby
minimizing thermal stresses.

Reduction of the amount of turbine
cooling air required, thereby improving
turbine efficiency or increasing the
amount of cooling air available for NO,
control.

2)

3) Removing turbine cooling air injection
gas path sites, thereby reducing turbine

aerodynamic losses.

For example, consider the simplest case of
isothermalization of a vane. Suppose a turbine
vane is operating under temperature conditions
such that it needs no net cooling, but the designer
has used convection cooling because of burner
"hot spots" (earlier versions of the first vane of
the JT8D fits this description.) By making such a
vane into a heat pipe (no net cooling air required),
it will be "isothermalized" with the hot spots
cooled by heat pipe action with the heat being
transferred to the colder parts of the vane. The
vane surface acts as both evaporator and
condenser for the heat pipe.

For the case of an existing cooled vane, we
will consider three methods of fitting the turbine
vane with a heat pipe. Other designs may result
from the work proposed here. Option #1 is a
conventional heat pipe turbine vane (Figure 2),
Option #2 is a double-walled heat pipe turbine
vane (Figure 3) and Option #3 is an annular heat
pipe turbine vane (Figure 4). All three options
will have the same overall characteristics in the

''''''''''
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operation of the heat pipe. First, the evaporator
section of the heat pipe fitted turbine vane will be
the section that is in direct contact with the
combustion gas while the condenser section is
actually an extension of the turbine vane into a
passage that contains a stream of cooler air flow
that acts as a heat sink. All three heat pipes will
consist of a wicking material such as layered
screens * or a sintered porous material. The
working fluid can be a high temperature
substance such as liquid sodium or lithium.

The reader will possibly recall that the
use of a liquid metal in a power plant is not new.
Liquid sodium has been used in exhaust valves of
high performance internal combustion engines
for years. The differences of the three options are
in the variety of heat pipe types and materials
that are fitted into the turbine vane. These
differences and correct procedure for the selection
of working materials and fluids will be carefully
considered.

Option #1, conventional heat pipe, is the
simplest in theory and application. The turbine
vane is fitted with a wick structure that covers the
entire interior surface of the vane. The wick
structure is saturated with the working fluid, i.e.,
sodium or lithium at ambient conditions. The
turbine vane corresponds to the evaporator
section of the heat pipe. During operation, the
turbine vane is exposed to the combustion gas
stream which vaporizes the working fluid in the
wick. The vapor will then flow towards the
condenser section where the fluid will condense
back to its liquid form releasing the latent heat of
vaporization energy into the heat sink.

The choice of the heat sink for the heat
pipe vane is dependent on the particular
application, and will be one of the things to be
studied in the work proposed here. As an
example, consider the case of the first vane (the
nozzle). One can design the heat pipe evaporator
section to extend into a cavity below the first
vane ID platform (and forward of the first disk),
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into which cooling air from the compressor is
introduced. The cooling air flows into the cavity,
cools the heat pipe evaporator, and then could be
reintroduced into the gas path at the first vane's
platform leading edge. Another possibility is to
exhaust the heated cooling air directly onto the
first blade, in such a way as to attempt to control
secondary endwall flow effects from the first
vane. Other possible heat sinks include an air or
stream closed loop system, where the vane heat
removed from the gas path is returned to the
cycle in a regenerator. Certainly other
possibilities exist for effective heat pipe vane heat
sinks in other gas turbine configurations such as
the HAT cycle.

Option #1 is attractive since the interior of
the vane does not have a cooling flow of air that
is diverted from the compressor discharge
directly into the gas path. This option allows
uniform temperature along the turbine blade
surface during and would allow the hot spots
such as the leading and trailing edges to be
sufficiently cooled. The temperature gradients
along the surface would be reduced significantly,
reducing the chances of thermal stress induced
cracking. Overall, the heat pipe would still
remove a much higher amount of heat then would
a one phase flow of air as in existing
conventional methods.

vapor [low

H wicking

Heat Sk
Stream

Combuslion
Gas Stream

Figure 2: Conventional heat pipe turbine
vane design (Option #1)
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Figure 3: Double wall heat pipe vane cooled by heat

pipe effect and internal air stream (Option #2)

wicking ' air flow
matenal vapor
{ tlow
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< vapor flow
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wicking malerial
matenal

Cotnbustion
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Figure 4: Annular heat pipe turbine vane
cooled by heat pipe effect and internal air
stream (Option #3)

Option #2, the double-walled heat pipe
turbine vane, would also help reduce the hot spot
temperatures at the leading and trailing edges and
allow the surface of the blade to maintain a more
uniform temperature at extremely high heat flux
designs. Figure 3 shows the operating principle
behind this option. Two separate heat pipes
would be fitted into the turbine vane at theleading
and trailing edges. The heat generated at the
leading and trailing edges would conduct through
the turbine and into the wick structure, where the
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working fluid would be vaporized. The vapor
would then be transported to the heat adjacent
heat sink as in Option #1. The difference in this
option comes from the internal air flow passage
in the turbine vane. This air flow is diverted from
the compressor as in existing cooling methods.
Overall, the high conductive heat pipes are
positioned to concentrate on the removal of heat
from the leading and trailing edge hot spots while
the internal air flow is positioned to remove heat
from the surface where the temperatures are
lower. This would allow for a more uniform
blade surface temperature, leading to a less
likelihood of a surface temperature gradient
which could result in thermal stresses. Option #2
may be useful, but as can be seen, the controlling
heat transfer resistance is in the air flow passage.
Option #3, the annular heat pipe turbine,
is another promising method of removing heat
from the turbine blade surface and also will help
the liquid to be returned to the evaporator. The
operating principle behind the annular heat pipe
turbine blade is very similar to Option #1 but
allows for more surface area for the removal of
heat. As shown in Figure 4, this annular heat pipe
geometry consists of an internal air flow passage.
The wick structure is placed on both the inner
wall of the turbine vane and the outer wall of the
air passage. The evaporator section of the turbine
vane would remove heat from the combustion gas
stream and vaporize the working fluid. However,
with this option the vapor starts to condense close
to the evaporator end of the turbine vane. This
allows the evaporator section to absorb more
energy from the surface. As the remainder of the
vapor travels along the length of the vane it is
continuously condensing into the wick structure
and finally at the condenser end both wall
surfaces act as a heat sink. This option allows the
condensate to be returned to the evaporator end at
a higher and more efficient rate then any of the
other methods. Also, the capillary limit of this
annular heat pipe is greater then a conventional



heat pipe. A slight disadvantage exists in the
fitting of the complex annular heat pipe
geometry.

There are significant advantages of these
proposed heat pipe turbine vanes over ones using
conventional cooling techniques. Some of these
are:

® The extremely high heat transfer rate of the
heat pipe operating principle due to the change of
phase. The removal of heat by latent heat of
vaporization of a liquid metal is many order of
magnitudes higher then that of conventional
convective or conductive methods.

@ Uniform temperature along the vane surface is
accomplished by fitting the turbine vane with a
heat pipe. With existing, conventional techniques
of cooling turbine vanes the temperature
distribution along the surface of the vanes is not
uniform due to the difficulty, or impossibility, of
running air cooling passages through the thinner
parts of the turbine vane. With heat pipe fitting of
the turbine vanes, this is not a concern.

® Elimination of hot spots at vane leading and
trailing edges due to the very high effective heat
transfer coefficients.

® There are no aerodynamic losses due to the
injection of cooling air into the gas path. This in
itself could increase the efficiency of an existing
high temperature turbine by 2-4 percentage points
(e.g. an 88% turbine going to 92% efficiency).

The one disadvantage that is foreseen at
this time is the added weight of the turbine vane
due to the greater length. However, this is of
concern in aviation applications. A feasibility
study done on an advanced military fighter
turbine engine, showed an increase in engine
weight of only 1% (Silverstein and et al, 1994).
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One other possible disadvantage is the
heat (energy) the heat pipe vane may remove
from the gas path and hence the cycle, as
discussed in Option #1. There are ways that this
heat could be reintroduced back into the cycle,
depending on the location of the vane and on the
particular cycle under consideration.

Project Description

The time has come to do an in depth
study and evaluation of the heat pipe vane for
land based shaft power producing gas turbines,
for the following reasons:

1) The turbine inlet temperatures of modem
land based gas turbines are now
approaching those of high performance
jet engines. The application of an
advanced cooling scheme such as the heat
pipe vane would be ideally suited to the
stationary installation of such machines.
Performance gains beyond the standards
set by jet engines might be possible with
the elimination of compressor cooling air
in the hot turbine gas path.

2) Over thirty years of research and

development have vastly improved heat

pipe performance and manufacturing.

One of the authors, Dr. Faghri, is a noted

heat pipe researcher and has just

published a text on the latest
developments in the field of heat pipe

science and technology (Faghri, 1995).

Thus we are strongly convinced the time
is right to seriously consider the use of heat pipe
vanes for land based shaft power producing gas
turbines. In this one year contract we will set out
on a three part program whose objectives are as
follows:




1)

2)

3)

Numerical/Analytical Simulation Study.

To develop a detailed numerical/
analytical simulation model to predict the
performance characteristics of heat pipe
vanes under various heat load
distributions. What is the predicted
transient performance of a heat pipe
vane? What happens during engine
startup and shut down? What are the heat
transport  limitations? No  detailed
transient numerical simulation accounting
for the nonconventional geometry of the
turbine vane has been done in the past.

Experimental Study:
To develop an operating map for a heat

pipe vane subjected to engine
temperatures and heat loads. This will
answer such questions as which
geometries and materials are the most
promising, what are performance limits
and how isothermal is the heat pipe vane.
No such experimental results are
presently available in the open literature.

Turbine  Manufacturer  Design

System Study:

Given the overall characteristics of a heat
pipe vane and the results of 1) and 2)
above, what does the design system used
by a gas turbine manufacturer predict for
performance gains in a modem gas
turbine using heat pipe vanes? What
stages in a turbine are best suited to heat
pipe applications?
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Efforts on all three of these objectives
will be carried out during this one year contract.
A proposal for a future contract will then be
submitted, based on the first year results.
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Abstract

This program has the objective of
developing an improved methodology for
modeling turbomachinery flow fields, includ-
ing the prediction of losses and efficiency.
Specifically, the program addresses the
treatment of the mixing stress tensor terms
attributed to deterministic flow field mecha-
nisms required in steady-state Computational
Fluid Dynamic (CFD) models for turbo-
machinery flow fields. These mixing stress
tensors arise due to spatial and temporal
fluctuations (in an absolute frame of reference)
caused by rotor-stator interaction due to vari-
ous blade rows and by blade-to-blade variation
of flow properties. This will be accomplished
in a cooperative program by Penn State Uni-
versity and the Allison Engine Company.
These tasks include the acquisition of pre-
viously unavailable experimental data in a
high-speed turbomachinery environment, the

Research sponsored by the U.S. Department of Energy's
Morgantown Energy Technology Center, under contract
DE-FC21-92M(C29061 with South Carolina Energy
R&D Center, Clemson University, Clemson. This
program was initiated in September 1995; hence, this
paper represents a summary of the proposed program.
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use of advanced techniques to analyze the
data, and the development of a methodology to
treat the deterministic component of the mix-
ing stress tensor. Penn State will lead the
effort to make direct measurements of the
momentum and thermal mixing stress tensors
in high-speed multistage compressor flow field
in the turbomachinery laboratory at Penn State.
They will also process the data by both con-
ventional and conditional spectrum analysis to
derive momentum and thermal mixing stress
tensors due to blade-to-blade periodic and
aperiodic components, revolution periodic and
aperiodic components arising from various
blade rows and non-deterministic (which
includes random components) correlations.
Allison Engine Co. will lead the modeling
effort to synthesize this data into improved
flow field models. The modeling results from
this program will be publicly available and
generally applicable to steady-state Navier-
Stokes solvers used for turbomachinery com-
ponent (compressor or turbine) flow field
predictions. These models will lead to
improved methodology, including loss and
efficiency prediction, for the design of high-
efficiency turbomachinery and drastically
reduce the time required for the design and
development cycle of turbomachinery.




Introduction

Until recent years, the aerodynamic
modeling tools (including losses) used in
turbomachinery component design systems
were primarily based upon empirical correla-
tions and had limited capability to model the
actual flow field physics. With the develop-
ment of adequate empirical databases, these
models have served the gas turbine industry
well, however, their limitations become evi-
dent as the designer tries to develop a com-
ponent with characteristics sufficiently
different from the empirical design base. The
other obvious limitation is the inability of
these tools to model the detailed structure of
the flow field and the aerodynamic losses
associated with viscous layers, secondary and
leakage flow. The conflicting demands upon
the gas turbine industry to drive to higher
component performance while reducing the
acquisition and operating cost to our customers
through a more efficient design and develop-
ment process required a new generation of
aerodynamic modeling tools.

There have been tremendous advances
over the past decade in the capabilities of digi-
tal computers together with parallel develop-
ments in numerical algorithms to solve the
steady-state Navier-Stokes (N-S) equations (the
fundamental equations that govern viscous
fluid flow) for subsonic and transonic flows.
This gives the turbomachinery component
designer new tools with the potential capability
to accurately model the detailed structures of
the flow field resulting in improved predictions
of the component performance. More impor-
tantly, these models are based upon funda-
mental fluid mechanics allowing the designer
to analytically investigate component design
features outside his empirical database. As
component design tools, these models have
had a significant impact on the design of fan
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stages and the front stage of core compressors
and turbines. However, they have had far less
impact upon the design of embedded stages in
compressors and turbines. This is primarily
due to limitations in the treatment of the mix-
ing stress tensors in these models.

Solution of the steady-state N-S
equations requires special treatment of stress
tensor terms that are due to the turbulent
(random) fluctuations of the flow field and are
introduced during time-averaging of the
instantaneous equations of motion (this is
referred to as closure of Reynolds stress
tensors). The additional mixing stress terms
required for modeling steady-state turbo-
machinery flow fields have identical structure
to the Reynolds stress terms and have tradi-
tionally been modeled using conventional
turbulence models. However, the physics
associated with these terms is fundamentally
different than the turbulent fluctuations that
result in the Reynolds stress terms. These
terms result from deterministic features of the
flow field such as blade wakes and shed
vortices which are known to be dominant fea-
tures in turbomachinery flow fields. It is not
surprising that the treatment of the mixing
stress tensor for turbomachinery flow fields
based solely upon the random processes of
turbulence is not adequate to accurately model
turbomachinery component flow fields.

Adequate data to support this modeling
effort is not available, and the acquisition and
analysis of unsteady temperature, pressure, and
velocity measurements in a high-speed multi-
stage compressor constitute a significant part
of this program. Advanced data analysis tech-
niques will be used to resolve the mixing
stress tensor into the random and deterministic
components. Important questions that need to
be addressed include what is the relative con-
tribution to the total mixing stress tensor of



the random and the deterministic components
and how do the deterministic features of the
flow field in the rotor frame of reference affect
the mixing processes in the stationary frame
and vice-versa. o s

Minimal effort has been made to
address closure of the deterministic terms in
the mixing stress tensor. Adamczyk, Mulac,
and Celestina (1986) proposed a model for the
inviscid form of the average passage equation
system, but it has not been extended to the
viscous form of the equations. Currently,
traditional turbulence models are used to
address these terms, and this program will
develop and evaluate alternatives for modeling
the deterministic terms in the mixing stress
tensor. Since this unsteadiness is associated
with deterministic mechanisms observed in a
different frame of reference, the primary
approach will be to develop a model with the
governing equations with an appropriate
change in the frame of reference. The model
equations can be formulated in physical space,
with the stress terms expressed as convolution
of Fourier or wavelet components. Analysis
of the experimental data will be used to guide
this or identify another modeling approach.
The results of this modeling effort will be
directly applicable and easily integrated into
steady 3-D Navier-Stokes solvers which are
used throughout the industry for component
design.

Objectives

The objective of the program is to
develop improved methodology for modeling
turbomachinery flow fields. Specifically, it
will address the deficiencies of the stress
tensor models in steady-state 3-D Navier-
Stokes models used for the design of turbo-
machinery components. Since the derivation
of the average-passage equations (Adamczyk,

575

1985) clearly show that the deterministic fea-
tures of the turbomachinery flow contribute to
the mixing stress tensor and stress tensor
modeling does not address these contributions,
the approach is to directly measure the mixing
stress tensor in a high-speed turbomachinery
component. Advanced analysis tools will be
used to resolve the random and the determin-
istic components of the mixing stress tensor
and a model will be developed from the gov-
erning equations with an appropriate change in
the frame of reference. These models will be
tested in Navier-Stokes solvers available at
Allison and Penn State.

The results of this program will be of
broad interest to the gas turbine industry and
has potential benefit in several manners. The
experimental data which will include measure-
ment of the momentum and thermal mixing
stress tensors in a realistic turbomachinery
environment is not previous available. This
data will be valuable to the industry for the
insight it will provide on the fundamental
physics and can be used in the development of
proprietary mixing stress tensor models. In
wavelet processing, this program will intro-
duce and exercise a new tool which has prom-
ise in significantly impacting analysis and
modeling of turbomachinery flow fields. The
results of this modeling effort will be directly
applicable and easily integrated into the
fundamental tools used throughout the industry
for the design of compressors and turbines.

The overall objective is to provide
models and tools for improved methodology
for the design of high efficiency turbo-
machinery and drastically reduce the time
required for the design and development cycle.
This methodology will replace present day
approach based on empiricism and extensive
testing.




Benefits of the proposed program are
(1) enhanced fuel economy and performance
of turbomachinery in gas turbine systems,
(2) drastic reduction of the time required for
the design and development cycle of turbo-
machinery, and (3) improved and systematic
methodology for modelling and prediction of
the flow field, including losses and efficiency,
and design techniques based on computational
fluid dynamics.

Method of Approach
The proposed research consists of three tasks:

(1) Experimental investigation of three-
dimensional steady and unsteady flow field in
multistage turbomachinery, including analysis
and processing the data required for modelling
multi-stage turbomachinery flows. Statistical
analysis of the data acquired will be carried
out to identify flow events at various scales
using conventional and wavelet technique.
The wavelet analysis should lead to identifi-
cation of sources not associated with blade or
shaft frequency and involves decomposition of
"unresolved unsteadiness" to derive random
fluctuations and other sources of unsteadiness.

(2) Modelling of multistage flow field
using the data acquired. The modelling will
involve order-of-magnitude analysis of various
sources associated with unsteady flow and its
importance in the performance and design of
turbomachinery.

(3) Incorporation of the model in
Navier-Stokes code to predict flow field in
multistage and single stage turbomachinery,
including aerodynamic losses. Allison per-
sonnel will incorporate this in their proprietary
code and Penn State will incorporate this in
their three-dimensional Navier-Stokes Code.

The background material and the
method of approach used in accomplishing
these tasks are given below.

Experimental Investigation

The experimental investigation will be
conducted in the multistage axial flow com-
pressor available at Penn State. It should be
emphasized here that the research proposed
here is generic, even though the experimental
program is carried out in a multistage com-
pressor. The phenomena is similar in both
compressors and turbines.

The test compressor is a three-stage
axial flow compressor consisting of an inlet
guide vane row and three stages of rotor and
cantilevered stator blading with a rotating hub.
The general specifications of the compressor
are listed in Table 1. The compressor was
donated to Penn State University by Pratt and
Whitney Aircraft of United Technologies Cor-
poration. The compressor located on the test
stand consists of the following major com-
ponents: drive assembly, compressor, inlet
and exhaust ducting, and the control and data
acquisition system. The drive assembly com-
prises of the 372 KW induction motor (with a
frequency controlled inverter) coupled to the
compressor via a 1:1.67 ratio speed increaser
gear box and torque-meter. Filtered ambient
air is ducted into the compressor inlet plenum
via a silencer unit to reduce noise levels. The
plenum (in the shape of a scroll) provides
axisymmetric uniform flow and temperature
distributions at the inlet to the compressor.
The flow path consists of a honeycomb section
with screens to assure a uniform flow distri-
bution at inlet. A contraction section is also
provided to accelerate the flow smoothly into
the IGV section of the compressor. A throttle
located downstream of the compressor is used
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to control the mass flow through the com-
pressor. The throttle system includes a surge
control device, which activates a quick release
feature of the discharge throttle, for rapid stall
recovery in the event of surge. The surge
control system features a differential pressure
transducer which senses the pressure difference
between the exit of the compressor and the

exit plenum. If this pressure difference is
higher than a previously set set-point, the
throttle is opened for rapid recovery. The
flow is exhausted through a duct into an
exhaust anechoic chamber to reduce noise
levels. Details of the compressor and prelimi-
nary data can be found in Lakshminarayana et
al. (1994).

Table 1

General Specifications of Pratt and Whitney Compressor 4N
Number of Stages 3
Design Corrected Rotor Speed 5410 rpm
Design Corrected Mass Flow 8.61 kg/s
Design Overall Total Pressure Ratio 1.354
Peak Efficiency at 100% Speed (torque based) 90.65%
Blade Tip Mach Number 0.5
Average Reynolds Number (based on Stator 3 chord and axial velocity) | 2.45 x 10°
Average Hub-Tip Ratio 0.843
Diffusion Factor (avg.) 0.438
Average Flow Coefficient (V,/U,) (Average for a stage) 0.509
Reaction (avg.) 0.570
Space-chord Ratio (avg.) 0.780
Aspect Ratio (avg.) 1.5
Average Rotor Tip Clearance (static) 1.328 mm
Average Rotor Tip Clearance (dynamic) 0.667 mm
Average Stator Hub Clearance (7) 0.686 mm
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The overall measurement and data
analysis program proposed consists of the
following:

(1)  Unsteady stagnation temperature
and pressure measurement
(Aspirating Probe).

) Instantaneous velocity mea-
surement (Hot Film).

(3)  Data analysis for mixing
coefficients.

4) Data analysis to understand the

unsteady effects.

In order to accomplish the objectives
outlined in the previous section, an experi-
mental investigation of the steady and
unsteady flow in the embedded rotor and stator
stage of a three-stage axial flow compressor
will be undertaken. Two types of slow
response probes and two types of fast response
probes will be used in this investigation. The
slow response probes used are the pneumatic
five hole probe (pressure and velocity) and a
thermocouple probe (temperature). The high
response probes are a slanted single sensor
hot-film probe (three dimensional time
resolved velocity field) and an aspirating probe
(time resolved total temperature and total pres-
sure field). The principle of operation of the
aspirating probe involves operating 2 coplanar
hot-wires at different overheat ratios (different
wire temperatures) in a 0.9 mm dia channel of
a choked orifice. Detailed description of the
working of the probe is given by Ng and
Epstein (1983). Van Zante et al. (1993) have
modified the design to eliminate the piggy
back pressure transducer. This modified
design will be used in this investigation. The
frequency response of the aspirating probe is
estimated to be 10-30 kHz (Ng and Epstein
(1983)). The kulite total pressure transducer
is of XB-062-25A type with a frequency
response of typically 60 kHz. This trans-
ducer can be traversed in either a total
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pressure probe configuration or piggybacked to
the aspirating probe. The single sensor slanted
hot-film probe is a TSI 1263-10 hot-film
slanted at 45 degrees to the axis of the probe.
The hot-film is 25 pm in diameter and has a
frequency response of approximately 50 kHz.
A complete range of tests were conducted both
in a high speed jet as well as in the compres-
sor to assess the ability of the hot-film probe
to measure both mean and the fluctuating
velocity field.

Detailed area traverses in the radial
(from hub to casing) and tangential locations
(1.85 stator blade pitches) with clustering of
measurement stations in the wake and endwall
regions) of the high response probes will be
carried out downstream of rotor 3, of the
multistage compressor facility at both the peak
efficiency and the peak pressure ratio operat-
ing conditions. Depending on the success of
the program, attempts will be made to acquire
the data at the exit of other embedded stages
(e.g., rotor 2 and stator 1 exit). The two
operating conditions chosen is typical of most
compressor operations. The traverse would
include approximately 15 to 20 radial and 15
to 20 tangential locations. An area traverse of
the kulite total pressure probe was conducted
downstream of stator 2 at the peak efficiency
condition. The objective of this traverse is to
providé an unsteady pressure field for com-
parison against the unsteady pressures derived
from the aspirating probe and to test out the
ensemble averaging and analysis software.

Ensemble averaging and conditional
sampling techniques will be utilized to decom-
pose the instantaneous pressures, temperatures,
and velocities into time averaged, periodic,
aperiodic, and unresolved unsteadiness com-
ponents. Random data analysis procedures
will be utilized to determine the various
velocity-velocity and velocity-temperature
correlations used to close the passage averaged



equation set. The equations of motion will be
suitably averaged and the relative magnitudes
of each of the terms of the equations will be
estimated based on the experimental data.
Contour and vector plots of various quantities
in both the rotor and the stator frames of
reference will then be utilized to explain the
transport phenomena as well as the rotor-rotor
and the rotor-stator interaction phenomena.
Then mechanisms for spanwise mixing will be
postulated. Fourier decomposition of the
periodic and aperiodic signals as well as
spectral analysis of each of the instantaneous
signals will also be conducted in order to
determine the influence of the upstream and
downstream rotors on the flow field as well as
the effects of rotor-stator interaction. This
data will be properly organized and made
available to industry.

The conventional analysis will be
supplemented by wavelet analysis to resolve
events at frequencies other than the shaft
frequencies. As much information as possible
about the flow physics will be collected, by
identifying scale-dependent events of different
types (local maxima, gradients, etc.) in the
various signals, by quantifying the correlations
between these events, including filtered and
conditional statistics, and by mapping the
spectral content of the stress terms at different
stations in the flow. Experimental data will be
decomposed into time average, revolution
aperiodic, blade periodic, blade aperiodic, and
unresolved components. Stress maps will
identify the velocity scale(s) and time scale(s)
relevant to the dynamics of the corresponding
stress terms.

Modeling Effort

There are several approaches to model-
ing a turbomachinery component with steady
3-D Navier-Stokes solvers. The simplest
approach is for the designer to make predic-
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tions with a single blade solver using the exit
conditions from one solution as the inlet
conditions for the successive blade row. The
thermodynamic and gas dynamic properties at
the boundaries must be circumferentially
averaged to account for the change in the
frame of reference. With this approach only
secondary effects of a blade row upon the
upstream blade row such as blockage can be
addressed. The next step in model complexity
is to make a simultaneous solution of multiple
blade rows using a mixing plane formulation.
The same equations are solved and the
circumferentially-averaged properties at the
mixing plane are automatically updated as the
solution progresses. In this procedure, the
influence of a blade row on the upstream blade
row is directly addressed. Models using these
approaches are available to the gas turbine
community.

Allison Engine Company has made a
considerable effort evaluating steady-state
models for turbomachinery component flow
fields, and the results of those efforts have led
to two conclusions. First, solution using a
solver with a mixing plane formulation and a
solver based upon the average-passage equa-
tions using similar gridding results in very
similar results. This is not surprising because
the average-passage solver uses a standard
turbulence model (identical to the one used in
the mixing plane calculation) to model both
the random and deterministic terms in the
mixing stress tensor. Second, the predictions
for fans or the front stages of multistage
compressor and turbines compare well with
test data. However, the predictions get
increasingly worse further back in the
component for embedded stages in multistage
compressors and turbines. The data indicates
these models are not accurately predicting the
component blockage, the endwall loss genera-
tion and the profiles of total pressure and




temperature. These are all highly dependent
on the treatment of the mixing stress tensors.

The aspirating probe and hot-film data
will be analyzed and synthesized to derive a
detailed understanding of the physics and cor-
relations associated with mixing coefficients.
This involves both the qualitative and quan-
titative interpretation of data.

The important controversy to be
resolved is in regard to the physics associated
with the mixing and the following points will
be addressed: .

@)) The contribution to the mixing
from periodic time averaged
mean flow: included in this are
the radial motion within the
wake, secondary and leakage
flow in the endwall region.

The contribution due to mixing
from the random fluctuation
(turbulence).

)

The modeling effort will involve the
following steps:

a. The Allison developed Vane-
Blade Interation (VBI) model
(Rao and Delaney, 1992), based
on unsteady 3-D Navier-Stokes
solver, will be used to generate
an analytical data set for vali-
dating the data processing
methodologies.

b. An analytical mixing stress ten-
sor model will be developed
using results from the unsteady
experimental data and unsteady
analytical predictions. This
work will be modified as
required to generate the data
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required to develop and
validate the model.

C. This model will be used in
Allison proprietary 3-D Navier-
Stokes solvers and compared to
predictions using mixing stress
tensor models. These predic-
tions will be made to evaluate
the progress of the modeling
effort and to demonstrate the
capabilities of the completed
model.
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Introduction

To meet the goal of 60% plant-cycle
efficiency or better set in the ATS Program for
baseload utility scale power generation, several
critical technologies need to be developed.
One such need is the improvement of compo-
nent efficiencies. This work addresses the
issue of improving the performance of turbo-
machine components in gas turbines through
the development of an advanced three-
dimensional and viscous blade design system.
This technology is needed to replace some
elements in current design systems that are
based on outdated technology.

Objectives

In the design process of turbomachin-
ery blading, there are two categories of
Computational-Fluid-Dynamics tools available
to the designers: the analysis method and the
inverse method. The analysis method predicts
the flowfield about a specified blade geometry.
On the other hand, in an inverse method, the
designers prescribe certain desired conditions
for the flowfield, and the method generates the

Research sponsored by the U.S. Department of
Energy's Morgantown Energy Technology Center,
under Contract DE-FC21-92MC29061 with Syracuse
University, Syracuse, NY 13244; (315) 443-2807.

582

blade geometry. Although a large number of
robust and well-established 3D Euler/Navier-
Stokes computer codes have been developed in
the analysis mode and are being used daily by
designers, no such method appears to exist in
the inverse mode for fully three-dimensional
flows. The proposed work will produce a
unique CFD capability for designers in the gas
turbine industry.

Current state-of-the-art blade design
systems consist of two primary stages. In the
first stage, the combined throughflow and
blade-to-blade methods (or the so-called quasi-
3D methods) based on the general theory of
Wu (1952) are used to design the blade pro-
files at several spanwise stations to produce
some prescribed flow conditions. These 2D
cascaded airfoils are then "stacked" together to
form the initial design of the 3D blade profile.
In many situations such as highly-loaded and
low-aspect ratio blading, when the blade pro-
file designed with a quasi-3D methods is built
and tested, it will not produce the prescribed
flow conditions. The primary reason for this
deficiency is that the quasi-3D approach does
not properly model the complex three-
dimensional nature of the flowfield in turbo-
machines. Consequently, a second blade
design iteration is required. In this second
stage of the blade design cycle, advanced 3D
Euler and/or Navier-Stokes analysis codes are
used to assist the designers to "manually”



modify the 3D blade profile until the desired
flowfield is obtained.

The objective of this research is to
develop a robust fully three-dimensional and
viscous inverse method for turbomachine
blades. This method is developed to replace
the quasi-3D inverse methods currently em-
ployed in industry. Blade profiles designed by
a fully 3D and viscous inverse method will
result in more efficient blade design and
shorter blade design cycle. We also believe
that the use of a 3D and viscous inverse meth-
od can result in great advancements in blade
designs because it has the potential of invent-
ing new or "revolutionary” blade designs. The
current practice generally will only produce
“evolutionary" changes in blade design.

Project Description

In this work, we will develop an in-
verse design method that has the following
capabilities: (1) full three-dimensionality, and
(2) prediction of three dimensional viscous ef-
fects. Two primary tasks are to be carried out
in this proposed work. The first task consists
of extending the 2D inviscid-flow inverse
method of Dang (1995) to a fully 3D viscous-
flow inverse method. The second task consists
of the validation work for the proposed 3D
inverse method.

The general three-dimensional equa-
tions of motion written in the blade-relative
frame using cylindrical coordinates (r,6,x) can
be expressed in the vector form as

U , 1%E,)  1%F,) Gy
&t r or r 3 ax

Sim * Suse * Sp)

(1)

~ =
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where U is the conservative-variable vector,
{E,,,,Fi,,»Ginv} are the conventional inviscid-
flux vectors. The source vector S;,, accounts
for (1) terms arising from the use of the cylin-
drical coordinate system, and (2) for the iner-
tial forces in the case of a rotating blade row.
The source vector S, contains the viscous
stresses, while the additional source vector Sy
contains the blade body force field.

In Eq. (1), the source term denoted by

S.;. models viscous effects as a distributed
body-force field and can be represented as
r 0 3
PTF i s
Soicc = PrF o t (2)
PrF .,
. 0

In this study, we propose to use the simple but
effective 3D viscous-model of Denton (1992)
to predict viscous losses. This method has
been shown to give good agreements with the
measured flowfields about many axial and ra-
dial turbomachines, and the method is being
used by many design offices. In the viscous
method of Denton (1992), by assuming that
the grid points one element away from solid
surfaces lie within the log-law region of a tur-
bulent boundary layer, the surface shear stress
is calculated using the well accepted relation-
ship between the shear stress, velocity and
distance in the log-law region. The method
assumes that the surface streamlines lie on the
edge of the viscous sublayer so that the veloci-
ty has slip at solid boundaries. Finally, away
from the wall, the shear stresses are obtained
from a simple mixing length model.

In theory, we modelled the presence of
the blades with a discrete and periodic body-
force field (Dang & Isgro, 1996). The blade
body force represents entirely the reaction on




the fluid as a result of pressure forces concen-
trated at the blade surfaces. Consequently, the
blade body force is zero everywhere except at
the blade surfaces (i.e. a discrete body-force
field). In practice, by taking the "convention-
al" computational domain that comprises the
flow passage between two consecutive blades
and excluding the blade surfaces, the blade
body-force term appearing in the equations of
motion is replaced by a pressure-jump bounda-
ry condition.

By considering the 6-component of the
momentum integral equation, one can readily
show that the local pressure jump across the
blade (or the blade loading) is

Ap(spm) = p* - p~

3
d d
= — [rV(pVdO) + — [ rV(pV,d6)
asf e ans,!,; e

where s and n-are distances measured along
and across some quasi-meridional streamlines,
respectively. These quasi-meridional stream-
lines can be the grid lines in the meridional
plane.

From an order-of-magnitude considera-
tion, the first term on the right-hand-side of
Eq. (3) accounts for the streamwise change in
the tangential momentum-flux, while the sec-
ond term on the right-hand-side of Eq. (3)
accounts for the change in the tangential
momentum-flux across the quasi-meridional
streamsurface. Consequently, we have

d d
e f VPV, d0) < — f rV,(pV,db) (4)
8ap 8gap
and we see that the blade loading is on the
order of
(5)

Apsn) ~ O (% [rVgo Vsde)]

&ap
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Let us defjne the mass-averaged tangential
velocity rVy(s,n) as

1

Vs = —— [V (pV,d6) (6)
8P

ri(s,n)

where m (s,n) is defined as the local pitch-
averaged mass flow rate per unit area, i.e.

ris) = [pV,do Q)
&p

On substituting the above definitions into
Eqg. (3), we obtain

] 3
ap =2 [rvevade) + = [VeV,d0)
8ap 8p

(8)
- %[,,-, V] + % [rViov,d0)
8op

From the order-of-magnitude discussed earlier
(Eq. (4)), the first term on the right-hand-side
of Eq. (8) is much larger than the second term,
and we have

ap - O (%[m er]] ©)

Furthermore, we expect the mass flow rate to
be relatively constant within the quasi-
meridional streamtubes, i.e.

a(rvy) ]
&

L% (10)
as

Ap ~ O (%[m rVe]) -0 (rn

and we conclude that the blade loading is pro-
portional to the rate of change of rV, along
the quasi-meridional streamlines. In this pro-
posed inverse method, the circumferential
mass-ayeraged angular momentum per unit
mass rV, (or approximately the blade loading)



is the prescribed flow quantity. During the
inverse calculation, the blade loading is iter-
ated using Eq. (8). The other prescribed quan-
tity is the blade thickness distribution.

The central philosophy behind the pro-
posed inverse method is to use the slip bound-
ary conditions along the blade surfaces to
"trace out" the blade shape. In the inverse
problem, the boundary conditions at the blade
surfaces for Eq. (1) are different from those
used in the analysis problem. The usual no-
flux condition (or the slip boundary condition)
along the blades surfaces is not enforced in
solving Eq. (1). Instead, fluid is allowed to
cross the blade surfaces during the iteration for
the blade shape, and a pressure-jump condition
is imposed along the blade surfaces. The slip
boundary conditions along the blade surfaces
are used to adjust the blade profile so that it
aligns with the local flow. Finally, we will
formulate the boundary conditions so that
blade cooling can be accounted for.

The equations of motion given in
Eq. (1) is solved using the well-known
Jameson et al. (1981) four-stage Runge-Kutta
time-stepping scheme. This algorithm, and its
variations, are being used in many Euler and
Navier-Stokes turbomachine analysis codes
(Adamczyk, 1989; Dawes, 1992; Denton,
1992).

Accomplishments

This project started in September 1995.
We are in the process of developing the 3D
inviscid-flow version of the code.
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Allison Engine Company
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David W. Esbeck
Solar Turbines Incorporated
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James C. Corman
General Electric Company

2.4 Overview of Westinghouse's Advanced Turbine Systems Program
Frank P. Bevc
Westinghouse Electric Corporation
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SESSION 2B — ATS PROGRAM TECHNICAL REVIEWS
Session Chair: Stan Blazewicz

2.5  Allison Engine ATS Program Technical Review
Dale W. Mukavetz
Allison Engine Company

2.6  Advanced Turbine Systems Program Technical Review
Stephen Gates, Jr.
Solar Turbines Incorporated

27  Advanced Turbine System Program Phase 2 Cycle Selection
John Latcovich
ABB Power Generation

2.8 General Electric ATS Program Technical Review Phase 2
Activities
David P. Smith
General Electric Company

590



3:05 pm. 2.9

3:30 p.m.

3:45 pm. 3.1

4:10 pm. 3.2

4:35 pm. 3.3

5:00 p.m.

6:00 p.m.
6:30 p.m.

7:30 a.m.

8:00 a.m.

P1

Technical Review of Westinghouse's Advanced Turbine Systems

Program
Thor S. Diakunchak
Westinghouse Electric Corporation

BREAK

SESSION 3 — ATS RELATED ACTIVITIES
Session Chair: Edward L. Parsons

Advanced Combustion Turbines and Cycles: An EPRI Perspective
George Touchton
Electric Power Research Institute

Advanced Turbine Systems Annual Program Review
William E. Koop
Wright Patterson Air Force Base

TBD

Steve Friedman

Gas Research Institute
Poster Session Setup
SOCIAL

DINNER
Lakeview Resort and Conference Center

WEDNESDAY, OCTOBER 18, 1995

REGISTRATION/CONTINENTAL BREAKFAST
POSTER SESSION
Lean Premixed Combustion Stabilized by Radiation Feedback and

Heterogeneous Catalysis
Robert W. Dibble

University of California
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P2

P3

P4

P5

P6

P7

P8

P9

P10

Rayleigh/Raman/LIF Measurements in a Turbulent Lean Premixed
Combustor

Robert W. Pitz

Vanderbilt University

Lean Premixed Flames for Low NOx Combustors
Paul E. Sojka
Purdue University

Functionally Gradient Materials for Thermal Barrier Coatings in
Advanced Gas Turbine Systems

Martin P. Harmer

Lehigh University

Advanced Turbine Cooling, Heat Transfer, and Aerodynamic
Studies

Je-Chin Han

Texas A&M University

Life Prediction of Advanced Materials for Gas Turbine
Application

Sam Y. Zamrik

The Pennsylvania State University

Actuators for Combustion Control: New Approaches and
Materials

L. A. Roe

University of Arkansas

Combustion Modeling in Advanced Gas Turbine Systems
L. Douglas Smoot
Brigham Young University

Heat Transfer in a Two-Pass Internally Ribbed Turbine Blade
Coolant Channel with Cylindrical Vortex Generators

Sumanta Acharya

Louisiana State University

‘Reduction of Turbine Endwall Total Pressure Loss and Heat

Transfer Using the Iceformation Design Method
Ronald S. LaFleur
Clarkson University
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P11

P12

P13

P14

P15

P16

P17

P18

P19

Rotational Effects on Turbine Blade Cooling
G. R. Guenette
Massachusetts Institute of Technology

Manifold Methods for Methane Combustion
S. B. Pope
Cornell University

Advanced Multistage Turbine Blade Aerodynamics, Performance,
Cooling and Heat Transfer

Patrick B. Lawless

Purdue University

The Role of Reactant Unmixedness, Strain Rate, and Length Scale

on Premixed Combustor Performance
S. Samuelsen
University of California, Irvine

Experimental and Computational Studies of Film Cooling with
Compound Angle Injection

R. J. Goldstein

University of Minnesota

Compatibility of Gas Turbine Materials with Steam Cooling

V. H. Desai
University of Central Florida

Simultaneous Measurement of Film Cooling Effectiveness and
Heat Transfer Using a UV-Induced Thermographic Phosphor
Imaging System

Mingking K. Chyu

Carnegie Mellon University

Advanced Design Methodology Using Combined Computational/
Experimental Techniques for Gas Turbine Film Cooling

James Leylek

Clemson University

Steam as Turbine Blade Coolant

Abraham Engeda
Michigan State University
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P20 Combustion Chemical Vapor Deposited Coatings for Thermal
Barrier Coating Systems
J. M. Hampikian
Georgia Institute of Technology

P21 Premixed Burner Experiments: Burner Geometry, Mixing and
Flame Structure Issues
Ashwani K. Gupta
University of Maryland

P22 Intercooler Flow Path for Gas Turbines: CFD Design and
Experiments
Ajay K. Agrawal
University of Oklahoma

P23 Bond Strength and Stress Measurements in Thermal Barrier
Coatings
Maurice Gell and Eric Jordan
University of Connecticut

P24 Active Control of Combustion Instabilities in Low NOx Gas
Turbines
Ben Zinn
Georgia Institute of Technology

P25 Combustion Instability Modeling and Analysis
Domenic A. Santavicca
The Pennsylvania State University

P26 Flow and Heat Transfer in Gas Turbine Disk Cavities Subject to
Non-Uniform External Pressure Field
R. P. Roy
Arizona State University

P27 Innovative Schemes for Closed-Loop Air/Stream Cooling for
Advanced Gas Turbine Systems
Ting Wang
Clemson University

P28 Heat Pipe Turbine Vane Cooling

Lee S. Langston
University of Connecticut

594




P29 Improved Modeling Techniques for Turbomachinery Flow Fields
Bud Lakshminarayana
The Pennsylvania State University
J. R. Fagan
Allison Engine Company

P30 Advanced 3-D Inverse Method for Designing Turbomachine
Blades
Thong Dang
Syracuse University

SESSION 4 — UNIVERSITY/INDUSTRY CONSORTIUM INTERACTIONS
Session Chair: Norman T. Holcombe

9:30 a.m. 4.1 The AGTSR Consortium: An Update
Lawrence P. Golan
Clemson University

9:50 a.m. PANEL: University/Industry Consortium Interactions

Sy A. Ali
Allison Engine Company

Thor Diakunchak
Westinghouse Power Corporation

Maurice Gell
University of Connecticut

Vimal Desai
University of Central Florida

11:00 a.m. BREAK
SESSION 5 — ATS SUPPORTIVE PROJECTS
Session Chair: Steve Waslo
11:20 a.m. 5.1 Design Factors for Stable Lean Premix Combustion

George A. Richards
Morgantown Energy Technology Center
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11:40 a.m. 5.2 Ceramic Stationary Gas Turbine
Mark van Roode
Solar Turbines Incorporated

12:00 p.m. 53 DOE/Allison Ceramic Vane Effort
Richard Wenglarz
Allison Engine Company

12:20 p.m. LUNCH

1:20 p.m. 54 Materials/Manufacturing Element of the Advanced
Turbine Systems Program
M. A. Karnitz
Oak Ridge National Laboratory

1:40 a.m. 5.5 Land Based Turbine Casting Initiative
Boyd A. Mueller
Howmet Corporation

2:00 p.m. 5.6 Turbine Airfoil Manufacturing Technology
Charles S. Kortovich
PCC Airfoils, Inc.

2:20 p.m. BREAK

2:40 p.m. 5.7 Pratt & Whitney Thermal Barrier Coatings
Norman S. Bornstein
United Technologies Research Center

3:00 p.m. 5.8 Westinghouse Thermal Barrier Coatings Development
John Goedjen
Westinghouse Electric Corporation

3:20 p.m. 5.9 High Performance Steam Developments
Thomas E. Duffy
Solar Turbines Incorporated

3:40 p.m. CLOSING REMARKS
3:50 p.m. Adjourn
4:00 p.m. METC Site Tour
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