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Stark-shift measurements using emission spectroscopy are a powerful tool for advancing under-

standing in many plasma physics experiments. We use simultaneous 2-D-spatial and time-
resolved spectra to study the electric field evolution in the 20 TW Particle Beam Fusion Acceler-
ator II ion diode acceleration gap. Fiber optic arrays transport light from the gap to remote

streaked spectrographs operated in a multiplexed mode that enables recording time-resolved spec-

tra from eight spatial locations on a single instrument. Design optimization and characterization
measurements of the multiplexed spectrograph properties include the astigmatism, resolution, dis-
persion variation, and sensitivity. A semi-automated line-fitting procedure determines the Stark
shift and the related uncertainties. Fields up to 10 MV/cm are measured with an accuracy + 2-4%.
Detailed tests of the fitting procedure confirm that the waveléngth shift uncertainties are accurate
to better than + 20%. Development of an active spectroscopy probe technique that uses laser-
induceé ﬂu;rescence from an injected atomic beam to obtain 3-D space- and time-resolved mea-

surements of the electric and magnetic fields is in progress.

1. Introduction
Visible-light plasma spectroscopy is a powerful diagnostic tool for many applications, including

magnetic fusion, inertial confinement fusion, and plasma processing. A common problem in these
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experiments is the need for simultaneous time, space, and spectral resolution. This paper
describes techniques developed to obtain high-accuracy measurements of Stark-shifted Li I 2s-2p
emission from the acceleration gap of the 20 TW Particle Beam Fusion Accelerator II (PBFA II)
ion diode, with 1-nsec time resolution and 2-mm, two-dimensional (2-D) space resolution. The
Stark shift is used to determine the magnitude of the accelerating electric field}, while the line
intensity and width provide information about the ion beam divergence? Measurements of the
electric field distribution are combined with the Poisson equation to obtain the charged-particle
distribution in the acceleration gap, a key feature for understanding the physics of ion beam
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generation!-. The measurements can also be compared with computer simulations™ as a means of

evaluating the simulation fidelity. In addition, the small field components transverse to the accel-

eration direction that deflect the ion beam and decrease the beam brightness can be determined

from high-accuracy 2-D measurements of the magnitude of the total electric field vector.

II. Experiment

The geometry of the cylindrically-symmetric applied-magnetic-field PBFA II ion diode®7 is
shown m F?gure 1. PBFA II supplies a 20 TW, 20 nsec, 10 MV power pulse through conical mag-
netically-insulated transmission lines connec;ted to the top and bottom of the diode. An approxi-
mately 3 T magnetic field, applied parallel to the anode, insulates th;a anode-cathode (AXK) gap
against electron losses. The lithium ion beam is accelerated radially inward from the inner surface
of a 17-cm-radius cylindrical anode, through a virtual cathode composed of electrons trapped in
the magnetic field, and onto a target placed at the axis. The acceleration gap is typically 20 mm.

Lithium neutral atoms are injected in the gap when lithium-beam ions undergo charge exchange
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near the anode surface. The Li I 2p population density in the gap reaches ~ 0.5-3 x10'2 em?3, pro-
viding about 0.13 - 1.3 x 10%? atoms emitting in a typical spectroscopy line-of-sight volume. We
collect the 2s-2p emission from these atoms .usi_ng a 2-D array of 100-Um-diameter fiber optics
imaged using a 16-mm focal-length lens and 2 magnification of about 15. The spatial resoludon is
about 2 mm because we integrate over the 8 cm height of the anode and the focus degrades near
the top and bottom. The alignment accuracy of the line-of-sight-bundle relative to the anode sur-
face is better than + 0.5mm. The spatial dependence of the absolute collection efficiency is mea-

sured as in Reference 8, with a peak value equal to ~3x107.

The emission is transported about 45 m in the fiber optics to a remote screen room where itis
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injected into spectrographs. A streak camera located in the exit focal plane of each spectrograph
records time-resolved spectra, using an effective photocathode that is 40 mm long and 300 (m
tall. High sensitivity is achieved using a microchannel plate (MCP) to intensify the streaked spec-
tral image before 1t is recorded on Kodak TMAX 400 fum. The overall instrument time resolution
is limited to about 1 nsec by the bandwidth of the fiber optic, although in our application, low sig-
nal intensities often force averaging over 2-4 nsec in order to obtain the desired signal-to-noise
ratio. ‘A;.c:cu;éte timing is obtained by recording an pulsed laser diode on each spectrum, combined
with optical-time-domain-reflectivity measurements of the fiber lengths and the fiber refractive

index. We verified that the iming accuracy among the spatial channels was better than + 0.4 nsec

and the accuracy relative to the electrically-recorded diode diagnostics was better than +2 nsec.

Simultaneous space- and time-resolved data is obtained by usi}lg a multiplexed streaked spec-

trograph similar to those that have been developed independently at the Joint European Torus’




and at Lawrence Livermore National Laborétorieslo, The multiplexing is achieved by mounting
eight fiber optics at the spectrograph input, each displaced a few mm in the direction perpendicu-
lar to the normal entrance slit. The entrance slit is removed so that each fiber forms a spectrum in
the exit focal plane, with each spectrum displaced in the dispersion direction according to the
input fiber displacement. Figure 2 illustrates this concept, with a fiber optic displacement in the x
direction resulﬁng in a spectrum displaced in the -y direction. A bandpass filter placed at the input
prevents the spectra from the different fibers from overlapping. The bandpass filter!! provides a
peak transmission of ~80% with a flat-top profile over 38 A and a fwhm of ~33 A. We are, in
effect, trading a single spectrograph with ~500 A range for eight individual spectra with 40 A

range, while preserving the cost and simplicity advantages of a single instrument.
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The multiplexed streaked spectrograph design was optimized to maintain the best possible spec-
tral resolution across all the eight channels, while maximizing sensitivity. An important consider-
ation is the astigmatism, defined to be the ratio of the vertical height of the spectrum (measured
perpendicular to the spectral dispersion direction) to the 'mpu't fiber size. Astigmatism potentially

results in signal loss because the streak camera photocathode has an active area that is only 300

umtall. A 1 m Czerny-Turner spectrograph with aspheric hand-polished-master mirrors'? was

used to reduce the astigmatism.. A 600 g/mm £/7 grating provided 16.2 A/mm dispersion. The 100
Lm fibers placed at the input without a slit project a ~90 Um fwhm sﬁectral image at the exit focal
plane. The MCP intensifier limits the streak camera spatial resolution to about 100 m, so that the
totall convolved instrument spectral resolution element is equal to ~134 (um, or 2.2 A. Each input

channel actually uses a 1x3 linear fiber array to enable coupliné multiple fibers into a single chan-

nel. This offers improved signal levels in experiments where integrating over several spatial chan-




nels does not impact the results.

The effects of input fiber optic displacements on the spectrograph imaging properties were deter-
mined in a series of calibration experiments. A 100 {Lm fiber connected to a low-pressure neon
calibration lamp was mounted on an XYZ translation stage at the spectrograph input and spectra
correspondiné to a variety of input fiber positions were recorded on a CCD camera. We first
determined that the displacement of the output spectrum was equal to 1.05 times the input dis-
placement, to within + 0.4%. Next, the optimum distance from the spectrograph body to the input
fiber was measured (y direction in Figure 2), where we define the optimum to be the distance that
maintains a spectral resolution element size < 90 m fwhm. Note that this is a design choice moti-
vated by our desire to maintain spectral resolution across the eight channels, even at the expense
of lost signal due to increased astigmatism. Using this information, we designed a fixture that
positions the input 1x3 fiber arrays with a 3.7 mm separation between channels and the capability
to independantly adjust the input arrays with respect to the spectrograph body. Subsequent mea-
surements were made with the fibers located along the optimum resolution curve. The fwhm of
the spectral line in the vertical and spectral directions is shown in Figure 3a. A spectral resolution
elemenAt- fwhm < 90 {m is maintained across the image. The aspheric mirrors render theastigma-
tism negligible near the nominal slit location, but the vertical fwhm grows as the fibers are dis-
placed. We also measured an ~0.4% variation in dispersion across tk.le total fiber displacement of
+ 12 mm, negligible for the experiments reported here. The relative instrument sensitivity is
shoyn as a function of fiber displacement in Figure 3b.The sensitivity of the spectrograph alone
decreases near the edges, because for one displacement directi.on a portion of the light is occulted

by the grating after reflection from the focus mirror and, in the other direction, the light misses the




grating after reflection from the collimating mirror. The sensitivity with streak camera detection

falls even more for large displacements because of the spectrograph astigmatism.

1. Analysis

A typical streaked spectrum from a PBFA II experiment is shown in Figure 4. In this experiment
the Iine-of-sigﬁt configuration shown in Figure 1 was employed, with two multiplexed and two
standard streaked-spectrographs recording Li I 2s-2p light from eighteen spatial locations. Wave-
length fiducials are applied to each spectrum using a HeNe laser. The analysis of the data begins
by digitizing the film. We determined that data recorded with MCP intensifiers must be digitized
with a scanning aperture of < § [im x 8 Um in order to obtain accurate results. At low light levels _
the MCP image consists of “dots” superimposed on the film fog background. Each dot is 30-60
um in diameter (fwhm) and presumably corresponds to a single burst of electrons exiting the
MCP wafer to generate phosphor light13. The use of a scanning aperture that is larger than the
MCP exposure dots results in errors because part of the scan box is elevated to high density
(where the dot is) and part is elevated only to the film fog. Due to the logarithmic response of the
film, the average exposure over the scanning aperture will be incorrect when the scanning aper-
ture is I.e.u'ge:r. than the MCP exposure dot size and the exposure is so low that the region within the
scanning aperture consists of both relatively-high-density MCP dots and essentially un-exposed

film. The scanning aperture size must be much less than the MCP dot size in order to avoid this

affect.

After the streaked spectrum is digitized we take a temporal sequence of lineouts, typically averag-

ing over 2-4 nsec. A single Gaussian peak is fit to the lines in each lineout as described below.




Fits are performed for the fiducial lines in addition to the Lil 2s-2p lines. We measure the posidon
of the Li I 2s-2p line with respect to the adjacent fiducials. This method compensates for any
image distortion in the streak tube / MCP intensifier systém.The shift at the time of interest is
given by the difference between the position at that time and the position at times after the power
pulse when the shift is zero. The uncertainty in the shift is thus a convolution of the uncertainty at

the time of interest with the uncertainty in the zero-shift position.

Each spatial channel must be fit at a sequence of 15-20 times. Thus, up to 360 Li I 25-2p wave-
length measurements must be performed to analyze a single experiment. This is done using the
ROBFIT line-fitting computer coc?e“. The key assumptions in the ROBFIT code are that the data.
in each pixel is statistically independent of its neighbors and that the data obeys Gaussian statis-
tics. In this context we define a pixel to be a given wavelength interval in a lineout. Averaging
over a region large compared to the MCP spatial resolution is required in order to ensure that the
signal in each pixel is statistically independent from its neighbors. After the initial digitization

with an 8x8 lm aperture, we rebin the data to set the wavelength pixel size equal to 72 {lm. We

verified that this rebinning results in statistically independent data by determining that rebinning

to an even-larger pixel size did not alter the results, and by examining the statistics of the calibra-

tion data described below.

The remaining fundamental assumption in ROBFIT is that the data obey Gaussian statistics,
equivalent to assuming that the system is dominated by shot noise. For shot noise, the fluctuations
in the data are equal to the square root of the number of counts, where in our case a count repre-

sents a streak tube photoelectron. Other noise sources that obey different statistics, such as streak




tube scattered electrons, dark current, or MCP self emission, are assumed to be relatively insignif-
icant. In order to investigate the actual statistics of the data and to attain high confidence in the
results it was necessary to convert data initially recorded in film exposure units of e:rg/cm2 nto
counts. This is equivalent to relating film exposure to the number of photoelectrons leaving the
streak tube photocathode. This is accomplished by measuring the scalefactor (scf) defined such
that scf x F= N where F is the film exposure in c:rg/crn2 and N is the number of couants. The scale-
factor is determined by recording streaks of a continuum light source that is is roughly constant in
time and also in wavelength. Multiple streaks are taken using a range of input power levels. The
images were converted from film density to exposure and a set of 10-20 lineouts, each averaging
over 4 nsec, were taken from each- image. The data from each lineout is nominally at some con- _
stant film exposure value, but the signal measured in the individual pixels fluctuates above and
below the mean because of shot noise. We assume Gaussian statistics (this is verified below) so
that % = N, where G is the standard deviation of the number of counts™. The standard deviation
of the film exposure is 062 =3 {Fiz - <F>2} / (m-1), where F; is the exposure in the i pixel, <F>

is the mean exposure, and m is the number of pixels. Using the definition of scf,
0.2 = T ((Nysch)? - <N/fscf>2} / (m-1) = o¥/sct = N/scf?

anq sct=F/ oez. Thus, the scalefactor can be determined by dividin.g the exposure in the lineout
by its variance.The scalefactor depends on the number of photoelectrons required to produce a

part_iculaf film exposure in one pixel and it thus depends on the lineout duration, the streak tube
gain, and the MCP gain. In fact, we are really converting the ﬁlm exposure into effective number

of photoelectrons because the gain process itself degrades the signal-to-noise ratio. The ratio of




the signal-to-noise at the photocathode to signal-to-noise at the detector (film) is defined to be the
noise factor. Previous measurements'® indicate that the noise factor for a similar MCP-intensified
streak camera is about 2. An additional requirement for the data to obey Gaussian statistics is that

the noise factor must be constant as a function of exposure. This is confirmed below.

One way to tes.t the assumption of Gaussian statistics is to plot the signal-to-noise of the data vs.
the signal, where the “noise” is defined to be the standard deviation of the data ¢ and the signal is
the exposure expressed in counts, N =scf x F. Since g = N7 for shot noise, N/o = N2 and a
log-log plot of N/o vs. N should be straight line with slope 1/2. It is important to note that scf is an
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average over all exposure values while o and N refer to a calibration image at some particular
input power level. Otherwise, this would be a circular argument, since for each calibration image
we derive the scalefactor scf by assuming Gaussian statistics to start with (also note that this test
is equivalent to saying that the scale factor is independent of the exposure). The plot shown in
Figure 5a indicates not only that shot noise dominates the system, but also that the signal-to-noise

ratio is independent of MCP gain over the factor of 2 gain changes typically used in our experi-

ments. The second method for verifying Gaussian statistics is to examine the distribution of the

data from a get of lineouts taken from a single calibration image corresponding to one particular
mean exposure value. The resulting distributions, after conversion from erg/cm2 into counts, are
displayed in Figure 5b for high and low exposure values. A Gaussiax.l peak is fit to each distribu-
tion and the validity of Gaussian statistics is verified by fact that the % of the fits are close to
nel15 . Note that at low exposure values the distribution becomes Poisson, since the fluctuations
below the mean value are suppressed as the mean value approe;ches zero (it 1s impossible to have

negative numbers of counts). The fact that this transition occurs around ~5 counts is additional
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evidence that the scalefactor is accurately determined, since this is where the Poisson distribution

is expected! to become evident.

IV. Error bar accuracy

The use of the electric field data to improve understanding of diode plasma physics rely on confi-
dence that the érror bars are a reliable representation of the true uncertainty. For example, com-
parisons with simulations! use the size of the error bars to determine whether any observed
differences are statistically significant. In addition, differences of ~10% in the electric field mag-
nitude are found to exist® even over a 2 mm azimuthal spacial scale, contrary to the expectation of

azimuthal symmetry in an ideal diode. Finally, note that the shift uncertainties are sometimes as

-
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lowas+0.2 A. This corresponds to a + 15 [im uncertainty in the location of the Li I 2s-2p peak,
despite the ~80 Ltm MCP resolution and the ~10-15 A 2s-2p line width?. These facts naturally

motivate experimental tests of the measurement and analysis procedure.

Three different methods were used to verify the validity of the error analysis. The first method

used a tunable laser diode to generate streaks at 6708 A simultaneously on the eight channels of

one of c;ur multiplexed spectrographs. The premise of these calibrations is that the wavelength of
the tunable laser diode streak can be measured at a sequence of 15-20 times on each of the eight

systems, using an identical analysis procedure to the PBFA II expen’.rﬁents. The distribution of the
measured wavelengths about the true wavelength should then have a width that corresponds to the
RO_BFIT error bars. The tunable laser dicde width and intensity were adjusted to be similar to the
PBFA IO LiI 2s-2p line parameters. In addition, we superimpo-sed continuum light at a variety of

intensities, again to mimic the PBFA II experiment conditions. The distribution of the measured
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wavelengths about the true wavelength was found to be Gaussian and the width of the distribution
agreed with the width expected based on the error bars determined with the ROBFIT analysis.
Table 1 shows the fraction of the points that lie within 1,;2, and 3 o of the true wavelength, where
1,2, and 3 o refer to the size of the ROBFIT error bars for each individual measurement. The
results from four laser diode calibrations using different signal levels are averaged in Table 1,
along with the‘ideal fractions if the analysis works perfectly. The table shows that the calibrations
generated good agreement between the ROBFIT error bars and the measured distributions,
although in some cases the ROBFIT error bars were about 20% too small. The latter calibrations
corresponded to lower injected signal levels. The conclusion is that our measurement and analysis

technique results in error bars that are accurate to better than 20%.

W

The accuracy of our measurement / analysis method was also tested using PBFA II null tests.
These tests were designed to record emission from the PBFA II gap on multiple systems, taking
steps to render the Stark shift of the light injected into each channel equal. The setup for these
experiments is shown in Figure 6. The idea is to collect light in fibers from several spatial loca-

tions in the diode, just as in a normal PBFA I experiment designed to measure the field. The light

was then injécted into a larger-diameter fiber (400 Um). The light mixes in the 400 {m fiber so
that individual 100 pim fibers connected to the output all carry light with the same time-dependent
Stqk shift. The mixed light was then injected into six channels of a ﬁmltiplexed streaked spec-
trograph for recording. Losses in the mixing process reduced the signals below that normally
achi‘eved. and the streak camera gain had to be increased by about a factor of 2.2. The uncertain-
ties in the measured PBFA I field are about + 8%, signiﬁcantiy larger than on a normal PBFA II

experiment because of the low signal levels. In order to evaluate whether the error bars from our
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analysis are an accurate representation of the true uncertainty, we first compute the weighted
average Stark shift from the six systems at each time step. Then the number of points that differ
from the weighted average by more than 1, 2, and 3 ¢ was tallied, in a similar manner to our anal-
ysis of the laser diode null tests. The average over four PBFA II null experiments are shown in
Table 1. As for the laser diode calibrations, the statistics generally agree with the ideal distribu-

tion, but the error bars are too low by 20% in some cases.

Perhaps the most powerful test of the accuracy of our error analysis method is actual PBFA TI
experiments in which the electric field was determined to be uniform. Such experiments are com-

pelling because there is no difference between the experimental conditions or analysis in these .
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measurements and the conditions where we measure a non-uniform field. These experiments use
a line-of-sight arrangement similar to Figure 1 to measure the azimuthal uniformity as a function
of radius. A statistically-significant azimuthal non-uniformity in the field is typically measured in
these experiments at 5.5 mm and possibly at 3.1 mm from the anode. However, the field measured
0.7 mm from the anode was azimuthally uniform in all experiments. Thus, we can examine the
distribution of the near-anode measurements about their mean as a way of evaluating the validity
of the erro:f)ars determined with ROBFIT. Each experiment measured the field at 15 time steps
and, if our error bars are an accurate representation of the uncertainty and the true field is the
mean of the measurements, we expect 68% of the measurements to Aiffer from the mean by less
than 1g. The actual tally of the measurements for a typical experiment is shown in Table 1. The
con_clusign from this analysis is that the error analysis is conservative, since a larger fraction of

the data lies within 1, 2, and 3 o of the mean than expected for .:an ideal Gaussian distribution. The

difference between this result and the null tests may be due to un-intentionally-introduced extra-
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neous noise sources in the null tests.

V. Results

The measurements and analysis described above enable the construction of a two-dimensional
time-resolved hap of the electric field magnitude in the ion diode acceleration gap. An example
of the result obtained averaging over a 4 nsec interval in the middle of the power pulse is shown in
Figure 7. The evolution of the data with time can be displayed as a 2-D movie, or as a sequence of
radial or azimuthal plots. As described in References 1,3, & 5, the data can be used to determine

the evolution of the charged particle density distributions. This information can then be used to.
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evaluate and improve understanding of the complex plasma and atomic physics existing in the
diode gap. The understanding can be improved by comparison with simulations or expectations
based on analytic models!’. Alternatively, as more data is acquired, an experimentally-based pic-

ture of diode operation can be constructed.

The present method that relies on naturally-occurring self-emission from the AK gap is powerful,

but it also hés certain limitations. For example, we integrate along a line of sight that may include
variations in the field being measured, and measurements on the cathode side of the gap are inhib-
ited because of the time that elapses before tﬁe charge-exchange neu&als arrive there. In addition,
while the L1 I 2s-2p transition is admirably suited to measuring 3-10 MV/cm fields, it is less sen-
sitive to the lower fields characteristic of the virtual cathode location. These limitations can be
largely removed by employing an active spectroscopy probe (ASP) technique. This involves

injecting a localized Alkali-atom atomic beam into the diode, exciting it with laser induced fluo-
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rescence, then recording the emission with our 2-D time-resolved spectroscopy system. The local-
1zation of the injected beam and the excitation by a controlled tunable laser provides three-
dimensional space resolution and the low Doppler broadéning of the neutral atoms should enable
measurements of the magnetic field, in addition to providing higher-accuracy electric fields. This
is similar to methods used to probe magnetic fusion devices, but it requires higher atom densities
because of the .need for ~1 nsec time resolution and the need to probe ~1-5 mm? volumes. Prior

18 using a photomultiplier tube and bandpass filter detection system in a low-power

measurements
electron beam diode indicate that this a promising technique. The requirements for successful
ASP measurements are localized introduction of a suitable. neutral atom beam without impacting
the physics of the acceleration gap, while overcoming the difficulties associated with experiments
performed on 20 TW 40-nsec-pulse accelerators. We intend to use Na in our first experiments
since the 3s-3p resonance transitions are easily excited and observed, while the Stark shifts are
amenable to measurements of electric fields in the 0.5-10 MV/cm range. We esumate the required
density is about Benchtop experiments have verified thata 5 x 10'? cm sodium density is

readily produced using laser-ablation methods!? and a mock-up of an accelerator experiment

shows that this density provides an excellent signal-to-noise ratio. Work is in progress to measure

plasma or other contaminant species that might accompany the desired neutral atom beam. We
anticpate that these ASP measurements will enable un-ambigous testing of many fundamental

diode-physics concepts, leading to progress in understanding and improving ion beam intensity.
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Table 1. Evaluatioa of error bar analysis. The percent of data points within 1, 2, and 3 ¢ of the mean are compared
with the expected percentages for Gaussian statistics (shown in perentheses). Results from two calibrations and fom
three distance relative to the PBFA II anode are shown.
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Figure 1. Schematic diagram of the cylindrically symmetric, biconic PBFA I 1on diode. Space-resolved emission
from the acceleration gap between the anode and virtual cathode (VC) is collected using a two-D fiber optic array.

Figure 2. Spectrograph mutiplexing conceptual diagram. We inject light on fiber optics that are displaced relative to
the nominal entrance slit, resuldng in output spectra that are also displaced. Multiple fiber channels are recorded by
using a bandpass filter to eliminate the spectral overlap. The 1-m Czemy-turner spectrograph employs a 90 degree
flat entrance mirror (M) and aspheric collimating and focussing mirrors (AM).

Figure 3. Measured properties of the multiplexed spectrograph. The fwhm values and the relative sensitivity are
shown as a function of input fiber displacement in graphs a and b, respectively.

Figure 4. Multiplexed streaked specn'umdffom a PBFA I experiment. The eight Li I 2s-2p features correspord to ’
fiber channels viewing eight different spatial positioas ia the diode acceleration gap.

Figure 5. Calibration data verifying Gaussian statistics. The top graph (a) shows the signal-to-noise ratio as a function
of the signal for two MCP gain sertings that differ by a factor of 2.1, along with the linear relation expected for Gaus-
sian statistics. The bottom graphs (b) show that the distribution of the calibration data is Gaussian for moderate signal
intensities (left plot) and that the distribution is Poisson-like when the signal is small (right hand plot).

Figure 6. Setup for PBFA II null tests.

Figure 7. Two-dimeansional map of the electric field magrirude at a single time from PBFA [ experiment # 6740. The
anode is located at radius = 0. The vardations with azimuth indicate deviations from ideal-diode bebavior.
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