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* Results show that the framework is cheap and can
handle single and multi-parameter inversion

Objective. Provide a computationally affordable
framework for the uncertainty quantification of FWI
for both acoustic and elastic cases
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« Results should be carefully interpreted especially with
the variance since it seems to be underestimated
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