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Abstract. Multi-modal, active 3D MHD spectroscopy is applied in high-
performance advanced tokamak scenarios to study their stability time evolution,
revealing an intriguing dependence on both qmin and βN . A tailored applied
3D field provides a 3D plasma response to extract the growth rate of the least
stable mode. The estimated growth rate finds a decrease in stability when
the minimum in the safety factor (q) passes through 2.0 and reveals inherent
risks of crossing an additional rational surface at integer qmin, even above the
usual q = 1 sawtooth condition. Based on this result, the potential scenario
in which qmin ∼ 2 can be safely crossed during a more stable lower βN phase
was investigated, and the improved stability of this scenario is confirmed by the
estimated growth rate. This shows that 3D MHD spectroscopy can offer insights
into strategies for improving stability by identifying the vulnerable aspects of such
scenarios. In addition, the method highlights its potential for instability avoidance
by enabling early detection of multiple modes, even before magnetic coils can
measure them. The measured growth rate by the 3D MHD spectroscopy shows
its reliability by exhibiting a correlation with the programmed rises in plasma
beta across various high βN and high qmin discharges. In addition, this method
is successfully applied during rapidly evolving Ip ramp-up phases, a key part of
the scenario development. By achieving reasonable growth rate measurements
at high-performance scenario developments, this technique contributes to the
development of advanced diagnostic tools for tokamak scenario stability, which
will help identify an effective pathway to stable, high-performance scenarios.
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1. Introduction

To optimize magnetic fusion performance at a
manageable capital cost, tokamaks need to confine
high-pressure plasmas in a compact configuration.
However, operation in high-performance regimes, such
as high normalized pressure (βN ) plasmas, carries
a high risk of instability, because thermal and
magnetic energy can drive plasma instabilities that
lead to disruptions or unrecoverable degradation of
energy confinement. Therefore, an efficient operation
strategy in fusion reactors should focus on avoiding
magnetohydrodynamic (MHD) plasma instabilities
instead of trying to manage them after they arise.

Advanced tokamak (AT) scenarios, characterized
by broad current density profiles and elevated
minimum safety factor, represent a promising pathway
for achieving the high-performance requirements of
future reactors (1). These configurations enhance the
coupling between the plasma and the conducting
wall, thereby raising the ideal-wall MHD βN limits.
Additionally, avoiding low-order rational surfaces
reduces the likelihood of longer-wavelength instabilities
associated with these surfaces. Given these advantages,
AT scenarios are considered promising for the design
of future reactors such as EU-DEMO (2), K-DEMO
(3; 4), ARIES(5), and ST pilot plant (6).

Despite these advantages, AT scenarios can
remain vulnerable to MHD instabilities such as kink
and tearing modes, which can degrade performance
and disrupt plasmas. While first-principles modeling
provides insights into these instabilities, the complexity
and computational cost of these simulations make them
impractical for real-time applications. Experimental
detection methods, on the other hand, are typically
limited to identifying instabilities after their growth,
because they may not produce any detectable signals
if MHD instabilities are stable and do not grow, leaving
a gap in predictive capabilities to manage instabilities
before they grow.

To address this gap, 3D MHD spectroscopy
offers a powerful diagnostic tool by measuring plasma
responses to externally applied 3D magnetic fields.
Early work on closely related phenomena was carried
out on DIII-D (7; 8), and this line of research was
further developed in (9). Previous studies showed that
measured 3D radial (Br) and poloidal (Bp) magnetic
fields with magnetic sensors exhibit a clear dependence
with respect to normalized beta (βN ), even when the

applied 3D coil currents are held constant (10; 11;
12). This sensitivity arises from the interaction of
the applied 3D fields with underlying MHD modes,
providing a means to assess plasma stability. After
the importance of multi-mode plasma response was
reported in DIII-D experiments (13), multi-mode 3D
active MHD spectroscopy (M3DS) (14) was developed,
and the damping rate of multiple eigenmodes was
extracted. This method can estimate the growth rate of
both stable kink and tearing modes, which could have
a significant impact on operation. In addition, recent
advancements in time-domain methods have resolved
the limitation of real-time applicability across various
low-βN DIII-D discharges to estimate the stability of
kink and tearing mode (15; 16).

However, the application of M3DS was initially
restricted to low-βN plasmas, leaving its validation
in high-βN , high-qmin scenarios unexplored. Such
validation is crucial, as future reactors aim to
operate in these high-performance regimes where
MHD stability plays a critical role in maintaining
good confinement. Additionally, the first principle
simulations of MHD stability become more complex
and computationally more expensive in these high-
performance plasmas due to the importance of non-
ideal effects, such as drift kinetic effect (12). This work
seeks to fill this gap by validating the applicability
of M3DS in high-βN , high-qmin plasmas during AT
scenario development. Testing and validating M3DS
during the development of these scenarios is essential
for ensuring the reliability of this diagnostic and control
method, particularly for reactors with similar high-
beta requirements.

This paper is structured as follows. Section 2 de-
scribes the M3DS model and the parameter optimiza-
tion applied for the DIII-D AT scenario development.
Section 3 discusses the stability challenges and poten-
tial mitigation strategies for crossing qmin ∼ 2. Section
4 presents the stability evolution at high qmin, high βN

and during the Ip ramp-up phase to evaluate the pos-
sibility of preemptive detection of instability. Finally,
Section 5 provides a summary of the main conclusions
from this work and outlines directions for future work.
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Matrix Dimensions Description
A N ×N Describes the system dynamics, where N denotes the number of

eigenmodes in the system.
B N ×M Represents the influence of the applied 3D coil current δJk on the

system, where M represent the number of coil row
C l ×N Describes the contribution of the eigenmodes’ response to sensor

measurements δBk, where l being the number of sensor arrays.
D l ×M Represents the response of the vacuum vessel and other

components to the applied 3D perturbations.

Table 1. Description of Matrices A, B, C, and D in the System

Figure 1. Schematic representation of the poloidal cross-section
in a DIII-D tokamak. The color map represents the amplitude
of n = 1 normal magnetic field δBn obtained using GPEC
(17) simulation (#195062 at t = 3.2 s with IU = IL ∼ 1.5
kA and δϕ ∼ 330◦), while the black contour lines indicate
rational surfaces. Red markers indicate the locations of magnetic
(Br) sensors, including high-field-side (HFS) sensors, while blue
markers represent the positions of upper and lower I-coils.

2. Active 3D MHD spectroscopy analysis

2.1. Model

The multi-mode 3D active MHD spectroscopy (M3DS)
(14; 15; 16) in this work identifies the stability of the
system using 3D coil current as an input and measured
perturbed magnetic field as an output. These signals
are used to identify systems using the equations (1a)
and (1b),

xk+1 = Axk +BδJk, (1a)

δBk = Cxk +DδJk. (1b)

where equation (1a) represents the coupling between
the external 3D coil current and the system’s eigen-
modes, while equation (1b) describes how measured
perturbed magnetic field responds to an externally ap-
plied 3D coil current. The xk is the system state vec-
tor, and δBk, the system output, refers to the total
perturbed magnetic fields measured by sensor arrays,
which includes contributions from the plasma, vacuum
vessel, and other structures. During experimental dis-
charges, δBk is measured using toroidal arrays of mag-
netic sensors placed at multiple poloidal locations. The
vector δJk represents the system input, which repre-
sents externally applied 3D current field perturbations.
Table 1 summarizes the meaning of matrices A, B, C,
andD. These matrices can be derived from linear MHD
theory (14), capturing the plasma response under the
influence of external 3D perturbations.

To enhance data processing, this work employs
subspace system identification (SSI) theory to derive
matrices in equations (1a) and (1b) that enhance
numerical efficiency and convergence while offering
robust resistance to noise. This approach facilitates the
use of real-time signals for detecting MHD instabilities
in real-time. Further details on the implementation of
this approach can be found in (18; 19; 15).

2.2. Optimization

For M3DS analysis, two rows of I-coils are used
in the experiment to modify the poloidal spectrum
of applied n = 1 fields (n is the toroidal mode
number). These are the upper and lower arrays shown
in Fig. 1. The spectrum is changed by doing a coil
phasing scan, δϕ = ϕup − ϕlow, which scans various
toroidal phase differences between upper and lower coil
arrays as shown in Fig. 2. This phasing scan enables
the identification of responses from multiple MHD
eigenmodes across various sensor measurements for
each phasing, as each eigenmode is characterized by a
unique poloidal spectrum. Here, eigenmode refers to an
MHD eigenmode from MHD energy, representing the
plasma’s natural response to perturbations. Extracting
multiple eigenmodes through phasing scan provides a
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Figure 2. Time evolution of applied n = 1 field (a) phasing, (b)
amplitude, (c) and measure amplitude with magnetic sensors.

more precise estimation of plasma stability, eliminating
the need for dedicated frequency scans (14). Based on
the previous results which gave a good signal to noise
ratio than other waveforms (15), the experiments used
square waves which can apply multiple frequencies due
to higher harmonics components in that signal. The
phasing scan pattern used in this work was originally
optimized for IBS scenarios (16), and the same setup
was adopted here to avoid additional optimization
time. Although not re-tuned for each discharge,
this study can evaluate how well this configuration
performs across a broader range of conditions. As
shown in the following analysis, the setup remains
effective and yields consistent responses, supporting its
broader applicability. Although Fig. 1(c) shows that
the signal does not return exactly to the baseline during
the coil-off period, its relatively flat behavior suggests
that this is not due to insufficient phase-hold duration
but rather due to uncertainties in the magnetic signal
analysis. These issues should be addressed in future
work through improved signal processing techniques.

After the initial design of the 3D waveform,
the experiment investigated optimal 3D current
amplitudes for M3DS analysis at high βN ∼ 3. This
needed an empirical scan of coil current, because
resonant field amplification is harder to predict and
becomes more important in high beta plasma (20;
12). To identify the optimal coil current level, the
experiment compared cases without a 3D field, 800
A, and 1000 A at IU30 (I-coil in the upper row at
toroidal angle 30◦) as shown in Fig. 3. For example,

Figure 3 shows that the coil currents of 1000 A can
sometimes result in earlier instability and unnecessary
degradation of βN . On the other hand, coil current
of 800 A was shown to maintain similar plasma
confinement and stability compared to the no-3D-
field cases for multiple discharges. This optimal 3D
coil current induces enough signal at the magnetic
sensors to provide a good enough signal-to-noise ratio
while degradation in plasma confinement and stability
was avoided. Therefore, coil current of 800 A was
chosen and applied for the later high-beta experiments.
Note that to ensure sufficient signal quality for the
analysis, A coil current of 800 A was used to ensure
sufficient signal quality for the analysis. While the
magnetic response scales approximately linearly with
the current, the noise-sensitive nature of the fitting
process may lead to nonlinearly degraded accuracy at
lower amplitudes. The minimum required current has
not yet been validated and will be investigated through
dedicated studies in future work.

Figure 4 shows the evolution of estimated plasma
stability with a gradual increase of βN . This change
is driven by a slow increase in heating power starting
at t = 2.4s. As a result, βN increased from 1.8 to 3,
with relatively small change of qmin changes from 2.6 to
2.3. Here is estimated using equilibrium reconstruction
using Motional Stark Effect (MSE) diagnostics, and
there is an issues of uncertainties in qmin shown in (21).
However, at t ∼ 2.8 s, the gradual increase in βN halts
due to the destabilization of an n = 1 MHDmode when
βN reaches around 3. This destabilization causes βN to
decrease to 2.5, even though the heating power remains
unchanged. These observations indicate that the n =
1 instability imposes a limit on operation at high
βN . Figure 4(c) also shows the estimated growth rate
Re(γ) using M3DS which shows a correlation with the
increase of βN and its crash. While Fig. 2 indicates that
a full phasing scan spans 400 ms, we use ∆t = 200ms
fitting windows instead. This duration is sufficient
to cover both resonant and non-resonant phases of
the scan, while offering a balance between averaging
out overly transient fluctuations and maintaining
sensitivity to evolving plasma conditions within the
relevant transport time scale. Unless otherwise noted
(e.g., for the real-time analysis), all cases presented in
this paper use these ∆t = 200 ms fitting windows.
Right before the onset of n = 1 mode, Re(γ) becomes
very close to zero, which indicates that plasma is
approaching the stability limit due to the increase of
βN . This shows the feasibility of this approach reaching
a high βN > 3. Note that this approach is not valid
during the evolution of the MHD mode, as the plasma
is no longer accurately described using the linearized
assumptions of our method. Due to this validity issue,
the stability analysis with a sufficiently large n = 1
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Figure 3. Time evolution of main plasma parameters under different 3D coil currents. Each column represents the same target
discharge with different levels of 3D coil currents. The rows display the following time-dependent parameters: Iu30: Proxy of 3D coil
current in the upper I-coil at toroidal angle 30◦. βN : Normalized beta. ne,ped: Electron density at the pedestal. n = 1(RMS): Root
mean squared (RMS) n = 1 magnetic fluctuations. Here, βN indicates performance degradation. Also, the pedestal top density is
used as a representative metric for RMP-induced density pump-out, which is expected to originate near the pedestal foot region.

Figure 4. Time evolution of key plasma parameters during
the discharge. (a) Normalized beta (βN ) shown in blue, and
n = 1 mode RMS amplitude (in arbitrary units, A.U.) in red,
(b) minimum safety factor qmin evolution over time, and (c)
real part of the growth rate (Re(γ)) under different sensor and
magnetic sensor combinations: LFS+79A (orange), LFS+HFS
(blue), LFS+79A+79B (purple), and LFS+HFS+79A+79B
(green). Vertical dashed line indicates the onset of the n = 1
mode.

RMS signal is grayed out in Fig. 4(c) and similar figures
in the following sections.

Note that, in DIII-D, various magnetic sensors
at different poloidal locations are available and the
locations used in this work are shown in Fig. 1.
More details of sensor locations and measurements

are described in (22; 23). Figure 4 shows initial
stability estimation results using a M3DS approach
during the βN evolution with different combinations
of sensors. These compare four different combinations,
described in Fig. 4(c). Although a general trend is not
significantly different, the results without high-field-
side (HFS) sensors show some discrepancy compared
with other results. Without HFS sensors, results show
more oscillating variation where gradual evolution of
growth rate Re(γ) is expected during gradual βN

increase, which also agrees with results when all sensors
in Fig. 4(c) are used. The importance of HFS sensors
also agrees with physics intuition about efficient sensor
choices to extract the various stability information
from multiple eigenmodes, where the plasma’s response
depends on the various MHD modes. For instance, if
the ballooning mode is dominant, a stronger response is
expected only at the low-field-side (LFS), whereas the
peeling mode is expected to produce a similar response
at both the HFS and LFS. Considering these results
and ideas, the analysis in the following sections used
two sensors at the LFS and HFS at midplane.

3. Stability challenges and mitigation
strategies when crossing qmin ∼ 2

Advanced tokamak (AT) scenarios (24; 1) can be
characterized by a broad current density profile and
elevated qmin. The DIII-D tokamak is a good testbed
to test AT scenarios, as it features the strong heating
and current drive capabilities of DIII-D, including
significant NBI power and the ability to steer EC
injection from heating to direct current drive. However,
maintaining qmin > 2 throughout a whole discharge in
DIII-D, even with strong current drive capabilities, still
remains a challenge due to loop voltage penetration
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Figure 5. Time evolution of key plasma parameters during the
q profile and βN evolution. (a) Normalized beta (βN ) (b)) n = 1
mode RMS amplitude (in arbitrary units, A.U.)(c) minimum
safety factor qmin evolution over time, and (d) real part of the
growth rate (Re(γ)) using LFS+HFS for discharge and 195103
(blue). There is no estimated growth rate in 195102 because the
3D field was not applied. Vertical dashed lines indicate the onset
of the n = 1 mode for discharges 195102 (red) and 195103 (blue).

and current profile evolution. Over time, qmin saturates
to a lower value on the order of the current diffusion
time scale. Without sufficient non-inductive current
drive such as bootstrap current drive, qmin eventually
can fall below 2 within the order of the current
diffusion time scale. The emergence of additional
low-order rational surfaces, such as qmin ∼ 2,
increases the likelihood of instabilities like tearing
modes or neoclassical tearing modes (NTMs), which
are associated with these surfaces.

3.1. Growth rate evolution when crossing qmin ∼ 2

During the high qmin scenario development, MHD
instabilities such as tearing modes often occur as qmin

drops below 2. Figure 5 (195102, red) illustrates one
such example, where the an n = 1 instability grows at
t ∼ 3.78 s with the evolution of qmin → 2 without a big
change of plasma βN . The same discharge is repeated
with a 3D field to apply M3DS analysis but this was not
well reproduced with more degradation in plasma βN .
Although no instability was observed during the qmin

crossing in another discharge (Fig. 5, 195103, blue),
the detection of a positive growth rate from the M3DS
analysis aligns with the emergence of n = 1 mode from
the reference, revealing intriguing behavior as qmin ∼ 2
is crossed around t ∼ 3.78 s. There is also an example

Figure 6. Time evolution of key plasma parameters during the
high βN ∼ 4 discharge. (a) Normalized beta (βN ) shown in blue,
and n = 1 mode RMS amplitude (in arbitrary units, A.U.) in red,
(b) minimum safety factor qmin evolution over time, (c) real part
of the growth rate (Re(γ)) for the least stable mode using both
LFS and HFS radial magnetic sensors, and (d) toroidal rotation
at diferrent radial location. Vertical dashed lines indicate the
onset of the mode locking and n = 1 mode

of having locked mode when crossing qmin ∼ 2 in Fig.
6(a) at t ∼ 3.1 s which aligns with its growth rate
evolution in Fig. 6(c), but this will be discussed later
in the next section.

A similar intriguing dependence on qmin is
also observed in other discharges during scenario
development as shown in Fig. 7. Again, the growth
rate of the least stable mode changes around qmin ∼ 2
at t = 3.4 s with the appearance of an additional
q = 2 rational surface in this plasma. The growth rate
of the least stable mode was increasing as the q = 2
surface emerged and decreasing at lower qmin. This
can indicate a favorable q profile for reaching high βN .
Interestingly, the reduction of the n = 1 growth rate
with qmin < 2 is identified with further decrease of
qmin even without disappearance of q = 2 surfaces.
During this evolution, Fig. 7(c) also shows the growth
rate of the second least stable mode which behaves
oppositely around qmin ∼ 2 unlike the least stable
mode. The growth rate goes down (2nd mode)/up (1st
mode) as the q = 2 surface emerges and goes up
(2nd mode)/down (1st mode) at lower qmin. Although
the second mode appears less dominant, its evolving
behavior, becoming more stable as the least stable
mode grows, suggests a potential exchange in stability.
Including it, therefore, could enable a more complete
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Figure 7. Time evolution of key plasma parameters during the
q profile and βN evolution. (a) Normalized beta (βN ) shown in
blue, and n = 1 & n = 2 mode RMS amplitude (in arbitrary
units, A.U.) in red, (b) minimum safety factor qmin evolution
over time, and (c) real part of the growth rate (Re(γ)) of the
n = 1 mode using LFS+HFS. Vertical dotted lines indicate qmin

crossing 2 and an increase in the growth rate before beta drop

assessment of the overall plasma response, especially
in scenarios involving mode competition or nonlinear
coupling.

Note that the stabilization of the least stable
n = 1 growth rate can also be linked to the emergence
of the n = 2 mode shown in Fig. 7(a), which can
affect the evolution of profiles and n = 1 mode (25).
Some studies suggest that in a reversed magnetic shear
configuration, the n = 2 tearing mode is more likely
to occur than n = 1 mode (26). This suggests that
the presence of n = 2 mode, which plays a minor
role in performance degradation, can suppress the more
dangerous n = 1 mode that significantly limits plasma
performance. This is in addition to the well-known
effect of a small m/n = 3/2 NTM, which stabilizes
the sawtooth instability by raising qmin slightly above
1 in the presence of low central magnetic shear (27).

In addition to this change, there is a slow increase
of βN from t = 3.2 s, which leads to n = 1 instability
that degraded plasma βN at around t = 4.35 s. Just
before the growth of the root mean square of the n = 1
magnetic fluctuations (n1RMS) signal around t = 4.2
s, the growth rate of the least stable mode in Fig.
7(c) exhibits a rapid increase, approaching a value near
zero, which is similar to the predictive capability that
will be shown in Sec. 4.1.

Figure 8. Time evolution of key plasma parameters during the
q profile and βN evolution. (Top) Normalized beta (βN ) shown
in blue, and n = 1, 2 mode RMS amplitude (in arbitrary units,
A.U.), (bot) δW calculated by DCON with wall effect (red line),
with kinetic effects (green line), and with no wall (blue line). The
dashed vertical line indicates an onset time of n = 1 mode.

3.2. Analysis of underlying MHD mode

To analyze the physics of this behavior, DCON (28)
stability calculations are executed for this target
discharge. Figure 8 compares the evolution of δW
under different conditions: with wall effects, with
kinetic stabilization (29; 30), and without wall effects.
The ideal MHD DCON sign convention is such that
positive δW corresponds to stability (a negative growth
rate). The δW is not a direct indicator of stability
if kinetic effect is big because the force operator is
not self-adjoint. The evolution of δW without a wall
or kinetic effects shows that the plasma is getting
gradually more unstable around t = 4 s without
those stabilizing effects, as indicated by its sign change
from positive to negative. However, the presence of
wall effects and kinetic stabilization significantly alters
the stability, keeping δW up at stable values even at
βN ∼ 3. This comparison highlights the critical role of
wall and kinetic effects in stabilizing the plasma and
suggests that the observed mode is not a kink mode.
Note that these DCON simulations cannot investigate
tearing mode physics, as the study of tearing mode
stability requires a resistivity effects.

The hypothesis that this mode is a tearing mode
can be confirmed by the Beam Emission Spectroscopy
(BES) signal shown in Fig. 9. Figure 9 shows a sign
flip shown at a broad region around R ∼ 2.1 m,
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Figure 9. (a) Time evolution of BES signals at two radial
positions, R = 2.01 m (blue) and R = 2.17 m (orange), showing
opposite phases near 4.703 s. (b) Radial profile of the phase of
the f = 7.8 kHz component from BES. (c) Time evolution of aw
ECE signals at R = 1.64 m (blue) and R = 1.59 m (orange),
(d) phase of the f = 7.8 kHz component in ECE signals as a
function of R.

where the frequency of n = 1 mode is identified using
analysis using Mirnov signals at frequency f = 7.8
kHz around t = 4.7 s. The closest location of the
rational surface is q = 2 surface, and this implies that
the emergence of q = 2 surface during qmin evolution
indeed plays a role in avoiding βN limiting n = 1
instabilities in this discharge. In addition, the Electron
Cyclotron Emission (ECE) measurements support the
presence of a tearing mode, as indicated by the phase
profile shown in Fig. 9. The observed phase reversals
are located on the high-field side (HFS), possibly at
two radial positions, R ∼ 1.3 m and R ∼ 1.6 m,
which suggests the presence of a double tearing mode
in this reversed magnetic shear plasma. The Mirnov
analysis reveals a higher likelihood of this mode being
associated with the q = 4 surface, with a chi-square
value of 3.7. However, it also suggests the possibility
of the mode at the q = 2 surface, although this
interpretation is less supported due to the higher chi-
square value of 8.05. Furthermore, the rotating tearing
mode persists beyond t = 4.5 s, and βN continues
to degrade slowly during this period. This supports
the interpretation that the mode remains active and
influences plasma performance throughout the later
phase of the discharge.

3.3. Proposed scenarios to avoid instability

Building on the observed stability evolution in high
qmin plasmas that eventually cross qmin ∼ 2, one
possible strategy to manage MHD instabilities at

qmin ∼ 2 is through the controlled crossing of qmin ∼
2 at the low-βN stage. Unlike general operational
knowledge or previous scenario-based approaches (e.g.,
the DIII-D hybrid scenario (27)), this strategy can
be directly supported by the M3DS analysis if
discharge shows stable growth rate evolution during
the discharge. To validate this hypothesis we applied
the M3DS approach to the case that initiated the
crossing of qmin ∼ 2 early in the discharge, particularly
during the low-βN stage as shown in Fig. 10. Since
it covers the Ip ramp-up phase, a more detailed
description of the analysis during this phase is provided
in Section 4.2. As expected, Fig. 10(c) shows a very
stable growth rate when crossing qmin ∼ 2, unlike
previous examples shown in Fig. 5 and Fig. 7. After
passing this qmin ∼ 2 phase, the discharge achieved
βN > 3 as shown in Fig. 10(e). This stable operation
at βN > 3 also agrees well with the stable growth
rate shown in Fig. 10(g). Note that achieving βN > 3
was much more robust in this scenario, aligning well
with the approach employed in the Hybrid scenario
on DIII-D (27): reducing qmin below 2 before raising
βN to mitigate the risk of destabilizing n = 1 modes.
This provides direct evidence from growth rate analysis
that early crossing during the low-βN stage can enable
significantly more stable operation, highlighting the
utility of the M3DS approach in scenario development.
The M3DS analysis documents the strategy to cross
qmin ∼ 2 with improved stability, providing greater
confidence in developing similar scenarios along this
pathway. However, this should not be misinterpreted as
a desirable feature for high-qmin AT scenarios, where
the goal is to maintain qmin > 2 throughout the
discharge. Rather, these M3DS measurements confirm
the need to develop scenarios that keep qmin well above
2, requiring additional non-inductive current drive.
Even so, the lower growth rates observed with qmin

slightly below 2 suggest that, in certain conditions,
crossing qmin ∼ 2 at low beta and operating just
below this threshold could help mitigate stability
challenges. Additionally, the stable growth rate from
M3DS results for this more reproducible low-qmin

scenario suggests a connection between growth rate
evolution and scenario reproducibility. For example,
if the growth rate approaches marginal levels, it may
indicate challenges in reproducing the scenario, as
small changes in wall conditions or other unknown
factors could introduce n = 1 instability.

As discussed in Sec. 3.1 to explain the stability
behavior shown in Fig. 7, another possible approach to
improving stability and avoiding the n = 1 mode is to
trigger higher-order modes that has a less detrimental
impact on performance, such as n = 3 or n = 4,
rather than relying on the n = 2 mode, which can
also degrade scenario performance in some cases. While
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Stability Evaluation and Mitigation Strategies in Advanced Tokamaks using 3D MHD Spectroscopy 9

Figure 10. Time evolution of key plasma parameters during the Ip ramp up and flat-top phase of low qmin discharge: (a) Plasma
current, (b) normalized beta (βN ) shown in blue, and n = 1 mode RMS amplitude (in arbitrary units, A.U.) in red, (c) minimum
safety factor qmin evolution over time, and (d) real part of the growth rate (Re(γ)) using LFS+HFS. During the flat-top phase: (e)
Normalized beta (βN ) shown in blue, and n = 1 mode RMS amplitude (in arbitrary units, A.U.) in red, (f) minimum safety factor
qmin evolution over time, and (g) real part of the growth rate (Re(γ)) using LFS+HFS. Vertical dashed line indicates the onset of
the n=1 mode.

the n = 2 mode is generally less disruptive than
n = 1, previous experiments have shown that it can
still limit performance (31). The development of n = 3
or n = 4 modes could provide a more favorable path
to maintaining stability while minimizing performance
trade-offs. This makes physical sense that the higher-
n mode takes the free energy that could potentially be
taken by the n = 1 mode. This strategy is similar to the
hybrid scenario on DIII-D (27), which utilizes a benign
m/n = 3/2 mode instead of the n = 1 mode. While
the feasibility of this strategy has not been validated
in this work, an analysis of high-n stability using
M3DS could offer a pathway to achieving this outcome.
More specifically, it would be beneficial to develop
scenarios where the n = 3 growth rate approaches
zero, leveraging the M3DS approach. However, further
validation and optimization are required for the high-n
mode analysis, which will be addressed in future work.

4. Opportunities in preemptive detection and
challenges

This section documents the capability of M3DS
approach in high βN , high qmin regime as well as
Ip ramp-up phase for its early detection of n = 1
modes, which has not been studied or investigated in
the previous works.

4.1. Preemptive n = 1 instability detection at high
qmin and high βN

Using the strong off-axis current drive capability of
DIII-D qmin above 2 is achieved as shown in Fig. 11
and the 3D fields are applied for the M3DS analysis.
In this discharge, the beta stayed at around βN ∼ 2
even with a qmin > 2 and beam power reaching 8 MW .
This is due to a growth of n = 1 mode starting from
t ∼ 2.8 s as indicated by an increase in the n = 1
RMS signal in Fig. 11(a). Interestingly, the growth rate
shown in Fig. 11(c) slowly increases in time and crosses
zero before the onset of the n = 1 mode observed from
the n1RMS signal. The change in growth rate starts
at t ∼ 2.75 s, about t ∼ 0.1 s before the βN crash
at t ∼ 2.85 s. The detection of growth rate before
the βN crash shows its capability to identify instability
before it arises, providing an opportunity to implement
control measures during this time. These instabilities
seem to be related to the current profile evolution,
which is indicated by the slow evolution of qmin with
minor βN change shown in Fig. 11(a).

Keeping higher βN will be favorable for fusion
reactors, but high βN involves instability issues with
increased pressure gradient and bootstrap current.
Figure 6(a) shows an instabilities in the βN ∼ 3.8
discharge with initial βN crash at t ∼ 3.1 s during
a slow change of βN and qmin. This crash is due to
mode locking, which cannot be identified in the n1RMS
signals that only capture rotating modes. The rapid
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Figure 11. Time evolution of key plasma parameters during the
high qmin, qmin > 2 discharge. (a) Normalized beta (βN ) shown
in blue, and n = 1 mode RMS amplitude (in arbitrary units,
A.U.) in red, (b) minimum safety factor qmin evolution over
time, and (c) real part of the growth rate (Re(γ)) for the least
stable mode using both LFS and HFS radial magnetic sensors.
Vertical dashed line indicates the onset of the n=1 mode.

drop in rotation to near-zero values shown in Fig. 6(d)
indicates the onset of a locked mode. Since no q = 2
surface is present, the mode is likely a tearing mode at
a higher-order rational surface, possibly corresponding
to n = 3. However, identifying the mode structure after
it becomes locked is challenging, as the lack of rotation
hinders further mode analysis using Mirnov signals. On
the other hand, the estimated growth rate shown in
Fig. 6(c) captures signs of this instability. Figure 6(c)
shows that the estimated growth rate becomes positive
value about 0.05 second before βN crash. The detection
of near positive growth rate right before the βN crash
again shows its capability to avoid instability using
detected signal using this approach. This also shows the
capability of the M3DS approach that capture various
frequencies that cannot be captured by the Mirnov coil
due to the slow evolution of MHD mode.

A similar predictive capability was also found
before a βN crash later in time (t ∼ 3.9 s) as
shown in Fig. 6(a). After the initial crash, plasma βN

recovered and reached βN approximately 4, and plasma
experienced a second drop of βN at t ∼ 3.9 s. The
gradual increase of growth rate from t ∼ 3.2 s to t ∼ 3.9
s in Fig. 6(c) is found to be correlated with an increase
in βN . Also, the measured growth rate in Fig. 6(c) also
becomes nearly zero before this βN crash.

4.2. Stability estimation during Ip ramp up

The Ip ramp-up phase is a key control knob in
developing AT scenarios, as it influences plasma
stability and transport through the current and
magnetic shear. This is due to electric field penetration
during this phase and proper alignment of the electric
field with plasma resistivity ensures optimal q-profile
evolution, stabilizing MHD instabilities and enhancing
confinement. This control is essential for developing
high-performance operational regimes while avoiding
harmful instabilities.

Adjusting the Ip ramp rate requires multiple
discharges to test and optimize. Certain current profiles
may trigger MHD instabilities, making it essential to
avoid ramp rates that produce them. This optimization
process can require a lot of time and resources. The use
of M3DS has strong potential to provide valuable data
for optimizing ramp-up scenarios. To evaluate whether
M3DS can effectively track stability evolution during
the Ip ramp, 3D fields are applied using an approach
similar to that in Section 2. However, due to rapidly
evolving plasma parameters during this phase, the 3D
coil current amplitude is reduced to half its standard
value. Additionally, a faster 3D coil current is used,
and the duration of the phasing scan is shortened to
t = 0.3 s from t = 0.4 s.

Figure 12 shows feasibility of this approach during
this ramp up phase for two different target discharges.
While plasma parameters such as Ip are rapidly
evolving during this time, two discharge shows quite
different stability behavior. One has n = 1 MHD
mode during Ip ramp up while another discharge did
not have n = 1 MHD mode as shown in Fig. 12(b)
and 12(e). The M3DS measured stability evolution for
these discharges show quite different trend as shown
in Fig. 12(d) and 12(g). Before n = 1 mode onset at
around t = 1.05 s, there was an increase of growth
rate approaching near zero as shown in Fig. 12(d).
On the other hand, Fig. 12(g) also shows a stable
growth rate during the Ip ramp-up, which agrees with
the observation of no instability in the experiment.
These results show its feasibility to apply this method
for ramp-up phases to avoid degradation of plasma
performance. Note that time scales of the M3DS
analysis used same ∆t = 0.2 s for both Ip flat top and
Ip ramp up phase, which seems to give reasonable and
stable results without significant fluctuation. However,
depending on the plasma evolution time scale, more
optimal ∆t can be found. For example, during the Ip
ramp-up phase, where the plasma current is rapidly
evolving, shorter Ip can be helpful to better identify
the stability evolution.
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Figure 12. Time evolution of key plasma parameters during the Ip ramp up phase for two different discharges with and without
n = 1 MHD mode. (a,d) Plasma current, (b,e) normalized beta (βN ) shown in blue, and n = 1 mode RMS amplitude (in arbitrary
units, A.U.) in red, (c,f) minimum safety factor qmin evolution over time, and (d,g) real part of the growth rate (Re(γ)) using
LFS+HFS. Vertical dashed line indicates the onset of the n=1 mode.

Figure 13. Time evolution of key plasma parameters during
the βN evolution. (a) Normalized beta (βN ) shown in blue, and
n = 1 mode RMS amplitude (in arbitrary units, A.U.) in red,
(b) minimum safety factor qmin evolution over time, and (c) real
part of the growth rate (Re(γ)) using LFS+HFS with both off
line and real time analysis. Vertical dashed line indicates the
onset of the n=1 mode.

4.3. Real time stability analysis

This section documents the feasibility and challenges
of applying real-time stability analysis using M3DS,
extending the work of Ref. (16) from low-beta
plasmas. Due to computational resource limitations,
the real-time analysis estimates growth rates with
less information and greater uncertainties compared
to offline analysis. For instance, the real-time method
relies on real-time detection signals and analyzes fewer
data points within a shorter time window (∆t = 50
ms), compared to the offline analysis, which uses a
longer time window (∆t = 200 ms) for enhanced
precision. The time resolution is 5 ms, and each
processing cycle takes approximately 2–4 ms. The
detailed setup of the real-time analysis methodology
is described in (16).

Figure 13(c) compares the growth rates obtained
from offline and real-time analyses during a gradual
increase in βN . Both analyses reveal an increase in
growth rate over time, demonstrating the capability
of the real-time approach to assess plasma stability.
However, a key difference is the larger fluctuations
in the real-time growth rate compared to the offline
analysis, which provides more stable and less negative
values. These discrepancies highlight the need for
further improvements in the real-time analysis to
enhance its accuracy and extend its applicability to
a broader range of plasma discharges, which remains a
focus for future work.
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4.4. Potential limitation of the approach

Although MHD spectroscopy reveals intriguing behav-
ior before instability arises in many cases, its ability
to enable preemptive control can be limited in certain
instances. One example is shown in Fig. 10 during the
slow evolution of qmin around qmin ∼ 1 with βN ∼ 3.
In this discharge, there is a rapid increase in the n = 1
RMS signal at t ∼ 5.7 s, after the emergence of the
qmin ∼ 1 surface. Unlike cases with slow βN increase,
the Re(γ) before instability shows relatively rapid and
transient change around the n = 1 mode onset before
and after the onset. The estimated growth rate goes
to near zero value with the emergence of n = 1 mode,
which does not give enough time for preemptive insta-
bility control. Right before this instability, there was
an unexpected event due to some impurity falling in,
and this transient event eventually led to n = 1 mode.
This highlights that spectroscopy cannot capture such
fast changes in the plasma, as it is intended to track
transport timescale evolutions. Note that this limita-
tion is also constrained by ∆t used for the M3DS anal-
ysis. For example, ∆t can, in principle, be reduced to
capture transient events, but this is practically difficult
due to the signal to noise ratio. To improve the fitting
quality, the M3DS approach requires multiple phas-
ing scans. However, reducing ∆t is limited by both the
coil oscillation capabilities and the signal-to-noise ra-
tio, which affects the quality of the fits, as illustrated
by the noisier real-time (RT) results shown in Fig. 13.
For example, an ELM event can become a transient
source of NTM instability even at the stationary phase
without a big stability change, and these instabilities
are expected to be more difficult to identify in advance
using this approach constrained by ∆t.

5. Conclusion and future work

The study demonstrates the successful application of
multi-mode active 3D MHD spectroscopy (M3DS) in
developing high-beta advanced tokamak scenarios. By
leveraging multiple 3D coils and magnetic sensors
at different poloidal locations, experiments on the
DIII-D tokamak demonstrated the method’s ability
to detect the growth rates of the least stable modes,
correlating strongly with observed plasma instabilities
across various high-βN and high-qmin discharges.
Unlike traditional direct coil measurements that
capture perturbations only after they grow, this multi-
mode growth rate measurement provides insight into
scenario development while also enabling preemptive
identification of instabilities, which can support their
active control in the future.

The analysis highlighted risks of instability at
integer qmin values (e.g., qmin ∼ 2), offering
insights into optimizing operation scenarios for high-

performance scenarios. The results suggest that
crossing qmin ∼ 2 at low βN could offer a more
stable and robust scenario, aligning with the hybrid
scenario recipe. This agreement with established
strategies validates both the approach and highlights
the potential of applying the M3DS to pinpoint
vulnerable parts in the scenario, which can also be
used to devise a method to improve it. Meanwhile,
these M3DS measurements also confirm the need to
develop scenarios that keep qmin well above 2, requiring
additional non-inductive current drive. Additionally,
driving higher-n mode instead of n = 1 mode is
proposed as a potential strategy, though this requires
further development of high-n M3DS approach, which
remains a topic for future work.

The M3DS method also proved its predictive
capability by identifying instabilities before their
onset, providing opportunities for preemptive control
during βN evolution. The approach also showed its
feasibility during Ip ramp-up phases, which is an
important step for scenario development, by showing
predictive capability by identifying instabilities before
their onset. However, real-time analysis revealed some
limitations in accuracy, indicating the need for further
development of computational methods and tools,
including more efficient calculation approaches. In
addition, rapid transient events and impurity-driven
instabilities posed difficulties for real-time preemptive
control, as they occurred on timescales beyond the
method’s scope. Reducing this timescales, δt, is tied
to the signal-to-noise ratio, and achieving shorter
timescales while maintaining reliability requires an
improved approach. In addition, while the condition
Re(γ) = 0 formally defines the marginal stability
boundary, in practice, identifying the precise onset
of instability can be challenging because of similar
uncertainty issues. These challenges will be addressed
in the future through advanced signal processing
using more data and machine learning (ML)-based
controllers, which could enable efficient analysis
of plasma stability in shorter time windows with
improved accuracy. While current ML controllers
lack this capability, they show promise for detecting
instabilities (32). Ultimately, combining the physics-
based M3DS approach with data-driven ML controllers
could overcome their limitations, enhancing both the
robustness and applicability of the method.

One potential new development of M3DS could
be to leverage the fitted matrices to determine the
nature of the modes, utilizing the measurement of the
internal structure of the 3D response. This approach
would enable a more systematic and preemptive control
of underlying plasma modes to enhance stability of
operation. In addition, this capability can be combined
with the strength of M3DS, its capacity to detect
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multiple modes. For example, some modes detected
from M3DS can be a favorable edge perturbations
that are beneficial for edge-localized mode (ELM)
control (15). By investigating the spatial structures of
various modes, M3DS can help to identify the optimal
3D perturbations for ELM control, complementing
existing simulation-based optimization approaches (33;
34; 35; 36).

In conclusion, the M3DS technique achieved a
significant milestone by measuring growth rates at
high βN , offering actionable insights for optimizing
advanced tokamak scenarios. Future research should
focus on refining real-time analysis methods, which
are essential for efficiently collecting a comprehensive
database and studying the simultaneous detection of
higher-mode behaviors such as n = 2 modes that
can potentially improve the stability of n = 1 mode.
Additionally, collecting more data to enable robust
statistical analysis is crucial for better understanding
the broader effects of this approach. Developing a
machine-learning-based database will further enhance
its predictive capabilities, strengthen this methodology,
and contribute to reliable operation strategies for next-
generation fusion reactors.
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