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Heterogeneous Numerical Methods2
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DOE applications require 
diverse “mathematical parts”: 
PDEs, integral equations, classical 
DFT, potential-based atomistic…

Diverse math. models require 
diverse “numerical parts”: 
mesh based (FE, FV, FD), 
meshless (SPH,  MLS), implicit, 
explicit, Eulerian, Lagrangian…

HNM = Collection of diverse 
numerical parts from multiple 
disciplines functioning together 
as a unified simulation tool

Coupling



Exemplar – Advection-Diffusion3

Non-overlapping DD of 𝛺 = 𝛺! ∪ 𝛺"	.

0

Coupled problem with ”matching” interface conditions:

<latexit sha1_base64="ABLxG484owSHya3kfDdnyafvXXc=">AAAEDnicbZLdbtMwFMfTho9RPtbBJUKyqJg6iVVJNQE3FRMgwR1jotukukSO4zTWbCdybKBYfgeehjvELa+wt8FJM6DpjhT55Pz+5/hY58QFo6UKgotO1792/cbNrVu923fu3tvu79w/KXMtMZninOXyLEYlYVSQqaKKkbNCEsRjRk7j89cVP/1MZElz8VEtCzLnaCFoSjFSLhT1L3Rk6FNl96FAMUMQJ7mCJV1wFNFhRPcmaUR3oSJflQFUAAvge04WDkLYA850RCcB2AWNJK8lbxHn/yRQEqOjcKKjsa2U7ndd/c1eKmNmmsvDoUvZq9sBIgrBBOyDBo0dGv9Fq5pVYqtm1B8Eo6A2sOmEjTPwGjuKdrqPYJJjzYlQmKGynIVBoeYGSUUxI7YHdUkKhM/RgsycKxAn5dzUM7DgiYskIM2l+4QCdfT/DIN4WS557JQcqaxssyp4FZtplb6YGyoKrYjAq4tSzYDKQTVQkFBJsGJL5yAsqesV4AxJhJUbew8K8gXnbhwiMTBDLLUGpg6a0Jqxtes81o7GSBrdJjqj1uhPWURbgNfEHVew4wq498SxOW4XdAMyzZ4E7S74ZRuubDsvq1iG1GaLiXLkDWEKAWV7rZLMzsL5akXqyZiYaWLNIGxXkaStlCRZCd1Che312XROxqPw2ejgw8Hg8FWzWlveQ++xN/RC77l36L3zjryphzsvO6QjOrn/3f/h//R/raTdTpPzwFsz//cfoERaGA==</latexit>

ui,t �r · �i(i) = fi in ⌦i

ui = 0 on �i

u1 = u2 on �0

�1(u1) · n1 = ��2(u2) · n2 on �0

<latexit sha1_base64="tXpBHPudZRQSjzKl4yUqYSigbxA=">AAADX3icbZLdahQxFMfTXbV11brVKxEhuAhVcJkpRb0Rigr1shb7ATvrcJLJ7IQmmSEf6hryDj6Nt/oaXvomZnZXsLM9MOQ/53fOyUlySCO4sUnye6PXv3b9xubWzcGt23e27w537p2a2mnKTmgtan1OwDDBFTux3Ap23mgGkgh2Ri7etvzsM9OG1+qjnTdsKmGmeMkp2OjKh88yw2cScr7rnr7GmXI5zxQQAdg9x5kEW5HSQ8g5dvlwlIyTheF1ka7ECK3sKN/pPcqKmjrJlKUCjJmkSWOnHrTlVLAwyJxhDdALmLFJlAokM1O/OFTAT6KnwGWt46csXnj/z/AgjZlLEiPbNk2Xtc6r2MTZ8tXUc9U4yxRdblQ6gW2N2xvCBdeMWjGPAqjmsVdMK9BAbbzHQabYF1pLCarwWQWiDD4rI/Rp8HshXObERUpAe9clruLBu09VzjtALkhcrmDHLWifhPjjbsHDbxEeQvzLk24X8l8bsWw3r2pZBXa9xcJG8o4JC9iGQaekCJN06jPLvtrFy3giHAt+lHaraNaN1KxYBsaBSrvjsy5O98bpi/H+h/3RwZvVaG2hh+gx2kUpeokO0Ht0hE4QRd/RD/QT/er96W/2t/vDZWhvY5VzH12y/oO/kfkfPA==</latexit>

�i(u) = ⌫iru� aiuwhere



Review - Decomposition with Optimization-Based Coupling4

<latexit sha1_base64="IrvBSj1F3WS5D3xjx2hMN+/4luU=">AAADlnicbZJtb9MwEIC9hpdR3jr4goSQLCqkIbYqqSZASKCJFw3xqUx0m1S3keM4jTXHifwCFM+/j9/Aj+ArfMVJi2DpTop9uefucrm7pOJM6TD8sdEJLl2+cnXzWvf6jZu3bve27hyp0khCx6TkpTxJsKKcCTrWTHN6UkmKi4TT4+T0Tc2PP1OpWCk+6UVFpwWeC5YxgrU3xT0MvXyIUUq5xttmJuJopz6HO/OZePziJcoxzyA6Q5Lahu421KGz2KKDb242hE/gyqnJ4X195D/cjXv9cBA2AteVaKX0wUpG8VbnAUpLYgoqNOFYqUkUVnpqsdSMcOq6yChaYXKK53TiVYELqqa26YWDj7wlhVkp/SM0bKz/R1hcKLUoEu9ZYJ2rNquNF7GJ0dnzqWWiMpoKsvxQZjjUJawbC1MmKdF84RVMJPO1QpJjiYn27e8iQb+QsiiwSG3TLmdR5qGNnB06d54nxtMES2vaxOTM+TnkMWuBoiH+uoAd1sD/T5LYw3ZCPyN/YP8Wh+0qir9l+LTtuLxmOdbrJabak7fNKmjXbaXkbhJNLdL0q24mYxNuqLP9qJ1F0ranpOnS0S9U1F6fdeVoOIieDvY+7vX3X69WaxPcBw/BNojAM7AP3oMRGAMCvoOf4Bf4HdwLXgXvgoOla2djFXMXnJNg9AeqDTKI</latexit>

J�(u
n
1 , u

n
2 , g

n) :=
1

2
kun

1 � un
2k2�0

+
1

2
�kgnk2�0

<latexit sha1_base64="+XxqrbyU6qQdl+ndKHdshM0wmCE=">AAAD+nicbZLbbtNAEIadmkMJpxYuEdKKiCpRmiiuyuEGqQIkuGwr0lZkE2u9XserrteWdzcQln0Z7hC3vAIPwdswdlKJuh3J9ni+f2bHnokKwZUejf62NvwbN2/d3rzTvnvv/oOHW9uPTlRuSsrGNBd5eRYRxQSXbKy5FuysKBnJIsFOo/N3FT9dsFLxXH7Sy4JNMzKXPOGUaAiFW38QGNbsq7ZqqIco4TLmco4cMiGfScwlOgv5WoEUZKlkWQt2MG7XyUlJqA2cxbF2XTOTIR+YmZWDwIV8d9Hrd7Hi84yEfAV7u1iSSBC06O286SbVKaCqS/W7g6A3s9x1cSTsfCYdkNDiD98cwqkqCGX2RaEdTvKSCIEWVXsnIW+HW53RcFQbuuoEa6fjre0w3N54iuOcmoxJTQVRahKMCj21pNScCuba2CgG552TOZuAK0nG1NTW/9uh5xCJETQBl9Sojv6fYUmm1DKLQJkRnaomq4LXsYnRyeup5bIwmkm6OigxAukcVcNDMS8Z1WIJDqElh14RTQn8fw0jbmPJvtA8y4iMLU6JSGAmF8PZc+4yjwzQiJTWNIlJubNmloa8AbKawOMadlwB+J4ossfNgjA+uBF4C0fNLrKLNqBsMy+tWEr01RZh0yx+z4QmSLt2o6Rwk2Bq642tJ2MjYZiznaBZpWRNZcnilRAWKmiuz1XnZG8YvBzuH+13Dt6uV2vTe+I987pe4L3yDryP3qE39mir3zpqfW5N/O/+D/+n/2sl3Witcx57l8z//Q9L/1QC</latexit>

s.t. finding un
i 2 Xi satisfying

1

�t
(un

i � un�1
i , v) + (�i(u

n
i ),rv) = (fn

i , v) + (�1)i(gn, v)�0 8v 2 Vi

<latexit sha1_base64="EmAvxBkkuwqZjzC29iNmHvhmhsQ=">AAADcXicbZLdbtMwFMe9lo9RPtbBFUJI1iqkIaYqqSZAgosJkIa4GhPdJjVt5DhOY812IvsYKJZfhqfhFu54Dl4Apy0Sy3aiJCfn9z8nx/bJasENRNHvjU732vUbNzdv9W7fuXtvq799/8RUVlM2ppWo9FlGDBNcsTFwEOys1ozITLDT7Pxtw08/M214pT7BomZTSeaKF5wSCKG0/9olwL6Ck1z5hEBVu/lMeZ+8ai4c7EOa5EwA2bUzlcZ7zXO0FzRPk6SX9gfRMFoavuzEa2eA1naUbnceJ3lFrWQKqCDGTOKohqkjGjgVzPcSa1hN6DmZs0lwFZHMTN1ymR4/CZEcF5UOtwK8jP6f4Yg0ZiGzoJQEStNmTfAqNrFQvJw6rmoLTNHVjworMFS42TOcc80oiEVwCNU89IppSTShEHa2lyj2hVZSEpW7pCSi8C4pAnSxdyPvL/LMBpoR7Wyb2JJ7Z2dlyltALkl4XcGOGxDWk2XuuF3w8FuAhyR8pVG7C/mvjVC2nVc2rCRwucUcAnnXTAMG32uVFH4ST1fTtDwZlwnLvBvE7SqatZWa5SthGKi4PT6XnZPRMH4+3P+4Pzh4sx6tTfQI7aBdFKMX6AC9R0dojCj6jn6gn+hX50/3YRd3d1bSzsY65wG6YN1nfwGqLiX2</latexit>

min

gn
J�(u

n
1 , u

n
2 , g

n)

<latexit sha1_base64="MZXS7u/Pin5xlL58ZfLKikslWRw=">AAADnHicbZJtaxNBEMe3OR9qfEr1pSiLQagg4a4ULYVA0UILItZi0kAuPfb29nJLd/eOfYjGdT+iH8DP4VsFN5cI9pKB44b5zX9ubmbSilGlw/DnViu4cfPW7e077bv37j942Nl5NFSlkZgMcMlKOUqRIowKMtBUMzKqJEE8ZeQivXq34BczIhUtxWc9r8iEo6mgOcVI+1DSmY4S2o+tiamAp5fRbvyRkylK6Mvv0PRDGGvyVVtYCujiE8S5J7F7BYe1aLYmOoSzfrhRk3S6YS+sDa470crpgpWdJTutp3FWYsOJ0JghpcZRWOmJRVJTzIhrx0aRCuErNCVj7wrEiZrYeiIOvvCRDOal9I/QsI7+r7CIKzXnqc/kSBeqyRbBTWxsdH4wsVRURhOBlx/KDYO6hIvxwoxKgjWbewdhSX2vEBdIIqz9EtqxIF9w6UciMhsXiOXOxrmHNnJ2z7nrPDWepkha0ySmoM6ayyKhDcBr4l8b2PkC+P9JU3veLHjyzcPlrsJmF/xfG75sU1csWIH0eouZ9uSYMI2gdu1GSebG0cTWd1JvxqbMEGe7UbOKJM1MSbJloj+oqHk+685wrxe97u1/2u8evV2d1jZ4Ap6DXRCBN+AInIIzMAAY/AC/wG/wJ3gWHAfvgw/L1NbWSvMYXLNg+Bdq/jU0</latexit>

Xi = {u 2 H
1(⌦i)|u = 0 on �i}, Vi = {v 2 H

1(⌦i) : v = 0 on �i}where



Review - Relaxation with Lagrangian5

<latexit sha1_base64="OOhmhLmqDwrXzqBc8pvZtA17GkE=">AAAEBnicbZLdixMxEMC3Vz/O+tXTRxEWi9DSD5pyeCIcHCoo4sN52LuDZnfJZrPdcEm2bBK1hrz71/gmvvov+Oh/Y3bbE7u9gU0m85uZzGYmXjAq1Xj8p7HTvHb9xs3dW63bd+7eu9/ee3Aqc11gMsU5y4vzGEnCqCBTRRUj54uCIB4zchZfvCr52SdSSJqLj2q5IAFHc0FTipFypqj923cCOVIZRsy8t10diggMynUymA9CAbl253Kd9F4cvotgQphC/qZfKHp9H0rNI0MPgQ0nM5gWCBtgDUzUKikd6tCIIbARrdLRXr8LJZ1zFNGuO7ocAyhQzJC/whC2yuKG3bSE/2KGoBca2ge2C2Nm3NV2jSID33y1QdTujEfjSvxtBayVjreW42hv5zFMcqw5EQozJOUMjBcqMKhQFDNiW1BLskD4As3JzKkCcSIDU7299Z86S+KneeE+ofzK+n+EQVzKJY+dZ/nKss5K41VsplX6PDBULLQiAq8uSjXzVe6XjfQTWhCs2NIpCBfU1erjDLlXV67dLSjIZ5xzjkRiYIZY6jpx2ZKJtZs81o7GqDC6TnRGrdFhFtEa4BVx2xXspATuf+LYnNQTug65BblTNK5XwS/LcGnrcVnJMqS2S3TzZeDraiiVbdVSMjsDgYGKfFFVZ0zMNLGmA+pZClL3LEiycnQDBerjs62cTkbg2Wj/w37n6OV6tHa9R94Tr+sB78A78t56x97Uw42DRtBIG/Pmt+b35o/mz5XrTmMd89DbkOavv+CtV/Y=</latexit>

L(un
1 , u

n
2 , g,

n µ1, µ2) := J�(u
n
1 , u

n
2 , g

n) +
2X

i=1

[
1

�t
(un

i � un�1
i , µi) + (�i(u

n
i ),rµi)

�(fn
i , µi) + (�1)i+1(gn, µi)�0 ]

We next introduce a Lagrangian in order to relax the constrained minimization problem,

and we solve for its stationary points.

<latexit sha1_base64="yHpuFnZA5r/jqDeAhIUeEehftuo=">AAADgXicbZJta9RAEIC3jS/1fLvqRxGCh9DCcSRHUUGEokL90A+1eG3hchcmm81l6e4m7It6Lvun/DX6UX+Jm9yJNteBbGbnmZnMTCarGVU6in5ubQc3bt66vXOnd/fe/QcP+7uPzlRlJCYTXLFKXmSgCKOCTDTVjFzUkgDPGDnPLt81/PwzkYpW4pNe1mTGYSFoQTFob0r7x6GXpJCAbVKD1BRYmHDQJQZmj92emYs0HjbneLgYzkXCjb8353jf/QtZzIV7E6X9QTSKWgk3lXitDNBaTtLd7adJXmHDidCYgVLTOKr1zDZZMSOulxhFasCXsCBTrwrgRM1s27YLn3tLHhaV9I/QYWv9P8ICV2rJM+/ZdKS6rDFex6ZGF69mloraaCLw6kOFYaGuwmaGYU4lwZotvQJYUl9riEvwM9R+0r1EkC+44hxEbpMSWOHn1A44dnbs3FWeGU8zkNZ0iSmps2ZeprQDeEv86xp22gDfT5bZ027Co28eHoG/pVG3Cv63DJ+2G1c2rAS9WWKuPXlPmIZQu14nJXPTeGYTTb7q9s/YjBni7CDuZpGk6ylJvnL0CxV312dTORuP4hejg48Hg8O369XaQU/QM7SHYvQSHaIP6ARNEEbf0Q/0C/0OgmA/iILxynV7ax3zGF2R4PUfCzorOg==</latexit>

@L(un
1 , u

n
2 , g,

n µ1, µ2)

@gn
= 0 (Informs update to control)

<latexit sha1_base64="feDzIzHUuCHzmNRGjK0jkdmoYR0=">AAADg3icbZJfb9MwEMC9hsEof9bBI0KyqJCGqKqkqtheJk2ANB4QGhPdJjVt5DhOY812Iv8BiuVvxZeBV/ggOGkRLN1Jcc73u7vcXS6tGFU6DH9sdYJb27fv7Nzt3rv/4OFub+/RuSqNxGSCS1bKyxQpwqggE001I5eVJIinjFykV29qfvGZSEVL8UkvKzLjaCFoTjHS3pT0PkAvcS4RtnGFpKaIwZgjXWDE7Hu3b+YiiQb1ORosBnMRc+Pv9Tl64f6FmITOhTsKk14/HIaNwE0lWit9sJbTZK/zNM5KbDgRGjOk1DQKKz2zdV7MiOvGRpEK4Su0IFOvCsSJmtmmcQefe0sG81L6R2jYWP+PsIgrteSp96x7Um1WG29iU6Pzw5mlojKaCLz6UG4Y1CWspwgzKgnWbOkVhCX1tUJcID9F7WfdjQX5gkvOkchsXCCW+0k1I46cHTl3nafG0xRJa9rEFNRZMy8S2gK8If51Azurge8nTe1ZO+HJNw9PkL8lYbsK/rcMn7YdV9SsQHqzxEx78pYwjaB23VZK5qbRzMaafNXNn7EpM8TZftTOIknbU5Js5egXKmqvz6ZyPhpGr4bjj+P+8ev1au2AJ+AZ2AcROADH4B04BROAwXfwE/wCv4Pt4GUwCsYr187WOuYxuCbB0R/p0Swk</latexit>

@L(un
1 , u

n
2 , g,

n µ1, µ2)

@un
i

= 0 (Adjoint problem)
<latexit sha1_base64="4o1a2bX7qZ9gWn35tdwDSXw+LAQ=">AAADyXicbVJtb9MwEHZbXkZ56+AjQrKokDrGqqZMwBekCZBA4suY6Dap7qKL6yzWHCc4Dqyz/Im/wJ/jr/CJS9pJLJ0l23f3PHe+5LkoV7Kwo9GfVrtz4+at2xt3unfv3X/wsLf56LDISsPFhGcqM8cRFEJJLSZWWiWOcyMgjZQ4is4+VPjRD2EKmelvdpGLWQqnWsaSg8VQ2PvNYgPcBd6xufUDlpahfMmEha3tAdPoMA2RAloDdBtvsEkUO/Dortg1o855N9gJtk6cxEJGuPJEh8FOdY79smbo2KcLz5IiBy7cq9x6yuLMgFIVzKSmx6FEfq8/Go7qRdeNYGX0yWrth5vtp2ye8TIV2nIFRTENRrmdOTBWciV8l5WFwDfP4FRM0dSQimLm6t/n6XOMzCn2gVtbWkf/z3CQFsUijZBZfX3RxKrgddi0tPHbmZM6L63QfPlQXCpqM1ppQefSCG7VAg3gRmKvlCeAelhUrMu0+MmzNAU9dywBFaNGl2KNvb+KRyWiERhXNpEykR6lSELZANIawesa7KACKqUjd9AsiAriAeiFo2YX6WUbWLaZl1RYAna9RZw8xz4KZYFa322UVH4azByz4tzWyrhIlcK7ftCsYkSTacR8ScSBCprjs24cjofB6+Hu193+3vvVaG2QJ+QZGZCAvCF75DPZJxPCyd8WbW21XnS+dL53zjsXS2q7tcp5TK6szq9/S0dGJw==</latexit>

1

�t
(µi, ⌘) + (⌫irµi + aiµi,r⌘) = (�1)i(un

1 � un
2 , ⌘)�0 8⌘ 2 Xn

i

<latexit sha1_base64="6iuAUWSAtZkhzQYuSImfJgJRRcw=">AAADg3icbZJfb9MwEMC9hsEof9bBI0KyqJCGqKqkqoCXSRMgjQeExkS3SU0bOY7TWLOdyH+AYvlb8WXgFT4ITlqkNd1Jcc73u7vcXS6tGFU6DH/tdIJbu7fv7N3t3rv/4OF+7+DRuSqNxGSCS1bKyxQpwqggE001I5eVJIinjFykV+9qfvGVSEVL8UUvKzLjaCFoTjHS3pT0PkEvcS4RtnGFpKaIwZgjXWDE7Ed3aOYiiQb1ORosBnMRc+Pv9Tl64a6HmIS6ozDp9cNh2AjcVqK10gdrOU0OOk/jrMSGE6ExQ0pNo7DSM1vnxYy4bmwUqRC+Qgsy9apAnKiZbRp38Lm3ZDAvpX+Eho31eoRFXKklT71n3ZNqs9p4E5sanb+ZWSoqo4nAqw/lhkFdwnqKMKOSYM2WXkFYUl8rxAXyU9R+1t1YkG+45ByJzMYFYrmfVDPiyNmRc5s8NZ6mSFrTJqagzpp54Se7CXhD/OsGdlYD30+a2rN2wpMfHp4gf0vCdhX8fxk+bTuuqFmB9HaJmfbkPWEaQe26rZTMTaOZjTX5rps/Y1NmiLP9qJ1FkranJNnK0S9U1F6fbeV8NIxeDcefx/3jt+vV2gNPwDNwCCLwGhyDD+AUTAAGP8Fv8Af8DXaDl8EoGK9cOzvrmMdgQ4Kjf+E3LCE=</latexit>

@L(un
1 , u

n
2 , g,

n µ1, µ2)

@µi
= 0 (State, primal problem)

<latexit sha1_base64="l5tgoccy6IWqttbDZEUDfxLa62U=">AAADvXicbZJtb9MwEIDdlpdR3jrgGxqyqECptlbJNF6+ICZAgo9jot2kuo1sx2msOU4U2x3F8nf+In+C34D7MomlOynx5Z678+XuSCm40mH4p9Fs3bp95+7Ovfb9Bw8fPe7sPhmpwlSUDWkhiuqcYMUEl2youRbsvKwYzolgZ+Ti85KfzVmleCF/6EXJJjmeSZ5yirU3xZ3f0AtKK0xt5CxKtAvMVMa8b6ZW9iMX84N5bz9Ais9yHPM17B0giYnAcN57/SFIYz6V3qu9TLUf9KPe1HIXICLsbCqdJ7FFX385iDJVYsrsm1I7lBYVFgLOEZdwFPN23OmGg3AlcFuJNkoXbOQk3m3uoaSgJmdSU4GVGkdhqScWV5pTwVwbGcX8fRd4xsZelThnamJXLXPwlbck0BfhH6nhyvp/hMW5UouceM8c60zV2dJ4Exsbnb6fWC5Lo5mk64tSI6Au4LL/MOEVo1osvIJpxX2tkGbY91/7KbWRZJe0yHMsE4syLFI/k6vhHDp3nRPjKcGVNXViMu6smWYxr4F8RfxxAztdAv8/hNjTekI/Pv/C/isO61XkV2X4tPW4bMkyrLdL9Jtm0RcmNIbatWsphRtHE4s0+6lXk7FEGOZsN6pnqVjds2LJ2tEvVFRfn21ldDiI3g6Ovh91jz9tVmsHPAcvQQAi8A4cg2/gBAwBBX8bzxp7jRetjy3WEi25dm02NjFPwTVpXf4Doq89Zg==</latexit>

1

�t
(un

i � un�1
i , v) + (�i(u

n
i ),rv) = (fn

i , v) + (�1)i(gn, v)�0 8v 2 Vi

<latexit sha1_base64="dwA8QQAqcMZmN3feMvPY0p03mdk=">AAADjXicbZJbb9MwFMe9hssol3XwiJAsKqROYlXSjcsDoAmQxgMPY6JbpbqNHMdprNlOFNtAsfzV+B688wqfASctEktnKfHJ+f3P8cnxSUrOlA7Dn1ud4Nr1Gze3b3Vv37l7b6e3e/9MFaYidEwKXlSTBCvKmaRjzTSnk7KiWCScnicX72p+/oVWihXys16WdCbwQrKMEay9K+5NUEq5xnCASsWeLuZyL7bo+Lt7DfdXLiRMHMH9ehutGcpViQm1B6V2EGVFhTmHtRgxCT/ORwMv2ot7/XAYNgtuGtHa6IP1Ool3O49QWhAjqNSEY6WmUVjqmcWVZoRT10VGUX/uBV7QqTclFlTNbNMCB594Twp9Lf6RGjbe/yMsFkotReKVAutctVntvIpNjc5eziyTpdFUktVBmeFQF7DuJ0xZRYnmS29gUjFfKyQ5rjDRvutdJOlXUgiBZWpRjnnmLMo8tJGzI+cu88R4muDKmjYxOXPWzPOYtYBoiN+uYKc18P+TJPa0ndDfon9h/xWH7SrEvzJ82nZcXrMc680SU+3J+2aWtOu2UnI3jWYWafpNNzdjE26os/2onaWibWVF05XQD1TUHp9N42w0jJ4PDz8d9o/erkdrGzwEj8EAROAFOAIfwAkYAwJ+gF/gN/gT7ATPglfBm5W0s7WOeQAureD4L//nL4k=</latexit>

�( , gn)�0 = �( , µ1 � µ2)�0 8 2 L2(�0)

<latexit sha1_base64="ZOfXkSVF9oR6JYG69E3dHSmO4SA=">AAADgnicbZJtb9MwEMe9ZsAoTx28REgRFVKLWBWXCXgB0gRI8AZpTHSb1LSR4ziNVduJ/AAU40/Fp9lb+CI4bUAs5aRE/9zv7nI+X1oxqnQUXex0gt0rV6/tXe/euHnr9p3e/t1TVRqJyQSXrJTnKVKEUUEmmmpGzitJEE8ZOUuXb2p+9plIRUvxSa8qMuNoIWhOMdLelfQ+LOZWPBksh+7VAB7EiFUFijPCNBo25AAOXdiQQczN3NbRiQ/+q8fD74mN331zSa8fjaK1hdsCNqIPGjtO9jsP4qzEhhOhMUNKTWFU6ZlFUlPMiOvGRpEK4SVakKmXAnGiZnZ9bhc+8p4szEvpH6HDtfffDIu4Uiue+kiOdKHarHb+j02Nzl/MLBWV0UTgzY9yw0JdhvUQw4xKgjVbeYGwpL7XEBdIIqz9qLuxIF9wyTkSmY0LxHJn49xDC50dO3eZp8bTFElr2sQU1FkzLxLaAnxN6vFvs5Ma+POkqT1pF/QX5F/IfyVRuwv+pw1ftp1X1KxAervFTHvytt6WULtuqyRzUzizsSZf9fpmbMoMcbYP21UkaUdKkm0C/ULB9vpsi9PxCD4bHX487B+9blZrD9wHD8EAQPAcHIH34BhMAAY/wAX4CX4Fu8HjAAZPN6GdnSbnHrhkwcvfKpUqkg==</latexit>

gn,(k) = (1� ↵�)gn,(k�1) � ↵(µ(k)
1 � µ(k)

2 )|�0
Gradient Descent



Application of Finite Element Method to OBC6

<latexit sha1_base64="ZmgHzp7i5fnFT4YvNR6+oXV0Ulo=">AAAEH3icbZJta9RAEMdzjQ81PrX6UpDFw9JSrySlqG+EqsUKcrUe9gG6d2Gz2VyWbjYhu1Gvy34Yv4XfwHfi234bJ7kreLkOLJnMb+bPMDNRIbjSvn/ZWXJv3Lx1e/mOd/fe/QcPV1YfHau8Kik7ornIy9OIKCa4ZEeaa8FOi5KRLBLsJDp/X/OTb6xUPJdf9aRgw4yMJU84JRpC4covrNkPbT5wGSOLcFSFfCQxlwgPRuYg5BBrEpCCApVMuBwju4axh8BwUhJqAmtwrG0/5KgRMNyOJNpcxxLE0Cd4PfQ25BszcbT2BtJIaRJIC/nmei/YGHHUDw3ev3jBbcPGwDYX5KcKRvYC64UrXX/LbwwtOsHM6TozOwxXlz7jOKdVxqSmgih1FviFHhpSak4Fsx6uFCsIPSdjdgauJBlTQ9OM2KLnEIlRkpfwpEZN9P8KQzKlJlkEmRnRqWqzOng9E+NCsQo6y+P5JmqUl1ynWas3nbweGi6LSjNJp60llUA6R/WGUcxLRrWYgEMo1HOKaEpglBruwMOSfad5lhEZG5wSkcB4r+a8be08jyqg9T6qNqlSbk01SuFC5kHWEPhcwwY1gAlEkRm0BfcvAO4T+Av9dhfZVRsg265La5YSvdgiHI3Be0xogrT1WpLCngVD09x2s0sTiYpZ0w3aKiVrZ5YsnibCCQbtg1t0jre3gpdbO192urvvZse47DxxnjnrTuC8cnadj86hc+TQztPOXqffOXB/ur/dP+7faepSZ1bz2Jkz9/IfxrZmXw==</latexit>

Find ūn
i 2 RNi satisfying

1

�t
Miū

n
i + (⌫iKi �Ai)ū

n
i = f̄n

i + (�1)iM�0,iḡ
n +

1

�t
Miū

n�1
i

<latexit sha1_base64="h8iT+U7aeQmvp4T0jQ4LxXXlKxc=">AAAD73icbZLdbtMwFMfdlo9RvjbgDoEsKqZWY1MzTcAN0vgQQ0KDMa3bpLmNHMdprNlOiG2gs3zPG3CHuOWReAmeASftJJrOkuOT8zvn6K9zTpRzpnS//6fRbF26fOXq0rX29Rs3b91eXrlzqDJTEDogGc+K4wgrypmkA800p8d5QbGIOD2KTl+X/OgLLRTL5IGe5HQo8FiyhBGsvStc/o40/abtWyZj6CCKhAkZYhKi/ZH9EDLvqjhUPl4lEybH0K0i1EZJgYkNnEWxdrshm6WudZH0D3zvzZchGx30pn64+gJ214PeiMHd0KKdsyfMdVFkwmC9/G722uFyp7/Rrw5cNIKZ0QGzsxeuND+iOCNGUKkJx0qdBP1cDy0uNCOcujYyiuaYnOIxPfGmxIKqoa1a5uBj74lhkhX+Sg0r7/8ZFgulJiLykQLrVNVZ6byY8XGuqPHKsnheRImygulU1LTp5PnQMpkbTSWZSksMhzqD5cRgzApKNJ94AxOfzwgkKfbt136ubSTpV5IJgWVsUYp54kdyPptN5+Z5ZDyNcGFNnZiUOWtGqR/5PBAV8c8FbL8EvgNRZPfrBXfOPNzB/i/s11WIcxm+bD0vLVmK9aJEv2gWvaFcY6hdu1aSu5NgaKtlrWZpI26os52gXqWg9ciCxtNAv4JBfeEWjcPNjeDpxtanrc72q9kyLoH74BHoggA8A9vgHdgDA0DA38a9xoPGw9bn1o/Wz9avaWizMcu5C+ZO6/c/bYFT6g==</latexit>

Find µ̄i 2 RNi satisfying

1

�t
Miµ̄i + (⌫iKi +AT

i )µ̄i = (�1)iM�0,i(ū1 � ū2)

(FEM State)

(FEM Adjoint)

<latexit sha1_base64="ueAUP+tXSk75i+DZcZQX4lPzkEA=">AAAFJHicdVPNbtQwEE6XBcry18KRi8Uu0q7UrpIVAi6VKqAtPSBKS3+keokcx0nMOnbkOC3F+HV4Ch6BG+LAhWfByW7b3Ww7h2Q838znLzOTIGM0V677d6Fxo3nz1u3FO6279+4/eLi0/OggF4XEZB8LJuRRgHLCKCf7iipGjjJJUBowchiM3pT44QmRORX8kzrLyDBFMacRxUjZkL+88BMGJKZcIxYLSVWSUmxawBrcU0gRsEVPCAcdGCCpY/NZ85Wu2zMdMM7ZFFJ3RmveymCl3+93DITTtXuCnRCwufEe5NW5yCmPZ7lGq17JFglZxgsbM77XAYiHl+dB5zpaFH4RlKtL4usIzi9IbaA76k2nXITq18zq7Jk10PVWIWJZgmBImEK9uQ8BE7y77WsPShonCkkpToFrpu9etfDgWnjQ++5ruPXNXOjZ4KFtdAsSHs7OyV9qu323MjDveBOn7Uxsx19ufIChwEVKuMIM5fmx52ZqqJFUFDNiWrDISYbwCMXk2LocpSQf6mrPDHhmI2HVykjYrlfR6QqN0jw/SwObmSKV5HWsDF6NsTjLSWGViXBWxOX31rSp6NVQU54VinA8lhYVDCgByjUHIZUEK3ZmHYRtPcUAJ0girOzP0IKcnGKRpnYFNEwQi4yGkQW1Z/TAmFk8KCxaTrqoI0VCjS4+Jz6tAWmF2NcV2G4J2A4Egd6tE9qh2weyJ9+tq0jPZVjael1SYglS8xJDZZG35bYCZVo1SmaOvaGGinxV1Sx1wApidNurs0hSz5QkHCfaFfTqCzfvHAz63ov+84+D9vrryTIuOk+cp07X8ZyXzrrzztlx9h3caDe2G7uNveaP5q/m7+afcWpjYVLz2Jmx5r//sLS4dw==</latexit>

Given ḡn,(0)

for k = 1, 2, ... do

Solve FEM state using ḡn,(k�1) for ūn
1 and ūn

2

Solve FEM adjoint using ūn
1 and ūn

2 for µ̄(k)
1 and µ̄(k)

2

ḡn,(k) = (1� ↵�)ḡn,(k�1) � ↵(I1!0µ̄
(k)
1 � I2!0µ̄

(k)
2 )|�0

end for

FEM Gradient 
     Descent

<latexit sha1_base64="VsYSqxoNdUoIShI9DiUjLIwBpxM=">AAAEdXicjZLfbtMwFMaTrsAoDFa4REgWLaiToi6pEKBJk8YfaUgIMSa6TWrayHGcxq3jRI7DViy/CLfwUjwJtzhpC226CyxFOTq/8x199jl+SkkmbPuXWduq37h5a/t2487dnXv3d5sPzrIk5wj3UUITfuHDDFPCcF8QQfFFyjGMfYrP/enbgp9/xTwjCfsiZikexnDMSEgQFDrlNc0dlyWEBZgJcBlhjkG789Eje56cWhN1cAg6bhoRTxJrqqxlOFF7bUsXflgvZNCnEKzWr2eWstdrMun6oYRK/YfQ9SGXoRqxosH04LATemTErH/CogyyoLyDdI9hHEPPtohadXlFVtBEWaDMzNUNb7dld+3ygM3AWQQtY3FOvGbtkxskKI/1AyIKs2zg2KkYSsgFQRSrhptnOIVoCsd4oEMGY5wNZTk4BZ7qTADChOtPD6DMriokjLNsFvu6MoYiyqqsSF7P6DjNcK6dJcG6iQIlnIgorngT4auhJCzNBWZobi3MKRAJKPYGBIRjJOhMBxBpPUEARZBDJPR2NVyGL1Gi35QF0o0gDZV0Qw2lo2RPqXXu55oWo8yrJI+Ikvko8kgFxCXRv2vYaQH0C/i+PK02PP6m/g676iJe2tBtq7qoYBEUmxYDock7TAUEQjUqLakaOEPpCnwlyllKn+ZYyZZT7cJxtZLjYF6oV9CpLtxmcNbrOi+6zz/3WkdvFsu4bTwynhgdwzFeGkfGe+PE6BvIFOZ384f5c+t3/XG9XX82L62ZC81DY+3U9/8AV91+aA==</latexit>

where (Mi)k,j := (�i,k,�i,j), (Ki)k,j := (r�i,k,r�i,j), (Ai)k,j := (a�i,k,r�i,j),
(f̄n

i )k := (fn
i ,�i,k), and (M�0,i)k,j := (⇠�0,j , ⇠i,k)



Adaptation to ROM-ROM Coupling7

(ROM State)

(ROM Adjoint)

ROM Gradient 
     Descent

<latexit sha1_base64="AikcpIpo2+SYmrfPsMZZf5LJOsI=">AAAFYHicdZPPb9MwFMezssIoP7bCDS4WK1IrdVUSIeAyaeLX4IA2NrYhzV3kOG5i6tiR42wM4yNX+Pu48ldwxGnLaNLNh/bl+3l+79nvOcwYzZXr/lpqXFtuXr+xcrN16/adu6tr7XuHuSgkJgdYMCE/hSgnjHJyoKhi5FMmCUpDRo7C8cuSH50SmVPBP6rzjAxTFHM6ohgpKwXtpT8wJDHlGrFYSKqSlGLTAnbBfYUUAdv0lHDQgSGSOjYnmve7bs90wNTnjZC6M970+n5/MBh0DITze/cFOyVgb+c9yCffRU55XI013vDKaCMhrZ4gpYtSN4HXAYhHVc3vXBUeRZ8F5eoiQSVQ/7JIcxlhWqrdca+WdU6vZ64eoWc2QdfbgIhlCYIRYQr1Fs4IZrz7LtAelDROFJJSnAHXwN2cBmW6vmcWKtqw/v5V/v6Cv9/7ZtH2V3NR8Wse2S61IOFRpcnB2ro7cCcLLBrezFh3Zms3aDd2YCRwkRKuMEN5fuy5mRpqJBXFjJgWLHKSITxGMTm2JkcpyYd6MqMGPLZKNLn1kbCdmqjzOzRK8/w8Da1nilSS11kpXs5YnOWksJWJqFrE/+PWalOj50NNeVYowvG0tFHBgBKgfCIgopJgxc6tgbDdTzHACZIIK/uQWpCTMyzS1A6KtrfPRkbDkYXaM9o3psrDwtJyFIo6KRJqdHGSBLQG0gmxf5ewvRLYGwhDvVcPaHtuf5D9Ctx6Fem/MspJqcGkZNO3USORsuRVOc5AmVYtJDPH3lBDRb6oSS91yApi9LpXjyJJ3VOSaOpoR9CrD9yicegPvKeDJx/89a0Xs2FccR46j5yu4znPnC3nrbPrHDi4ETS+N340fi7/bq40V5vtqWtjabbnvlNZzQd/AXEL0B4=</latexit>

Given ḡn,(0)

for k = 1, 2, ... do

Solve ROM state using ḡn,(k�1)
for ûn

1 and ûn
2

Solve ROM adjoint using ûn
1 , and ûn

2 for µ̂(k)
1 and µ̂(k)

2

ḡn,(k) = (1� ↵�)ḡn,(k�1) � ↵(I1!0 µ,1µ̂
(k)
1 � I2!0 µ,2µ̂

(k)
2 )|�0

end for

with ROM change of basis:

<latexit sha1_base64="7CXdcdE80ICxa/9LfxWPfJrvsZw=">AAAD+3icbZLdatRAFMdnN37U9aNbvfRmcCuolCVZREUQWhUqlOJaum1hsw2TyWQzdCYJ82Fdh3kL38A78daH8VW8cpLdQje7B0JOzu9/DifnnLhkVCrf/9tqezdu3rq9cadz9979B5vdrYcnstACkxEuWCHOYiQJozkZKaoYOSsFQTxm5DS++FDx069ESFrkx2pWkglH05ymFCPlQlH3R5gXNE9IruBlRgSB22GGlDm0EYVv34VDSSMTcr1D7fkxPHTB66HtnYX8wMmb4oOIrtXuOe1K5b0rcS2Nuj2/79cGV51g4fTAwobRVvtzmBRYc/cfmCEpx4FfqolBQlHMiO2EWpIS4Qs0JWPn5ogTOTH1+Cx86iIJTAvhHjeHOno9wyAu5YzHTsmRymSTVcH1jE1LSbTrrEiWm6hQIajKeKM3lb6ZGJqXWpEcz1tLNYOqgNX2YEIFwYrNnIOwy6cY4gwJhJXbcSfMySUuOEd5YtysWWpNmDpoAmsG1i7zWDsaI2F0k+iMWqPPs4g2AK+Je61hRxVwE4hjc9QsuP/dwX3kviK/2QW/asOVbeZlFatuZoUkypGPhCkEle00SjI7DiYmVOSbqndpYqaJNb2gWUWQplKQZC50Jxg0D27VORn0g1f9l18Gvd33i2PcAI/BE/AMBOA12AWfwBCMAAb/WrD1vPXCs95P75f3ey5ttxY5j8CSeX/+A5e9WmI=</latexit>

where M̂i :=  T
µ,iMi µ,i, K̂i =  T

µ,iKi µ,i, Âi :=  T
µ,iAi u,i

How is the adjoint reduced basis
Ψ#,% 	generated?

<latexit sha1_base64="aA1sxg2Qve/o+BOzJp2KnPGkYTU=">AAADtHicbZJtb9MwEMe9hodRHtbBS95EVEhITFUzTQMJIU2ANN4ApaLbpLqNbMdprNlO8ANQLH8qPs3ewhfBSYtE051k5Xy/u9M/vsMVZ9oMh1c7nejGzVu3d+907967/2Cvt//wTJdWETohJS/VBUaacibpxDDD6UWlKBKY03N8+bbm59+o0qyUX8yyojOBFpLljCATQmnvA8TcwZFmqbMHzPsYFjZlc/kcYqQcxNQgX99fQ9zEX8GvFmWrLMgkHM/dx1CasgPlfTft9YeDYWPxtpOsnT5Y2yjd73yCWUmsoNIQjrSeJsPKzBxShhFOfRdaTStELtGCToMrkaB65pr/9vHTEMnivFThSBM30f8rHBJaLwUOmQKZQrdZHbye8UWlqQ3KymxTRI1KxUwhWtpM/nLmmKysoZKspOWWx6aM62ePM6YoMXwZHERCPSMxKZBCxIThdKGk30kpBJKZgwXiuXcwD9Al3h2Gd93g2AZaT8e2iS2Yd3ZepKwFREPC5xo2rkF4AYzduN3w9GeApyjc0mFbhfgnI7Rt1xU1K5DZlpiZQN5RblBsfLfVkvtpMnPQ0B+mmaXD3FLv+km7i6LtTEWzVWJYwaS9cNvO2eEgOR4cfT7qn7xZL+MueAyegGcgAS/ACXgPRmACCPgFrsBv8Cc6jmBEIrpK7eysax6BDYvkX6MTQxw=</latexit>

 u,iû
n
i + �̄n

i = ūn
i ; ûi 2 RNui,r

<latexit sha1_base64="KAzoJn1RMPF9zF9o35q7IcciyD8=">AAADtXicbZLbbtNAEIa3MYcSTilccmMRIXFRRXFVUSSEVAFSuSohIm2lrGut1+N41V3b2gMQVvtWvAzcwoOwdoLUOB3L8r/zzYzGs5PWnCk9Hv/a6QW3bt+5u3uvf//Bw0ePB3tPzlRlJIUZrXglL1KigLMSZpppDhe1BCJSDufp1fuGn38FqVhVftHLGmJBFiXLGSXau5LBKZZg8USxxGJh9plzIS6Ibg4uYW9xSuRav8H+uQ4xK/H00p62mQnbl871k8FwPBq3Fm6LaC2GaG2TZK/3CWcVNQJKTTlRah6Nax1bIjWjHFwfGwU1oVdkAXMvSyJAxbb9cRe+8J4szCvp31KHrfd6hiVCqaVIfaQgulBd1jhvZnxRKzC+syrbbKJBlWS6EJ3edP46tqysjYaSrlrLDQ91FTZzDzMmgWq+9IJQn89oSAsiCdX+dvq4hG+0EoKUmfUj5rmzOPfQRs4e+Llu8NR42lyM6RJTMGfNZZGwDhAt8Z8b2LQBfgJpaqfdgic/PDwh/pSMu12I/20069CBRcOaVdkimfbkA3BNQu36nZLczaPYYg3fdXuXNuUGnB1G3SoSupESslWgX8Gou3Db4uxgFL0aHX4+HB6/Wy/jLnqGnqOXKEJH6Bh9RBM0QxT9RL/RH/Q3OAriIAvyVWhvZ53zFG1YUP0D9G9D0A==</latexit>

 µ,iµ̂i = µ̄i; µ̂i 2 RNµi,r

<latexit sha1_base64="V6ZtgDBQpaXiSnEDzSGTDsAQPP4=">AAAEdXicbZNdb9MwFIaTrcAojG1wiZAsClOrfdBUE3CDND7EkNBgTPuS5iZyHKex5jhRbAOd5T/CLfwpfgm32GkrddksRX3zPuccHcVv45JRIfv9v/7CYuvW7TtLd9v37i8/WFlde3giClVhcowLVlRnMRKEUU6OJZWMnJUVQXnMyGl88d7x0++kErTgR3JckmGORpymFCNprWjNX4aS/JT6I+UJMABmSGqYKxNRSDmAh6H+EjkjopuVsbwuBsJ2i3RM+QiYdQjbMK0Q1oHRMJEGSsoSovftjPl5G13IlbMm+LOzpvqt1eFRb64YrL8B3a2gF9IuPBC0XmGTmvBo38q9SyvBFKjNwMBMRUHIt2bOoHYGIe9tzCzX24UxqjSMiURmUj/37qp77Wi109/u1wdcF8FUdLzpOYjWFr7CpMAqJ1xihoQ4D/qlHGpUSYoZMW2oBCkRvkAjcm4lRzkRQ11fnAHPrZOAtKjswyWo3fkOjXIhxnlsK3MkM9FkzryZsVEpiLKbFcnVJRwqKiqzvLGbTF8PNeWlkoTjyWqpYkAWwOUGJLQiWLKxFQjbfooBzpC9dmnT1Yac/MBFniOeaHuNLLVRmGViYMxVHitL3adXTaIyarQKs4g2QF4T+3MDO3TAfoE41ofNgXuXFu4h+xb1m1vkszVc5Bowc8zF8RqxAdfwA2ESAWnajZHMnAdDXf9J6rvUMVPE6E7QnFKRZmVFkkmhjWDQDNx1cTLYDl5u73zb6ey+m4ZxyXvsPfW6XuC98na9T96Bd+xhX/q//N/+n8V/rSetZ631SemCP+155F05rRf/AeLShtk=</latexit>

Find µ̂i 2 RNµi,r satisfying

1

�t
M̃iµ̂i + (⌫iK̃i + ÃT

i )µ̂i = (�1)i( T
µ,iM�0,i( u,1û

n
1 � u,2û

n
2 ) + 

T
u,i(�̄

n
1 � �̄n

2 ))

<latexit sha1_base64="wcxAQ43RXG4F+wGeRnPcW8Iqw4o=">AAAEPXicfZJba9RAFMezXS813lp99GVwsbS0XTalqA8K9YIVpFqLvUBnN0wmk83QySTMRd0O89n8FoIfwDfx1VdPsluwaXEg5Mz5nfOfwzknqQTXZjD40ZnrXrl67fr8jfDmrdt37i4s3jvQpVWU7dNSlOooIZoJLtm+4Uawo0oxUiSCHSYnr2p++JkpzUv5yUwqNizIWPKMU2LAFS98D7FhX417w2WKPMI5Mc76mI8k5hLhvZF7Hzsb8zXlgTahSEOuziZcjpFfwjhEcHCmCHWRdzg1vlHZARXQs7XW6jKWtrkCeFeD9an9AuyVWRBaej51Zs37q2h5PVoZcbQTO7x9usY9TohyY7/637ecXI98GC/0Bv1Bc9BFI5oZvWB2duPFuQ84LaktmDRUEK2Po0Flho4ow6lgPsRWs4rQEzJmx2BKUjA9dM0APHoEnhRlpYJPGtR4/81wpNB6UiQQWRCT6zarnZczMa40s1BZmZ4vokal4iYvWrWZ7OnQcVlZwySdlpZZgUyJ6vmjlCtGjZiAQSjkc4poTqChBrYkxJJ9oWVREJk66KzIoMln3d7w/jxPLNB6JrZNbM69s6M85i1QNAR+l7C9GkAHksTttQW3TwFuE7jFg3YVxVkZINvOy2s23ekWgdVx+DUThiDjw5ak8MfR0DXr3szSJcIy73pRW0WxdqRi6TQQVjBqL9xF42CjHz3ub37c7G29nC3jfPAgeBgsB1HwJNgK3ga7wX5AO886SeekI7rfuj+7v7q/p6FznVnO/eDc6f75C/Z7dEw=</latexit>

Find ûn
i 2 RNui,r satisfying

1

�t
M̂iû

n
i + (⌫iK̂i � Âi)û

n
i = f̂n

i + (�1)iM�0,iḡ +
1

�t
M̂iû

n�1
i



Adaptation to ROM-ROM Coupling8

How do we most appropriately/efficiently generate snapshots for a suitable ROM basis
for the adjoint system?

• Collecting snapshots of the state problem is well understood
• We make the assumption that the state snapshots are still available at the time

of generating adjoint snapshots
• Below are several obvious ways to collect snapshots (a,b) and another way 

proposed
by our group and investigated in this presentation (c):

a)  Use state snapshots to form a reduced basis for the adjoint
b)  Sequentially solve the FOM-FOM coupled problem with an OBC approach, 

 storing all iterations at all timesteps
c)  A modified version of b) that uses state snapshots to decouple timesteps

 and a fixed number of gradient descent iterations per timestep to reduce
 the adjoint snapshot size



Adaptation to ROM-ROM Coupling9

With traditional gradient descent, the solution
at timestep (n-1) is needed and must be highly
accurate (very tight tolerance for OBC) 

Observation: Replace solution at previous
timestep (n-1) with solution corresponding to 
that time in state snapshot matrix (breaks 
connection between timesteps [parallel] and 
allows GD tolerance to be loosened [cheaper]) 

Leaves open the choice of what to choose for 𝑔̅&,(()

at each timestep. We choose 𝑔̅&,(() = 0.

<latexit sha1_base64="G0rTXPlruIwYF75Cumr/bjsLxs4=">AAAFnnicfVPfb9MwEM4KhVF+bfDIi0WL1EptlUQIeJk0AdsAaWJsbEyau8hJ3MTUcSLb6dYZ/zP8Vzzzj+C06dSmG35Izvfd3Xd3+eJnlAhp23/Wanfu1u/dX3/QePjo8ZOnG5vPTkSa8wAfBylN+amPBKaE4WNJJMWnGcco8Sn+4Y8+FPiPMeaCpOy7nGR4kKCIkSEJkDQub3PtL/RxRJhCNEo5kXFCAt0A5sAjiSQGe2SMGWhBH3EV6XPFum27o1tgFrObctUabTldt9vv91sawsXco5SOMdjd2Qdies8FYRGAkcmBfm5q9RztOa0uWLi6Ld0FiIXLlKOeU5AOUz6PLRLncbO727qNHYU/U8Jkyf+fAnOCxDjao85iyLWrSrPcZ0dvgbbTg4hmMYIhphJ1VgYBJd7+7CkHchLFEnGeXgBbL3L3DOzeCrudX56Ce1f6up8dFprv0YCYhcuf09to2n17esCq4ZRG0yrPgbdZ+w3DNMgTzGRAkRBnjp3JgUJckoBi3YC5wBkKRijCZ8ZkKMFioKZy1OCV8YTTVQ5Ts/WpdzFDoUSISeKbyATJWFSxwnkTdpbL4buBIizLJWbBjGiYUyBTUGgbhITjQNKJMVBgpicBCGLEUSDNH7DMQqNM4NzMmIaVccIxyUQ50OVsomrqbLO60YAMXwRpkhiNKBgjOtQKDg2fcrRytV7G/dyghRTyKpLHRKv8PPZIBUimiHndgB0WgFmR76vDakGjCvNA5ubZ1S6SeRumbDUvLrAYydUWQ2mQj4WcgawO7lN95gwUlPhSThemfJpjrZpOtQrH1UiOw5sCI14NNMrGQu5xjFmZYFTtVDW8apy4fedN//U3t7n9vtT3uvXCemm1Lcd6a21bn6wD69gKal9qWW1Su6qD+m59v/51FlpbK3OeW0unfvoPyQPkAA==</latexit>

Given ḡn,(0)

for k = 1, 2, ... do

Solve FEM state using ūn�1
1 , ūn�1

2 , and ḡn,(k�1) for ūn
1 and ūn

2

Solve FEM adjoint using ūn
1 and ūn

2 for µ̄(k)
1 and µ̄(k)

2

ḡn,(k) = (1� ↵�)ḡn,(k�1) � ↵(I1!0µ̄
(k)
1 � I2!0µ̄

(k)
2 )|�0

end for

<latexit sha1_base64="EO+Y+bj78uGq5WcDyOFmZu8Myb0=">AAAFrHicfVNbb9MwFM4KhVFuGzzyYtEgtVJXJRECXiaNyzZ4AI3dmFR3kZM4ianjRI7TbRjzCr+Df8XP4B/gtOnUpht+SI7Pdy7fOfniZZTkwrL+rDRu3Gzeur16p3X33v0HD9fWHx3nacF9fOSnNOUnHsoxJQwfCSIoPsk4RolH8Rdv9LbEv4wxz0nKDsVFhocJihgJiY+EdrnrK3+hhyPCJKJRyomIE+KrFtAHHggkMNglY8yACT3EZaROJet1rK4ywTRmJ+XSHG3aPafX7/dNBeF87kFKxxjsbH8E+eRe5IRFAEY6B3qFrrVhK1cefHq917OV2QNLXkeZqgcQCxYJjDbskkKY8lmKcm1zFje9O+Z1XFDwNSVMVGz+U2DWINGOzqg7H3LpqrdZ5NlVm6Bjb0BEsxjBAFOBukuDgArvfHClDTmJYoE4T8+ApeZ7b2jYuRZ2ut9dCXe/qUs+2yzQX6cFMQsWP6671rb61uSAZcOujLZRnT13vfEbBqlfJJgJn6I8H9hWJoYScUF8ilULFjnOkD9CER5ok6EE50M5EacCz7QnmKwyTPXWJ975DImSPL9IPB2ZIBHndax0XoUNChG+GkrCskJg5k8bhQUFIgWl0kFAOPYFvdAG8vX0xAd+jDjyhf4fFrvQKMtxoWdMg9o4wZhkeTXQ+XSieup0s6rVggyf+WmSaI1IGCMaKglD3U/aSjpKLeJeodFSCkUdKWKiZHEau6QGJBNEv67A9ktAr8jz5H69oFaFfiB9c606i2RGQ5et58UlFiOxTDEQGnlXyhmI+uAeVQN7KKHA52KyMOnRAivZtutVOK5HchxcFRjxeqBWNs7FLseYVQla1XZdw8vGsdO3X/Sff3baW28qfa8aT4ynRsewjZfGlvHe2DOODL9x0vjR+Nn41ew3D5uD5nAa2lipch4bC6cZ/gN11uk4</latexit>

Given ḡn,(0)

for k = 1, 2, ... do

Solve FEM state using ūn�1
SNAP,1, ū

n�1
SNAP,2, and ḡn,(k�1) for ūn

1 and ūn
2

Solve FEM adjoint using ūn
1 and ūn

2 for µ̄(k)
1 and µ̄(k)

2

ḡn,(k) = (1� ↵�)ḡn,(k�1) � ↵(I1!0µ̄
(k)
1 � I2!0µ̄

(k)
2 )|�0

end for

Modified Gradient Descent 𝑚	for Reduced Adjoint

Gradient Descent 𝑚	for Reduced Adjoint



Numerical Result – OBC FOM-FOM Coupled Problem10

Δ𝑡 = 1.122398𝑒 − 3 ℎ =
1
64

𝜈 = 1𝑒 − 5

FEM-FEM coupling for 𝜈 = 1𝑒 − 5	at time t=2𝜋Monolithic FEM solution for 𝜈 = 1𝑒 − 5	at time t=2𝜋

Coupled FEM-FEM results
with 𝛿 = 1𝑒 − 16 and tolerance 
of 1𝑒 − 14 results in:

𝑢* − 𝑢+ ,*

𝑢+ ,*
= 7.8𝑒 − 8

Balance of mismatched states 
and penalty term for the 
control indicates error should 
be roughly 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 



Numerical Result – Applicability of P-ROM11
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energies w.r.t. # of modes



Numerical Result – Comparison Using Different Reduced Spaces 
for the Adjoint 

12

RS - Reduced state
FS - FOM state

SRA   - State solution-based reduced adjoint
MGD1RA - Modified gradient descent – 1 iteration
FA   - FOM adjoint

Takeaway #1: State solutions used to 
produce reduced basis for adjoint 
doesn’t work until ~1500 modes 
retained. Replacing SRA with FA has 
significant impact. Can we do better?

𝛿 = 1𝑒 − 16 and tolerance of 1𝑒 − 14, 𝜈 = 1𝑒 − 5 

reduced basis adjoint. Results shown in Table 1 confirm that when the optimizer uses377

the FOM adjoint, the coupled ROM-ROM solution achieves the same accuracy as the378

coupled FOM-FOM solution, provided we use enough (> 50) modes in the reduced379

basis.380

Remark 4. In the numerical results that follow, we use ⇤ to denote when the381

gradient descent algorithm exceeds 10,000 iterations of gradient descent in a single382

timestep. This is many more iterations of gradient descent than one would normally383

execute in practice. In these cases, we provide the error which the algorithm is able384

to attain and denote this behavior by ⇤. Note that this behavior implies that there385

is stagnation in the gradient descent algorithm for these modal amounts due to the386

ROM-ROM model lacking su�cient accuracy to continue converging.387

RS-FA
Modes Error Iters.

50 10�4 ⇤
100 10�7 50.1
250 10�7 36.9
500 10�7 21.4
1000 10�7 9.8
1500 10�8 4.4
1600 10�8 4.4
1700 10�8 4.4
1800 10�8 4.4
2016 10�8 3

Table 1
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem with � = 10�16 and

⌫ = 10�5 for reduced space + full order adjoint (RS-FA)

RS
Modes E(u1, u,1) E(u2, u,2)

50 10�3 10�3

100 10�8 10�7

250 10�9 10�8

500 10�9 10�8

1000 10�9 10�8

1500 10�9 10�8

2016 10�15 10�15

Table 2
Projection error of the state solutions in ⌦1 and ⌦2 onto the reduced basis generated from state

solution snapshots.

5.1. State ROM Basis in the Adjoint. We first present results for the ROM-388

ROM optimization-based coupling when the gradient descent algorithm uses a ROM389

basis for the adjoint defined from the already available state solution snapshots. To390

see the e↵ectiveness of the state ROM basis in the adjoint, we first run the ROM-391

ROM coupled problem with a FOM state and the state ROM basis in the adjoint392

(FS-SRA).393
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We see in the last column of Table 3 that the state ROM basis for the adjoint394

requires upwards of 500 modes to achieve accurate results. This behavior is also395

reflected in the ROM-ROM coupled problem results with a ROM state and ROM396

state basis for the adjoint (RS-SRA) in Table 3. However, as shown in the ROM state397

and FOM adjoint Table 1, we see the ROM state is not the cause of the deterioration398

in RS-SRA, since RS-FA provides accurate results for as few as 100 modes.399

Finally, we check the projection error of the state ROM basis for the adjoint in400

Table 4 and see that keeping any fewer than every possible mode gives a large loss401

in accuracy with projection error O(10�3) or greater. Compare Table 2 with Table 4402

to see the large di↵erence in accuracy between projecting state solutions and adjoint403

solutions onto the reduced space formed from state snapshots, respectively.404

Considering all modes being required for an accurate projection of the adjoint405

systems in Table 4 and the far fewer iterations required for RS-FA to converge com-406

pared to FS-SRA and RS-SRA, it is clear that using the state solutions snapshots to407

form a reduced basis for the adjoint systems is not appropriate.408

RS-SRA FS-SRA
Modes Error Iters. Error Iters.

50 10�3 ⇤ 10�4 ⇤
100 10�3 ⇤ 10�4 ⇤
250 10�5 ⇤ 10�4 ⇤
500 10�6 ⇤ 10�5 ⇤
1000 10�7 ⇤ 10�6 ⇤
1500 10�7 506.7 10�8 139.8
1600 10�8 68.6 10�8 48.2
1700 10�8 21.1 10�8 11.9
1800 10�8 14.8 10�8 9
2016 10�8 3 10�8 3

Table 3
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16, tolerance

10�14, and ⌫ = 10�5. Reduced state + state snapshot reduced adjoint (RS-SRA), reduced space +
full order adjoint (RS-FA)), and Full order state + stated snapshot reduced adjoint (FS-SRA).

SRA
Modes E(µ1, u,1) E(µ2, u,2)

50 10�1 10�1

2000 10�1 10�1

2001 10�2 10�2

2014 10�2 10�2

2015 10�3 10�3

2016 10�15 10�15

Table 4
Projection error of the adjoint solutions in ⌦1 and ⌦2 for SRA. Note that two numbers separated

by a dash represents a range of quantities that varies over timesteps and gradient descent iterations.

5.2. Modified Gradient Descent ROM basis for the Adjoint. We now409

proceed to examine the new MGDmRA snapshot collection approach. Our results are410

summarized in Table 5. From the data in this table we see that the MGDmRA ROM411

14
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basis constructed by collecting m = 1 adjoint snapshot per time step (MGD1RA),412

provides results for the adjoint that are as accurate as the FOM for more than 100413

modes.414

We combine MGDmRA ROM adjoint with a ROM state and, as expected, the415

iteration count increases as the modes decrease. Finally, we check the projection416

error of the basis for the adjoint in Table 6 and see that we get O(10�15) projection417

error for more than 100 modes with some variation between gradient descent steps418

and timesteps. Below 100 modes, we see worse projection errors which matches the419

results in the previous table.420

We also check the projection errors of the MGDmRA ROM basis constructed421

by collecting one snapshots per timestep (MGD1RA) and the MGDmRA ROM basis422

constructed by collecting two snapshots per timestep (MGD2RA). As shown in Table423

6, the projection errors do not significantly change by keeping more adjoint snapshots.424

Instead when a range of projection errors occurs, the distribution of the projection425

errors changes. This has almost no a↵ect on the iteration count and accuracy of the426

ROM-ROM coupled problem.427

RS-MGD1RA FS-MGD1RA
Modes Error Iters. Error Iters.

50 10�4 ⇤ 10�7 ⇤
100 10�5 2342.8 10�8 4.2
250 10�6 401.5 10�8 4
500 10�7 102.8 10�8 3.7
1000 10�7 35.2 10�8 3.7
1500 10�8 7.8 10�8 3.7
1600 10�8 6.6 10�8 3.7
1700 10�8 6.5 10�8 3.7
1800 10�8 6.5 10�8 3.7
2016 10�8 3 10�8 3

Table 5
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16 and

⌫ = 10�5. reduced state + modified gradient descent reduced adjoint (RS-MGD1RA) and full state
+ modified gradient descent reduced adjoint (FS-MGD1RA).

MGD1RA MGD2RA
Modes E(µ1, µ,1) E(µ2, µ,2) E(µ1, µ,1) E(µ2, µ,2)
50 10�5 � 10�2 10�6 � 10�3 10�6 � 10�4 10�6 � 10�4

100 10�15 � 10�12 10�15 � 10�13 10�15 � 10�13 10�15 � 10�14

500 10�15 � 10�12 10�15 � 10�13 10�15 � 10�13 10�15 � 10�14

1500 10�15 � 10�12 10�15 � 10�13 10�15 � 10�12 10�15 � 10�13

2016 10�15 10�15 10�15 10�15

Table 6
Projection error of the adjoint solutions in ⌦1 and ⌦2 for MGD1RA and MGD2RA. Note that

two numbers separated by a dash represents a range of quantities that varies over timesteps and
gradient descent iterations.

5.2.1. Di↵erent Modal Numbers in State ROM and Adjoint ROM.428

Because MGDmRA adjoint ROM does not need as many modes as the state ROM,429

it is necessary to investigate using a di↵erent number of modes in the state ROM430

15
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Numerical Result – Comparison Using Different Reduced Spaces 
for the Adjoint 

13

RS - Reduced state
FS - FOM state

SRA   - State solution-based reduced adjoint
MGD1RA - Modified gradient descent – 1 iteration
FA   - FOM adjoint

Takeaway #2: MGD1RA outperforms SRA 
and doesn’t require many modes
(# of state modes kept is more important) 

𝛿 = 1𝑒 − 16 and tolerance of 1𝑒 − 14, 𝜈 = 1𝑒 − 5 

reduced basis adjoint. Results shown in Table 1 confirm that when the optimizer uses377

the FOM adjoint, the coupled ROM-ROM solution achieves the same accuracy as the378

coupled FOM-FOM solution, provided we use enough (> 50) modes in the reduced379

basis.380

Remark 4. In the numerical results that follow, we use ⇤ to denote when the381

gradient descent algorithm exceeds 10,000 iterations of gradient descent in a single382

timestep. This is many more iterations of gradient descent than one would normally383

execute in practice. In these cases, we provide the error which the algorithm is able384

to attain and denote this behavior by ⇤. Note that this behavior implies that there385

is stagnation in the gradient descent algorithm for these modal amounts due to the386

ROM-ROM model lacking su�cient accuracy to continue converging.387

RS-FA
Modes Error Iters.

50 10�4 ⇤
100 10�7 50.1
250 10�7 36.9
500 10�7 21.4
1000 10�7 9.8
1500 10�8 4.4
1600 10�8 4.4
1700 10�8 4.4
1800 10�8 4.4
2016 10�8 3

Table 1
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem with � = 10�16 and

⌫ = 10�5 for reduced space + full order adjoint (RS-FA)

RS
Modes E(u1, u,1) E(u2, u,2)

50 10�3 10�3

100 10�8 10�7

250 10�9 10�8

500 10�9 10�8

1000 10�9 10�8

1500 10�9 10�8

2016 10�15 10�15

Table 2
Projection error of the state solutions in ⌦1 and ⌦2 onto the reduced basis generated from state

solution snapshots.

5.1. State ROM Basis in the Adjoint. We first present results for the ROM-388

ROM optimization-based coupling when the gradient descent algorithm uses a ROM389

basis for the adjoint defined from the already available state solution snapshots. To390

see the e↵ectiveness of the state ROM basis in the adjoint, we first run the ROM-391

ROM coupled problem with a FOM state and the state ROM basis in the adjoint392

(FS-SRA).393
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We see in the last column of Table 3 that the state ROM basis for the adjoint394

requires upwards of 500 modes to achieve accurate results. This behavior is also395

reflected in the ROM-ROM coupled problem results with a ROM state and ROM396

state basis for the adjoint (RS-SRA) in Table 3. However, as shown in the ROM state397

and FOM adjoint Table 1, we see the ROM state is not the cause of the deterioration398

in RS-SRA, since RS-FA provides accurate results for as few as 100 modes.399

Finally, we check the projection error of the state ROM basis for the adjoint in400

Table 4 and see that keeping any fewer than every possible mode gives a large loss401

in accuracy with projection error O(10�3) or greater. Compare Table 2 with Table 4402

to see the large di↵erence in accuracy between projecting state solutions and adjoint403

solutions onto the reduced space formed from state snapshots, respectively.404

Considering all modes being required for an accurate projection of the adjoint405

systems in Table 4 and the far fewer iterations required for RS-FA to converge com-406

pared to FS-SRA and RS-SRA, it is clear that using the state solutions snapshots to407

form a reduced basis for the adjoint systems is not appropriate.408

RS-SRA FS-SRA
Modes Error Iters. Error Iters.

50 10�3 ⇤ 10�4 ⇤
100 10�3 ⇤ 10�4 ⇤
250 10�5 ⇤ 10�4 ⇤
500 10�6 ⇤ 10�5 ⇤
1000 10�7 ⇤ 10�6 ⇤
1500 10�7 506.7 10�8 139.8
1600 10�8 68.6 10�8 48.2
1700 10�8 21.1 10�8 11.9
1800 10�8 14.8 10�8 9
2016 10�8 3 10�8 3

Table 3
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16, tolerance

10�14, and ⌫ = 10�5. Reduced state + state snapshot reduced adjoint (RS-SRA), reduced space +
full order adjoint (RS-FA)), and Full order state + stated snapshot reduced adjoint (FS-SRA).

SRA
Modes E(µ1, u,1) E(µ2, u,2)

50 10�1 10�1

2000 10�1 10�1

2001 10�2 10�2

2014 10�2 10�2

2015 10�3 10�3

2016 10�15 10�15

Table 4
Projection error of the adjoint solutions in ⌦1 and ⌦2 for SRA. Note that two numbers separated

by a dash represents a range of quantities that varies over timesteps and gradient descent iterations.

5.2. Modified Gradient Descent ROM basis for the Adjoint. We now409

proceed to examine the new MGDmRA snapshot collection approach. Our results are410

summarized in Table 5. From the data in this table we see that the MGDmRA ROM411

14
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basis constructed by collecting m = 1 adjoint snapshot per time step (MGD1RA),412

provides results for the adjoint that are as accurate as the FOM for more than 100413

modes.414

We combine MGDmRA ROM adjoint with a ROM state and, as expected, the415

iteration count increases as the modes decrease. Finally, we check the projection416

error of the basis for the adjoint in Table 6 and see that we get O(10�15) projection417

error for more than 100 modes with some variation between gradient descent steps418

and timesteps. Below 100 modes, we see worse projection errors which matches the419

results in the previous table.420

We also check the projection errors of the MGDmRA ROM basis constructed421

by collecting one snapshots per timestep (MGD1RA) and the MGDmRA ROM basis422

constructed by collecting two snapshots per timestep (MGD2RA). As shown in Table423

6, the projection errors do not significantly change by keeping more adjoint snapshots.424

Instead when a range of projection errors occurs, the distribution of the projection425

errors changes. This has almost no a↵ect on the iteration count and accuracy of the426

ROM-ROM coupled problem.427

RS-MGD1RA FS-MGD1RA
Modes Error Iters. Error Iters.

50 10�4 ⇤ 10�7 ⇤
100 10�5 2342.8 10�8 4.2
250 10�6 401.5 10�8 4
500 10�7 102.8 10�8 3.7
1000 10�7 35.2 10�8 3.7
1500 10�8 7.8 10�8 3.7
1600 10�8 6.6 10�8 3.7
1700 10�8 6.5 10�8 3.7
1800 10�8 6.5 10�8 3.7
2016 10�8 3 10�8 3

Table 5
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16 and

⌫ = 10�5. reduced state + modified gradient descent reduced adjoint (RS-MGD1RA) and full state
+ modified gradient descent reduced adjoint (FS-MGD1RA).

MGD1RA MGD2RA
Modes E(µ1, µ,1) E(µ2, µ,2) E(µ1, µ,1) E(µ2, µ,2)
50 10�5 � 10�2 10�6 � 10�3 10�6 � 10�4 10�6 � 10�4

100 10�15 � 10�12 10�15 � 10�13 10�15 � 10�13 10�15 � 10�14

500 10�15 � 10�12 10�15 � 10�13 10�15 � 10�13 10�15 � 10�14

1500 10�15 � 10�12 10�15 � 10�13 10�15 � 10�12 10�15 � 10�13

2016 10�15 10�15 10�15 10�15

Table 6
Projection error of the adjoint solutions in ⌦1 and ⌦2 for MGD1RA and MGD2RA. Note that

two numbers separated by a dash represents a range of quantities that varies over timesteps and
gradient descent iterations.

5.2.1. Di↵erent Modal Numbers in State ROM and Adjoint ROM.428

Because MGDmRA adjoint ROM does not need as many modes as the state ROM,429

it is necessary to investigate using a di↵erent number of modes in the state ROM430
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Numerical Result – Projection Errors (State and Adjoint)14

reduced basis adjoint. Results shown in Table 1 confirm that when the optimizer uses377

the FOM adjoint, the coupled ROM-ROM solution achieves the same accuracy as the378

coupled FOM-FOM solution, provided we use enough (> 50) modes in the reduced379

basis.380

Remark 4. In the numerical results that follow, we use ⇤ to denote when the381

gradient descent algorithm exceeds 10,000 iterations of gradient descent in a single382

timestep. This is many more iterations of gradient descent than one would normally383

execute in practice. In these cases, we provide the error which the algorithm is able384

to attain and denote this behavior by ⇤. Note that this behavior implies that there385

is stagnation in the gradient descent algorithm for these modal amounts due to the386

ROM-ROM model lacking su�cient accuracy to continue converging.387

RS-FA
Modes Error Iter

50 10�4 ⇤
100 10�7 50.1
250 10�7 36.9
500 10�7 21.4
1000 10�7 9.8
1500 10�8 4.4
1600 10�8 4.4
1700 10�8 4.4
1800 10�8 4.4
2016 10�8 3

Table 1
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem with � = 10�16 and

⌫ = 10�5 for reduced space + full order adjoint (RS-FA)

RS
Modes E(u1, u,1) E(u2, u,2)

50 10�3 10�3

100 10�8 10�7

250 10�9 10�8

500 10�9 10�8

1000 10�9 10�8

1500 10�9 10�8

2016 10�15 10�15

Table 2
Projection error of the state solutions in ⌦1 and ⌦2 onto the reduced basis generated from state

solution snapshots.

5.1. State ROM Basis in the Adjoint. We first present results for the ROM-388

ROM optimization-based coupling when the gradient descent algorithm uses a ROM389

basis for the adjoint defined from the already available state solution snapshots. To390

see the e↵ectiveness of the state ROM basis in the adjoint, we first run the ROM-391

ROM coupled problem with a FOM state and the state ROM basis in the adjoint392

(FS-SRA).393
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Projection of state solutions onto
reduced basis generated from 
state solution snapshots

We see in the last column of Table 3 that the state ROM basis for the adjoint394

requires upwards of 500 modes to achieve accurate results. This behavior is also395

reflected in the ROM-ROM coupled problem results with a ROM state and ROM396

state basis for the adjoint (RS-SRA) in Table 3. However, as shown in the ROM state397

and FOM adjoint Table 1, we see the ROM state is not the cause of the deterioration398

in RS-SRA, since RS-FA provides accurate results for as few as 100 modes.399

Finally, we check the projection error of the state ROM basis for the adjoint in400

Table 4 and see that keeping any fewer than every possible mode gives a large loss401

in accuracy with projection error O(10�3) or greater. Compare Table 2 with Table 4402

to see the large di↵erence in accuracy between projecting state solutions and adjoint403

solutions onto the reduced space formed from state snapshots, respectively.404

Considering all modes being required for an accurate projection of the adjoint405

systems in Table 4 and the far fewer iterations required for RS-FA to converge com-406

pared to FS-SRA and RS-SRA, it is clear that using the state solutions snapshots to407

form a reduced basis for the adjoint systems is not appropriate.408

RS-SRA FS-SRA
Modes Error Iter Error Iter

50 10�3 ⇤ 10�4 ⇤
100 10�3 ⇤ 10�4 ⇤
250 10�5 ⇤ 10�4 ⇤
500 10�6 ⇤ 10�5 ⇤
1000 10�7 ⇤ 10�6 ⇤
1500 10�7 506.7 10�8 139.8
1600 10�8 68.6 10�8 48.2
1700 10�8 21.1 10�8 11.9
1800 10�8 14.8 10�8 9
2016 10�8 3 10�8 3

Table 3
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16, tolerance

10�14, and ⌫ = 10�5. Reduced state + state snapshot reduced adjoint (RS-SRA), reduced space +
full order adjoint (RS-FA)), and Full order state + stated snapshot reduced adjoint (FS-SRA).

SRA
Modes E(µ1, u,1) E(µ2, u,2)

50 10�1 10�1

2000 10�1 10�1

2001 10�2 10�2

2014 10�2 10�2

2015 10�3 10�3

2016 10�15 10�15

Table 4
Projection error of the adjoint solutions in ⌦1 and ⌦2 for SRA. Note that two numbers separated

by a dash represents a range of quantities that varies over timesteps and gradient descent iterations.

5.2. Modified Gradient Descent ROM basis for the Adjoint. We now409

proceed to examine the new MGDmRA snapshot collection approach. Our results are410

summarized in Table 5. From the data in this table we see that the MGDmRA ROM411
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Projection of adjoint solutions onto reduced basis 
generated from state solution snapshots

Projection of adjoint solutions onto reduced basis 
generated from GDRA and MGD1RA

Takeaway #3: State 
solutions should not be 
used to generate reduced 
basis for adjoint

𝜈 = 1𝑒 − 5 

RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 15.2 10�3 9.3 10�4 15.6 10�4

50 18.9 10�3 11.4 10�4 8.8 10�4

100 12.7 10�3 8.4 10�4 6.2 10�4

Table 9
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�10 and

⌫ = 10�5 and convergence tolerance 10�8 for varying modes in reduced state + modified gradient
descent reduced adjoint (RS-MGD1RA)

5.2.2. Comparison to Gradient Descent Adjoint Snapshots. The usual454

snapshot collection method for adjoints is to solve the FOM-FOM coupled problem455

and store all computed adjoints for all time steps; this is the gradient descent for456

reduced adjoint (GDRA) snapshot method. Because MGDmRA does not compute457

or store the adjoint snapshots from all iterations at all timesteps for the coupled458

problem, it is important to compare MGDmRA to GDRA for any e↵ect caused by459

this reduction or by the variation in the adjoint problem.460

In Table 10, we see that projection errors for GDRA ROM have the same order461

of errors, or range of errors, for each amount of modes as MGD1RA. It is important462

to remark, though, that the projection errors at each gradient descent step for each463

time step are not exactly the same for MGD1RA and GDRA. In fact, the order of464

the projection errors may be di↵erent. However, the range of projection errors are465

the same.466

GDRA MGD1RA
Modes E(µ1, µ,1) E(µ2, µ,2) E(µ1, µ,1) E(µ2, µ,2)

50 10�4 � 10�3 10�6 � 10�5 10�4 � 10�3 10�6 � 10�5

100 10�15 � 10�14 10�15 10�15 � 10�14 10�15

500 10�15 � 10�14 10�15 10�15 � 10�14 10�15

1500 10�15 � 10�14 10�15 10�15 � 10�14 10�15

2016 10�15 10�15 10�15 10�15

Table 10
Projection error of the adjoint solutions in ⌦1 and ⌦2 for GDRA and MGD1RA with ⌫ = 1e�5.

Note that two numbers separated by a dash represents a range of quantities that varies over timesteps
and gradient descent iterations.

We next compare the MGD1RA ROM-ROM coupled problem and GDRA ROM-467

ROM coupled problem for � = 10�14 and tolerance 10�12. Note that the FOM-FOM468

coupled problem to be solved as part of GDRA has an average of 1.98 iterations per469

time step. Therefore GDRA stores approximately 1.98 adjoint solutions per times470

step in the snapshot. However, MGD1RA stores one adjoint solution per time step.471

So there is a noticeable reduction in the size of the MGD1RA snapshot matrix. We472

compare the accuracy of the final solution given by kuc�umk
kumk and the average iteration473

per time step. Recall that with tolerance 10�12 we expect accuracy around 10�6. In474

Table 11 we see that MGD1RA ROM and GDRA ROM attain the same accuracy for475

each amount of modes. Furthermore, in Table 11 we see that there is some variation476

in the average number of iterations per time step, but it is not significant over the477

various modal amounts considered.478
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Numerical Result – Interplay of state and adjoint ROM modes15

and MGDmRA adjoint ROM. As seen in Table 3, using 100 or more modes in the431

state ROM results in the same accuracy as the state FOM. Therefore, in the following432

tables we will keep between 50 and 250 modes in the state ROM. Similarly, as seen433

in Table 5, keeping 100 or more modes in the MGDmRA adjoint ROM results in the434

same accuracy as the adjoint FOM. So we will not keep more than 100 modes in the435

MGDmRA adjoint ROM in the following tables.436

We begin using the same tolerance, 10�14, as the previous tables. In Table 7,437

we see that when keeping 25 MGD1RA adjoint ROM modes or 50 state modes we438

do not attain convergence and do not attain accuracy near 10�8. Once we keep 50439

or more MGD1RA adjoint ROM modes and 100 or more state modes, we do attain440

convergence. Note that keeping 50 state ROM modes never achieves convergence441

or accuracy near 10�8 for any MGD1RA adjoint ROM modes. This is due to the442

state ROM needing more modes and is not due to the adjoint ROM needing more443

modes which is clearly illustrated in the Table 7. Increasing the number of MGD1RA444

adjoint ROM modes and the state ROM modes concurrently deacreases the number445

of iterations needed, and Tables 7-9 seem to suggest there is a balance to be struck,446

i.e., it is not always beneficial to increase the MGD1RA adjoint ROM modes while447

keeping the state ROM modes fixed nor vice-versa.448

When using relatively few modes, it is common that a ROM is unable to attain449

the same accuracy as the FOM. Therefore, we provide a table using � = 10�14 with450

the tolerance 10�12. in Table 8 we see the same results as Table 7 but with lower451

iteration counts. Again, in Table 9, we lower the tolerance to 10�8 and simultaneously452

lower � to 10�10.453

RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 ⇤ 10�4 4498.8 10�6 ⇤ 10�4

50 ⇤ 10�4 761.5 10�6 2119.8 10�6

100 ⇤ 10�4 2342.8 10�5 536.9 10�6

Table 7
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16, conver-

gence tolerance 10�14, and ⌫ = 10�5 for varying modes in reduced state + modified gradient descent
reduced adjoint (RS-MGD1RA).

RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 ⇤ 10�4 349 10�5 4246.4 10�6

50 ⇤ 10�4 170.7 10�5 312.4 10�6

100 ⇤ 10�4 150.4 10�5 129.5 10�5

Table 8
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�14, ⌫ =

10�5, and convergence tolerance 10�12 for varying modes in reduced state + modified gradient
descent reduced adjoint (RS-MGD1RA).

16

This manuscript is for review purposes only.

and MGDmRA adjoint ROM. As seen in Table 3, using 100 or more modes in the431

state ROM results in the same accuracy as the state FOM. Therefore, in the following432

tables we will keep between 50 and 250 modes in the state ROM. Similarly, as seen433

in Table 5, keeping 100 or more modes in the MGDmRA adjoint ROM results in the434

same accuracy as the adjoint FOM. So we will not keep more than 100 modes in the435

MGDmRA adjoint ROM in the following tables.436

We begin using the same tolerance, 10�14, as the previous tables. In Table 7,437

we see that when keeping 25 MGD1RA adjoint ROM modes or 50 state modes we438

do not attain convergence and do not attain accuracy near 10�8. Once we keep 50439

or more MGD1RA adjoint ROM modes and 100 or more state modes, we do attain440

convergence. Note that keeping 50 state ROM modes never achieves convergence441

or accuracy near 10�8 for any MGD1RA adjoint ROM modes. This is due to the442

state ROM needing more modes and is not due to the adjoint ROM needing more443

modes which is clearly illustrated in the Table 7. Increasing the number of MGD1RA444

adjoint ROM modes and the state ROM modes concurrently deacreases the number445

of iterations needed, and Tables 7-9 seem to suggest there is a balance to be struck,446

i.e., it is not always beneficial to increase the MGD1RA adjoint ROM modes while447

keeping the state ROM modes fixed nor vice-versa.448

When using relatively few modes, it is common that a ROM is unable to attain449

the same accuracy as the FOM. Therefore, we provide a table using � = 10�14 with450

the tolerance 10�12. in Table 8 we see the same results as Table 7 but with lower451

iteration counts. Again, in Table 9, we lower the tolerance to 10�8 and simultaneously452

lower � to 10�10.453

RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 ⇤ 10�4 4498.8 10�6 ⇤ 10�4

50 ⇤ 10�4 761.5 10�6 2119.8 10�6

100 ⇤ 10�4 2342.8 10�5 536.9 10�6

Table 7
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�16, conver-

gence tolerance 10�14, and ⌫ = 10�5 for varying modes in reduced state + modified gradient descent
reduced adjoint (RS-MGD1RA).

RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 ⇤ 10�4 349 10�5 4246.4 10�6

50 ⇤ 10�4 170.7 10�5 312.4 10�6

100 ⇤ 10�4 150.4 10�5 129.5 10�5

Table 8
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�14, ⌫ =

10�5, and convergence tolerance 10�12 for varying modes in reduced state + modified gradient
descent reduced adjoint (RS-MGD1RA).
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RS Modes 50 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error Avg. Iters. Error

25 15.2 10�3 9.3 10�4 15.6 10�4

50 18.9 10�3 11.4 10�4 8.8 10�4

100 12.7 10�3 8.4 10�4 6.2 10�4

Table 9
Error kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�10 and

⌫ = 10�5 and convergence tolerance 10�8 for varying modes in reduced state + modified gradient
descent reduced adjoint (RS-MGD1RA)

5.2.2. Comparison to Gradient Descent Adjoint Snapshots. The usual454

snapshot collection method for adjoints is to solve the FOM-FOM coupled problem455

and store all computed adjoints for all time steps; this is the gradient descent for456

reduced adjoint (GDRA) snapshot method. Because MGDmRA does not compute457

or store the adjoint snapshots from all iterations at all timesteps for the coupled458

problem, it is important to compare MGDmRA to GDRA for any e↵ect caused by459

this reduction or by the variation in the adjoint problem.460

In Table 10, we see that projection errors for GDRA ROM have the same order461

of errors, or range of errors, for each amount of modes as MGD1RA. It is important462

to remark, though, that the projection errors at each gradient descent step for each463

time step are not exactly the same for MGD1RA and GDRA. In fact, the order of464

the projection errors may be di↵erent. However, the range of projection errors are465

the same.466

GDRA MGD1RA
Modes E(µ1, µ,1) E(µ2, µ,2) E(µ1, µ,1) E(µ2, µ,2)

50 10�4 � 10�3 10�6 � 10�5 10�4 � 10�3 10�6 � 10�5

100 10�15 � 10�14 10�15 10�15 � 10�14 10�15

500 10�15 � 10�14 10�15 10�15 � 10�14 10�15

1500 10�15 � 10�14 10�15 10�15 � 10�14 10�15

2016 10�15 10�15 10�15 10�15

Table 10
Projection error of the adjoint solutions in ⌦1 and ⌦2 for GDRA and MGD1RA with ⌫ = 1e�5.

Note that two numbers separated by a dash represents a range of quantities that varies over timesteps
and gradient descent iterations.

We next compare the MGD1RA ROM-ROM coupled problem and GDRA ROM-467

ROM coupled problem for � = 10�14 and tolerance 10�12. Note that the FOM-FOM468

coupled problem to be solved as part of GDRA has an average of 1.98 iterations per469

time step. Therefore GDRA stores approximately 1.98 adjoint solutions per times470

step in the snapshot. However, MGD1RA stores one adjoint solution per time step.471

So there is a noticeable reduction in the size of the MGD1RA snapshot matrix. We472

compare the accuracy of the final solution given by kuc�umk
kumk and the average iteration473

per time step. Recall that with tolerance 10�12 we expect accuracy around 10�6. In474

Table 11 we see that MGD1RA ROM and GDRA ROM attain the same accuracy for475

each amount of modes. Furthermore, in Table 11 we see that there is some variation476

in the average number of iterations per time step, but it is not significant over the477

various modal amounts considered.478
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𝛿 = 1𝑒 − 16 and tolerance of 1𝑒 − 14 , 𝜈 = 1𝑒 − 5 

𝛿 = 1𝑒 − 14 and tolerance of 1𝑒 − 12 , 𝜈 = 1𝑒 − 5 

𝛿 = 1𝑒 − 10 and tolerance of 1𝑒 − 8, 𝜈 = 1𝑒 − 5

Takeaway #4: 
Important to balance 
reduced space state and 
reduced space adjoint 
number of modes. 
Also, loosening tolerance 
and increasing penalty 
increases rate of 
convergence.

State/Adjoint Reduced Space Modal Size Comparison



Numerical Result – MGDmRA vs. GDRA
What is lost from limiting ourselves to m iterations?
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RS Modes 100 250
MGD1RA Modes Avg. Iters. Error Avg. Iters. Error

50 170.7 10�5 312.4 10�6

100 150.4 10�5 129.5 10�5

GDRA Modes
50 170.7 10�5 371.2 10�6

100 242.1 10�5 143.2 10�5

Table 11
kuc�umk

kumk and iteration counts for ROM-ROM coupled problem, with � = 10�14, ⌫ = 10�5, and

convergence tolerance 10�12 for varying modes in reduced state + gradient descent reduced adjoint
(RS-GDRA) and reduced state + modified gradient descent reduced adjoint (RS-MGD1RA).

5.3. Timing study. We perform a comparison of coupled ROM-ROM problems479

with di↵erent choices for the reduced basis for the adjoint problem. We compare using480

the reduced basis for adjoint from MGD1RA (one step of gradient descent) against a481

more traditional (but impractical) reduced basis for the adjoint based on all gradient482

descent steps (GDRA).483

With meshing spacing h = 1
64 and �t = 1.122398e�3, we expect error in the FEM484

solution on the order of 1e � 3 (based on L2 FEM error on the order of C(O(�t) +485

O(h)2), so for this test we use a stopping criteria for the optimization algorithm of486

1e� 6 (the square of 1e� 3). � should be set su�ciently small so that 1e� 6 for the487

order of magnitude for the loss function is achievable, hence we set it to 1e� 8.488

We use the results from Tables 7, 8, and 9 to inform our choice of the number489

of modes to keep for both the primal and adjoint reduced space systems. Based on490

Table 9 particularly, we anticipate 100 or fewer modes being required for the reduced491

primal system, and 50 or fewer modes being required for the reduced adjoint system.492

While we think it is likely that 50 modes for each would provide a reasonably accurate493

solution, we will use 100 modes for the reduced primal system to provide as fair of a494

comparison as possible against the FOM-FOM optimization-coupled problem.495

Note that the FOM-FOM and ROM-ROM coupled problems solve the state and496

adjoint systems using an LU factorization that is computed one time, stored, and497

reused. For the ROM-ROM coupled problems this scales well to larger problems498

because the matrix dimensions can be reduced to the size that a direct method is499

favorable. However, for the FOM-FOM coupled problem, this does not scale well500

since there is no reduction in matrix dimensions as the problems size increases. This501

will ultimately lead to the FOM-FOM coupled problem requiring an iterative solver502

for the state and adjoint system solves. When the iterative solver for the systems is503

required, the FOM-FOM solver time will increase while in contrast the ROM-ROM504

will not require the iterative solver and therefore should scale better.505

We provide timings results in Table 12. For the FOM-FOM coupled problem, we506

get the solution at the final timestep in 86 seconds with accuracy O(10�3) as expected.507

The ROM-ROM coupled problem using MGD1RA and GDRA is solved in 33 seconds508

and 32 seconds, respectively, with O(10�3) accuracy. Therefore, the ROM-ROM509

coupled problem is solved faster than the FOM-FOM coupled problem without any510

significant loss of accuracy. However, its important to note that with these parameters,511

the FOM-FOM coupled problem for the snapshot collection has an average of 0.42512

gradient descent iterations per time step. This means the only significant di↵erence513

between MGD1RA and GDRA is the sequential nature of GDRA.514

For this reason, we consider the coupled problem with ⌫ = 10�3 for � = 10�12515
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𝜈 = 1𝑒 − 5

Takeaway #5: Similar 
iterations and runtimes 
for GDRA and MGD1RA; 
both beating the FOM-
FOM coupled problem

Runtime Comparison

Average Iteration Comparison
and tolerance 10�10 where the FOM-FOM coupled problem is solved in an average of516

1.7 iterations per timestep. For these parameters, the FOM-FOM coupled problem is517

solved in 131 seconds. We keep 100 state modes and 50 adjoint modes for the ROMs.518

The MGD1RA ROM-ROM coupled problem and GDRA ROM-ROM coupled problem519

are each solved in 76 seconds. Therefore, we again see that the MGD1RA ROM and520

GDRA ROM perform similarly and are faster than the FOM. The parameter ⌫ = 10�5521

makes the problem more hyperbolic, which is more di�cult to capture with a small522

ROM basis but is easier to control. We also investigated ⌫ = 10�3, a more elliptic523

problem, which is better suited for a small ROM basis, but has a higher average524

iteration count.525

⌫ = 10�5 ⌫ = 10�3

FOM MGD1RA ROM GDRA ROM FOM MGD1RA ROM GDRA ROM
86 sec 33 sec 32 sec 131 sec 76 sec 76 sec

Table 12
Computational times for ⌫ = 10�5 and ⌫ = 10�3.

5.4. Conclusions. Adapting the optimization-based coupling (OBC) approach526

developed for full order models (FOMs) to the coupling or reduced order models527

(ROMs) has the potential to decrease computation time to simulate coupled systems528

but also introduces a few challenges. The optimization algorithm required to solve529

the PDE-constrained OBC formulation involves the solution of adjoint equations for530

which a reduced basis is not readily available.531

The most straightforward way of collecting adjoint snapshots is by solving the532

FOM-FOM coupled problem and storing all computed adjoints for all time steps.533

This snapshot strategy, denoted GDRA, can result in large snapshot matrices and534

the snapshot collection algorithm is not obviously parallellizable in the sense that535

the primal solution at each timestep depends on the previous timestep solution, and536

therefore the FOM-FOM coupled system must be solved with a relatively tight toler-537

ance to produce the adjoint snapshots. This requires a large amount of storage and538

computational time.539

In comparison, the modified gradient descent for reduced basis for the adjoint540

(MGDmRA) snapshot collection technique produces a matrix whose size is control-541

lable by choosing how many iterations of gradient descent to compute and store for542

each time step. Furthermore, the MGDmRA algorithm is parallellizable because each543

time step is not dependent upon the previous time step’s solutions. This of course544

assumes that snapshots of the primal problem are available, as they are expected545

to be, for development of traditional projection-based reduced order models. Both of546

these advantages lend themselves towards reduction of computation time for collecting547

snapshots from which to generate a reduced basis for the adjoint system.548

Numerical results indicate that MGD1RA is able to produce the same accuracy549

as the FOM for the adjoint problem using few modes, Ni,r << Ni. Accuracy for550

MGD2RA (keeping the adjoint snapshots for two iterations of gradient descent per551

timestep) shows there is little benefit over MGD1RA. Furthermore, the MGDmRA552

ROM does not have any detrimental a↵ect on the ROM when compared to the much553

more expensive approach of performing gradient descent and keeping all adjoint snap-554

shots from all iterations over all timesteps. The accuracy that the MGD1RA ROM555

can attain is the same as the accuracy of the GDRA ROM, the average iteration per556

time step of the MGD1RA versus gradient descent are not significantly di↵erent for557
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Conclusions17

• Introduced a snapshot collection technique (MGDmRA) for producing a reduced 
basis for the adjoint of a ROM-ROM OBC problem

• Broke the connection between timesteps by using state snapshot data
• Fixed memory / computational footprint by selecting a fixed subset of gradient

descent iterations per timestep

• Numerical experiments indicate:

• State snapshots are not effective for producing a reduced basis for the adjoint
• MGDmRA produces a basis that is competitive with the reduced basis generated by 

gradient descent (run sequentially with a tight tolerance) in iteration counts, 
projection errors, and computational time (with reduced offline cost).

Future Work
• Explore FOM-ROM combinations
• Improved optimization algorithms (far fewer iterations) 
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