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ABSTRACT

Protons and neutrons, collectively known as nucleons, are composed of quarks and
gluons. The Sachs electromagnetic form factors encode information about the
spatial distributions of charge and magnetization in the nucleon, particularly at
low momentum transfer. In particular, the neutron magnetic form factor (G,)
provides crucial information about the distribution of magnetization inside the
neutron and helps constrain theoretical models of nucleon structure.

Quasi-elastic electron scattering from deuterium was measured up to Q% = 13.5
GeV? using the Super BigBite Spectrometer in Hall A at Jefferson Lab. In this
work, the neutron magnetic form factor G%, was extracted at Q* = 3.0 GeV? and
Q? = 4.5 GeV? using the Ratio Method. These results represent a subset of the
full dataset collected in this experiment, which extended to significantly higher Q2.

The extracted G, values agree with the existing global fit within approximately
two standard deviations at ? = 3.0 and show excellent agreement at Q? = 4.5.
The measurements achieved systematic uncertainties of about 2% and statistical
uncertainties below 0.5%, among the most precise determinations of G}, at these
kinematics. These results demonstrate the robustness of the experimental
technique and provide an important validation point for future extractions at
higher )%, where data remain scarce. In addition, the GRINCH heavy gas
Cherenkov detector—a key component of the experimental apparatus—was
commissioned and achieved an electron detection efficiency of approximately 97%,
supporting reliable particle identification. Together, the analysis presented here
advances both our understanding of nucleon structure and the validation of the
experimental methods and instrumentation used to access it.
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Chapter 1

Introduction

1.1 Historical Context for Nucleon Structure Experiments

Ernest Rutherford, known as “the father of nuclear physics,” and his students demonstrated
through bombarding metal foils with alpha particles that atoms have a nucleus which
contains all the positive charge and most of the mass [1]. This scattering experiment, now
understood to be elastic scattering of charged particles by the nuclear Coulomb potential,
marked the beginning of a long legacy of discovering the substructure of atoms and nuclei
through scattering experiments.

In 1935, James Chadwick was awarded the Nobel Prize in Physics for his discovery of
the neutron—a neutrally charged particle with a mass nearly equal to that of the proton [2].
Ernest Rutherford had previously proposed that neutral particles might exist within the
atomic nucleus to explain discrepancies in atomic mass that were not accounted for by
protons alone.

Protons and neutrons were initially thought to be elementary particles with no internal
structure. However, the rapid discovery of new hadrons in the mid-20th century, often
referred to as the “particle zoo,” suggested that hadrons were composite particles with
rich substructure [3]. In 1969, researchers at SLAC provided experimental evidence that

nucleons are composed of smaller, point-like particles now known as quarks [4]. This



discovery fundamentally shifted our understanding of matter, giving rise to the quark
model [3] and ultimately contributing to the development of the Standard Model.

The Standard Model describes how quarks, which make up hadrons such as protons
and neutrons, and leptons, which include electrons, form the fundamental building blocks
of matter [5]. The strong interaction between quarks is described by quantum chromody-
namics (QCD).

In this work, we will be exploring the magnetic form factor of the neutron. The term
“form factor” is widely used across different fields, including the culinary arts, where it
refers to the shape, size, and distribution of ingredients in a dish. For example, one could
argue that a sushi roll and a poke bowl contain the same basic ingredients, yet their form
factors make them distinct dishes and experiences.

In nuclear physics, electromagnetic form factors play a similarly fundamental role,
encoding information about the internal structure of the nucleon in terms of its charge and
current distributions. By experimentally constraining these form factors, we gain deeper
insight into the composition of nucleons—the building blocks of the visible matter in our
universe [6].

Despite knowing that nucleons are composed of nearly massless, spin—% quarks bound
together by gluons, many details of how these constituents give rise to the nucleon’s macro-
scopic properties (such as its mass, spin, size, charge, and magnetization) remain elusive [7].
An important goal of modern nuclear physics experiments is to unravel this complexity by
probing the distributions of charge and magnetization inside the nucleon.

To study the electric and magnetic form factors of protons and neutrons, we will utilize
electron—nucleon elastic scattering. This will be discussed in the upcoming sections in

detail.



1.2 The Standard Model

The Standard Model is the theory that describes three of the four known fundamental
forces and classifies the known elementary particles in the universe. Figure 1.1 illustrates

the particle content of the Standard Model.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
I I 111
mass | =2.16 MeV/c* =1.273 GeV/c* =172.57 GeV/c* 0 =125.2 GeV/c*
charge | % % % 0 0
spin || % U ¥ C ] t 1 9 0 H
up charm top gluon higgs
& / R ——.
=4.7 MeV/c* =93.5 MeV/c? =~4.183 GeV/c? 0
% % % 0
@ @ |- @ » @
down strange bottom photon
> & el
=0.511 MeV/c? =105.66 MeV/c* =1.77693 GeV/c? =91.188 GeV/c?
-1 -1 -1 0
» r @ |l @ ' @
electron muon tau Z boson
|
<0.8 ev/c? <0.17 MeVv/c® <18.2 MeV/c* =80.3692 GeV/c’
0 0 0 +1
% Ve % V|_1 % V']: 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 1.1: Illustration of the Standard Model of particle physics [§].

The Standard Model consists of fermions and bosons. Fermions are spin—% particles
and are organized into quarks and leptons. Each fermion has a corresponding antiparticle.

Quarks and anti-quarks have color charge and participate in strong and electroweak
interactions. They are the constituent particles of hadrons, including protons and neutrons.
Leptons and anti-leptons (such as electrons and positrons) do not have color charge and
participate in electroweak interactions.

Bosons are the mediators for the fundamental interactions (forces). The Standard
Model describes the electromagnetic force, the weak force, and the strong force, but ex-
cludes gravity. The photon is the force carrier for the electromagnetic interaction, and the

gluon is the force carrier for the strong interaction.



Figure 1.2 illustrates a proton and neutron in a deuterium atom in the Standard Model.
Protons consist of two up quarks and one down quark, and neutrons consist of two down
quarks and one up quark. The nucleon structure is governed by Quantum Chromodynamics

(QCD), which is the theory of the strong force.

e

proton electron

W u
¢

neutron

Figure 1.2: Illustration of the valence quark structure of a proton and neutron in deu-
terium in the standard model [9]. Protons consist of two up quarks and one down quark,
and neutrons consist of two down quarks and one up quark. Gluons are the force carrier
for the strong force and bind quarks together.

1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory that describes the strong force. QCD
governs the behavior of quarks and gluons—the fundamental constituents of hadrons such
as protons and neutrons. While Quantum Electrodynamics (QED) describes the elec-
tromagnetic interactions between electrically charged particles, QCD uses an analogous
charge called color. Quarks carry one of three color charges, and gluons (unlike photons)
carry color themselves, allowing them to interact with each other as well as quarks.

A defining feature of QCD is confinement: quarks and gluons cannot be observed as free

particles under normal circumstances. Rather, they are bound into color-neutral hadrons

4



by the exchange of gluons. However, at short distances—corresponding to interactions
mediated by a virtual photon with large four-momentum transfer squared (Q?)—the strong
coupling becomes weak. This property is known as asymptotic freedom. At sufficiently
high Q?, the quarks inside a nucleon behave as nearly free, point-like particles. This scale
dependence makes deep inelastic scattering and high-Q? elastic scattering particularly
powerful tools for probing the internal structure of the nucleon.

Because quarks are confined inside the nucleon, we cannot directly observe their spa-
cial or momentum distributions. Instead, we must infer information about the internal
structure of hadrons through scattering experiments. Elastic electron-nucleon scattering
is particularly useful because it involves a well-understood probe (the electron) which in-
teracts predominately via the electromagnetic interaction. By measuring how electrons
scatter off nucleons, we can extract the form factors. Electromagnetic form factors encode
information about distribution of charge and magnetization inside the nucleon—features

that emerge from QCD.

1.4 Electron-Nucleon Scattering

In electron-nucleon (eN) scattering, the lowest order approximation is the one-photon
exchange process, also called the Born term. This involves the exchange of a single vir-
tual photon. This provides a good low-order approximation of elastic electron-neutron
scattering, en, and electron-proton scattering, ep [10]. Figure 1.3 shows the lowest-order
Feynman diagram! for eN scattering in the rest frame of the initial nucleon. We can relate
the four-momentum components through conservation of momentum.

In Fig. 1.3, we use the following variables:

e k, (K'): Four-momentum of the incident (scattered) electron.

! Feynman diagrams are standard tools in quantum field theory, named after physicist Richard Feynman.
While this terminology remains in widespread use, it is essential to acknowledge that aspects of Feynman’s
personal behavior—particularly toward women—reflect broader patterns of exclusion in the history of
physics. As a community, we must continue working toward a more inclusive and respectful culture in
science, one that recognizes and amplifies the voices of women and underrepresented minorities.
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time

Figure 1.3: Feynman diagram of electron—nucleon (eN) scattering for N = (p, n).

o E., Eo: Energy of the incident (scattered) electron.

—

o k, (K'): Three-momentum of the incident (scattered) electron.
e p, (p): Four-momentum of the incident (scattered) nucleon.

o Mpy: Energy of the incident nucleon, which in this case is the mass of the

nucleon at rest.
o E,: Energy of the scattered nucleon.

o ﬁ : Three-momentum of the scattered nucleon.
e ¢ =k — k’: Four-momentum of the virtual photon.

o v = FE, — E.: Energy of the virtual photon.

¢ ¢ Three-momentum of the virtual photon.
e 0.: Polar angle of the scattered electron.
e j#: Four-component leptonic current.

e J#: Four-component hadronic current.

6



Since the electron beam energies used in this experiment are in the several-GeV range,
we can apply the ultra-relativistic approximation: E. > M., where M, is the rest mass of
the electron. Under this approximation, the electron’s energy and momentum magnitudes
are approximately equal, i.e., ]E | = E., ]If_"\ = E. and the four-momentum squared of the
electron vanishes: k? = k2 = 0.

The conservation of four-momentum in elastic electron-nucleon scattering gives

k+p=FK+p. (1.1)

We define the four-momentum transfer g as

g=k—Fk, (1.2)

which implies

p=p+q. (1.3)

The squared four-momentum transfer is

PF=k-kK)P=K4+E? -2 ¥
or
@ =—2k-F, (1.4)

where we used the fact that k2 = k2 = 0 for massless electrons.

The scalar product of the initial and final electron four-momenta is

k-k = E.Ey — |K||K| cos 6,
=FE.Eo(1 —cosbe).

Substituting Eq. (1.5) into Eq. (1.4), we obtain

Q*= —¢* =2E.E. (1 —cosb,). (1.5)
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Using the half-angle trigonometric identity, we rewrite this as

Q* = 4E.E, sin® <926> . (1.6)

This expression is particularly useful, as it relates the Lorentz-invariant squared mo-
mentum transfer Q2 directly to measurable lab-frame quantities: the incident and scattered
electron energies and the scattering angle 6.

We now consider the invariant mass W? of the final hadronic state. First, note the

identity

pq=Myv—p-q. (1.7)

In the lab frame, where the initial nucleon is at rest, p'= 0, so the dot product simplifies

to

p-q=Mnv. (1.8)

The invariant mass of the final hadronic system is defined as

W2 =p? = (p+q)*
W2 =p+¢*+2p-q
W? =M% — Q* +2Myv,
where we used p? = M%,, ¢ = —Q?, and Eq. (1.8).
Under the elastic scattering assumption, the final hadronic state is solely the recoil
nucleon. Therefore, the invariant mass is W? = p/? = M12\7

Substituting into Eq. (1.9), we have

M3 = M3 — Q* +2Myv

QQ
== .
YT OMy




This is the expected result for elastic scattering: the energy transfer v is directly
determined by the invariant momentum transfer Q? and the nucleon mass.

The scattering amplitude of this process can be expressed in terms of the leptonic
current j# and the hadronic current J# [11], as in the following.

The total scattering amplitude is given by

—1

iM=—j,J". (1.9)
I
The leptonic current is
Ju = iegu (k" )y u(k). (1.10)

The hadronic current, which contains the information about the nucleon structure, is

JH = —iev(p )T (p', p)o(p). (1.11)

I'* encapsulates the electromagnetic structure of the nucleon. The most general form of
the hadronic current that includes structure and satisfies relativistic invariance and current

conservation is

ot q,

It = |y F (Q
VRQT) +

ki Fa(Q)] . (1.12)

Here, My is the nucleon mass, x; is the anomalous magnetic moment with j = p,n,
ot = %[’y“, 7¥], and F1(Q?) and Fy(Q?) are the Dirac and Pauli form factors, respectively.

Using this expression for the scattering amplitude iM, we can calculate the cross
section following a method similar to the derivation of the lepton-lepton scattering cross
section, such as for e~ = — e~ scattering in the lab frame.

The differential cross section is then given by



d d By .
dfczfe - (d(i)Mott E. {Ff(Qz) +7 <F§(Q2) +2[F1(Q?) + Fo(Q?)]” tan® 2)] .

(1.13)
Here, 7 is defined as

Q2

(1.14)

The Mott cross section, which describes the cross section for purely leptonic scattering
that considers the nucleon to be a point-like, structureless particle with relativistic effects

included is defined as

2 2 0
<d0> Pl W (1.15)
ds Mott 4Ee sin 78

. e? ~ 1 . .
where o = 555 ~ 37 is the fine structure constant, and 6. is the scattering angle of

the electron in the lab frame. It is important to note that the Mott cross section relies
on the assumption of elastic scattering, as the nucleon is being treated as a structureless

particle [6].

1.5 Electromagnetic Form Factors

It is useful to define an additional set of form factors, Gg and Gjs, known as the Sachs
electric and magnetic form factors [12]. These are linear combinations of the Dirac and

Pauli form factors, F; and F5, and are given by

van) — Fl(pvn) _ TF2(pvn)
(1.16)
Gg\]}n) — Fl(p’n) + F2(p7n) .

Here, the superscripts (p,n) denote the proton and neutron, respectively.
Using these definitions, the differential cross section for elastic electron-nucleon scat-

tering from Eq. (1.13) can be rewritten in terms of the Sachs form factors as
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do  (do E, 1 9 T 9
aQ <dQ>Mott Eo 1+ [(GE) 2 (G ] ' (1.17)

The virtual photon polarization parameter, ¢, is defined as
9 71
€= [1+2(1+7) tan? 2] : (1.18)

1.6 Quasi-Elastic Scattering

The four-momentum transfer squared, Q?, characterizes the resolution of electron scat-
tering as a probe (A ~ %)—the larger the 2, the shorter the distance scale resolved by
the virtual photon. The virtual photon is the mediator of the electromagnetic interaction
between the incoming electron and the target particle. We can think of Q? as a measure
of how “hard” or “deep” the scattering is. Higher 2 values probe deeper into the structure
of the nucleon.

The invariant mass squared, W2, characterizes the total energy available to the final
hadronic system after the scattering interaction. W?2 depends on the energy transferred to
the virtual photon, v, and the four-momentum of virtual photon, Q2.

In physical terms, W is the mass of the final system produced by the interaction,
regardless of reference frame (i.e. invariant). Different ranges of W correspond to different
types of scattering processes: elastic, quasi-elastic, and inelastic. These are illustrated in
Fig. 1.4 for deuterium.

Elastic scattering occurs when the incident electron interacts with the deuteron as a
whole, and the nucleus remains intact after the interaction. In this case, there is no internal
excitation or breakup of the nucleus, and the final state contains the same particles as the
initial state. This process is characterized by the invariant mass W of the final hadronic
system being equal to the rest mass of the deuteron. Elastic scattering provides information

about the electromagnetic form factors of the deuteron, which describe its charge and
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Elastic Scattering
W= MTargel

Inelastic Scattering
W>Mpp,

Quasi-Elastic Scattering
W= M(,,_p)

Figure 1.4: Cartoon of elastic, quasi-elastic, and inelastic scattering on deuterium. For
elastic scattering, the invariant mass, W, equals the mass of the whole nucleus, and the
nucleus stays intact. For quasi-elastic scattering, W equals the mass of an individual
nucleon, and the individual nucleon stays intact. For inelastic scattering, W is greater
than the mass of an individual nucleon, the nucleon either breaks apart or excites.

current distributions as a composite nuclear system, but it does not reveal much about the
internal structure of the individual nucleons.

Quasi-elastic scattering occurs when the electron scatters from an individual nucleon
(proton or neutron) inside the deuteron, transferring enough energy to knock it out of the
nucleus, but without breaking the nucleon itself. The final state includes the scattered
electron and the ejected, intact nucleon. This process typically corresponds to an invari-
ant mass W equal to the nucleon mass. Quasi-elastic scattering is especially useful for
probing the momentum distributions of nucleons inside the nucleus, and for studying their
electromagnetic properties in the nuclear medium.

Inelastic scattering involves interactions where the energy transferred by the electron is
sufficient to excite or break apart the nucleon or nucleus. This results in the production of
new particles, such as pions, and/or the excitation of internal degrees of freedom. In this

case, the invariant mass W of the final state is greater than the nucleon mass. Inelastic
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scattering can proceed through nucleon resonance excitation (e.g., N*, A) where the nu-
cleus may remain intact but be left in an excited state, or deep inelastic scattering (DIS),
where the electron interacts with the constituent quarks inside a nucleon and the nucleon
is broken apart.

To determine the electromagnetic form factors written in Eq. (1.17), we require quasi-
elastic scattering from deuterium.

Figure 1.5 shows the relative cross section for scattering from a nucleus as a function of
four-momentum transfer squared, Q2, and the virtual photon energy, v. The cross section
is related to the probability of the interaction occurring.

Cross section

0.4

W>2GeV
(deep inelatic)

Constant W

(resonances)
W=M

(quasi-elastic)

S\N
Q% (GeV/c)?

Figure 1.5: Cartoon of the relative cross sections for elastic, quasi-elastic, and inelastic
scattering from a nucleus as a function of four-momentum transfer, Q?, and virtual photon
energy, v. Figure adapted from X. Zheng, with additional annotations [13].

As we can see in illustrated in Fig. 1.5, the cross section for quasi-elastic scattering is
smaller than the elastic scattering cross section, and much smaller than the cross sections
for various resonances and processes that make up the inelastic regime. This trend con-

tinues as Q2 increases. Since the probability for the quasi-elastic interaction is relatively
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low compared to inelastic processes, a large number of events must be recorded to collect
sufficient quasi-elastic statistics. As Q2 increases and we probe deeper into the nucleons,
even more events need to be taken, and more inelastic events must be carefully rejected
to isolate quasi-elastic scattering. Therefore, for this experiment, eliminating inelastic

background and accurately identifying quasi-elastic events are crucial.

1.7 Significance of the Form Factors

The Sachs form factors are dependent both on the choice of reference frame as well as the
Q?. To best conceptualize a physical interpretation of the form factors, we can choose
the reference frame and Q2. In the Breit frame, also called the infinite momentum frame
or brick wall frame, the final momentum of the nucleon is equal to negative the initial

momentum of the nucleon. We have

F=—p (1.19)

and

Q=" =4 (1.20)

We can then define the Breit frame charge density distribution as

n 2 [ . n
A pie (1) = W/ dq grsin gr G"(Q%) : (1.21)
0

Breit

where p(r) is the charge distribution inside the nucleon. An analogous expression for
the magnetic distribution can be made with Gjs in terms of the magnetization instead of
the charge density distribution [14].

As the resolution of our probe decreases and we “zoom out” by taking the limit (Q? —
0), Gg and Gjs reduce to the static properties of the nucleon—the electric charge and

magnetic moment. We obtain
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Proton: GH,(0) =1, G%,(0) = pp (1.22)

Neutron: G%(0) =0, G3(0) = pp . (1.23)

1.7.1 Proton Radius

The approximate radius of the proton can be extracted in the low-Q? limit using Eq. (1.21).

For a spherically symmetric charge density p(7), we can expand Gg around small ¢ as

_":i"Q
p(& ( Vi T — (qz) +0(¢73)> & (1.24)

/ p(r 2d7"/ sin 6do (1+z|d’|rcos€ —q*r?cos’ 0+ O(7 )) (1.25)
0

I
—_

7 / F2p(|E)dz + O (1.26)

I
—_

1
6
1
- () +0(@7). (1.27)
Differentiating the last term with respect to ¢? and then taking the limit ¢ — 0 gives
dGg

2\
<7" > - dq2

This is the RMS charge radius of the nucleon (proton or neutron).

(1.28)

q2%2—0

1.7.2 Quark Flavor Decomposition

Assuming isospin symmetry—that is, treating the up and down quarks in the proton and
neutron as identical apart from their electric charge—allows us to relate the electromagnetic
form factors of protons and neutrons to the underlying up- and down-quark contributions

[15]. This is written as
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Fﬁg) = 2F8’2) + F&Q) (1.29)

d
Fl19) = 2F(19) + F{;

by (1.30)
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Figure 1.6: Quark flavor decomposition of the nucleon [15].

Constraining GG 1P and GEP™ constrains Fl(p ™) and Fz(p ’n), which in turn constrains

and F¢

Ft (1,2)"

(1,2)
Q? = 3.5 GeV2. The standard QCD quark-parton model prediction is that the form

Figure 1.6 shows the flavor composition for current world data up to

factors go as Q*. As form factor experiments produce results at higher Q2?, trends in
the flavor decomposition could be resolved. After the SBS experiments are complete,
we will be able to extend this decomposition up to Q% = 12 (GeV)2. Determining the
experimental behavior of the u-quark and d-quark form factors at higher precision and

larger @2 will help distinguish between various theoretical models [16]. In the context
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of various models, resolving this behavior may shed light on the importance of diquark

correlations and diquark degrees of freedom [17] [18].

1.8 Form Factor World Data

Many experiments have been conducted to measure the electromagnetic form factors. Fig-
ure 1.7 shows the current status of the world data with fits, compiled and summarized,
along with several theoretical models [19]. The projections of the uncertainties for the
SBS experiments have been plotted along with the most recently published fit to world
data done by Ye et al. [20]. This fit will be referred to as the “Ye fit” going forward. The
parameters for the Ye fit can be found in Appx. A. These projections do not represent final
experimental results.

When plotting the magnetic form factors of the proton and neutron, it is common
to normalize the measured form factor by the dipole form factor Gp multiplied by the
nucleon magnetic moment p. This normalization provides a useful reference and allows
one to qualitatively assess whether the magnetic distribution of the nucleon resembles a
dipole at a given Q2. The dipole form factor, an empirical parametrization of the data, is

defined as

2y _ Q* [GGVQ] -
Gp(Q7) = (1 + 071[GeVQ]> ) (1.31)

where Q? is expressed in units of GeV?2,

Over the course of the SBS program, we conduct experiments to measure G%;, G,
and G%, at high Q?. Together, these experiments are expected to increase the precision of
the world data fit for the higher Q2 values. This should help distinguish between different
theoretical models for the internal structure of protons and neutrons, and help inform
parton distribution functions (PDFs).

Figure 1.8 is an edit of the G, world data graph in Fig. 1.7 to aid in discussion. At

low @Q?, the neutron magnetic form factor looks like that of a dipole. Qualitatively, as
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Figure 1.7: SBS projected uncertainties plotted over world data and various theoret-
ical predictions as a function of Q2. (Upper left): The proton magnetic form factor,
G, /(upGp). The legend for the various theoretical fits is displayed on this subfigure.
(Lower left): The neutron magnetic form factor G%;/(inGp). The legend for the various
data points is displayed on this subfigure. (Upper right): The ratio of the proton electric
form factor to the proton magnetic form factor p,G%,/G,. The legend for the Ye Global
Fit is found on this subfigure. (Lower Right): The ratio of the neutron electric form factor
over the neutron magnetic form factor 1, G%/G"%,. The legend for the SBS projected points
is found in this subfigure. The gray band is the Ye fit to world data [20]. The red points
are the projected SBS uncertainties and not experimental results [19]. The green line is
the covariant spectator model of Gross et al. (2008) [21]. The purple is basis light-front
quantization (BLFQ) calculations of (Xu 2021) [22]. The blue line is the GPD-based model
of Diehl et al. (2005) [23]. The magenta line is the vector meson dominance (VMD) model
of Lomon et al. (2002) [24]. The red line is the Dyson-Schwinger equations (DSE) based
calculations of Segovia et al. (2014) [25]. The black line is the quark-diquark model of
Cloet et al. (2012) |26].
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we increase the strength of our probe, Q?, and look deeper into the neutron, it no longer
behaves like that of a dipole. This suggests a more complex distribution than that of
a simple dipole for the magnetic distribution of the quarks and gluons as we continue
to “zoom in” to the neutron. We can see qualitatively that the GMn experiment should
contribute to an increase in the confidence of a new fit to world data at higher @2 and

help distinguish between various theoretical models at high Q2.

Gy, World Data with SBS projections
———————————

Global fit (Ye 2018) -

A Gy world data .

=

O

1:

= - m SBS projected
cS05

L ——- Xu 2021 —-— Lomon 2002 i
et Diehl 2005 e Gross 2008 T
| ——-- Segovia2014 ———— Cloet 2012 T
1 1 1 1 | 1 1 1 1 | 1 1 1 1
0'00 5 10 15
Q? (GeV/c)?

Figure 1.8: G}, /(4G p) world data with SBS projections. The gray band is the Ye fit to
world data [20]. The red points are the SBS GMn experiment’s projected uncertainties
which are drawn on the Ye fit. The red points are not experimental results. See the
caption of Fig. 1.7 for theoretical model line descriptions. Edited from [19].

The Ye fit to the nucleon electromagnetic form factors, shown as the gray band in
Fig. 1.7 and Fig. 1.8, was constructed from world electron scattering data. It incorporated
two-photon exchange corrections, constraints on low-Q? and high-Q? behavior and addi-
tional uncertainties. More details on the parameters of this global fit and the fit’s error
band can be found in Appx. A.

The electromagnetic form factors produced by the various theoretical models are plot-
ted along with the world data in Fig. 1.7 and Fig. 1.8.

If the analysis of our GMn experiment yields values of G%,/(1tnGp) near the upper
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edge of the Ye uncertainty band at high Q?, this may indicate that the covariant spectator
model captures key aspects of the nucleon structure. In this framework, each constituent
quark is endowed with its own electromagnetic form factor, and the resulting nucleon is
spherically symmetric in both electric charge density and matter distribution. Conversely,
if the extracted values fall near the lower edge of the Ye band, the results may favor the
BLFQ approach, potentially lending support to the light-front holographic confinement
mechanism employed in that model.

Agreement with the central values of the Ye fit could be consistent with either the
VMD-based model or the GPD-based model. In the case of the former, this would suggest
a significant hadronic component in the photon propagator, consistent with the picture
of the photon as a quantum superposition of a point-like photon and intermediate vector
meson states. In the case of the latter, it would support a GPD-based description in
which the interplay between the longitudinal momentum and transverse spatial structure
of valence quarks—reconstructed from fits to the Dirac and Pauli form factors—captures

key features of nucleon structure in the intermediate-Q? regime.

1.9 This Work

Experiment E12-09-019, also know as the GMn experiment?, took place in Hall A at
Jefferson Lab from October 2021-February 2022. GMn measures semi-inclusive, quasi-
elastic scattering from deuterium [27] [28]. We will discuss the experimental setup in
significant detail in Ch. 2, with an overview in Sec. 2.3. The experiment was run on the
Super BigBite Spectrometer (SBS), consisting of the electron arm (beam left) and the
hadron arm (beam right).

Table 1.1 shows the kinematic points taken in the GMn experiment?®. The kinematic

points SBS-8 and SBS-9 were chosen so that they have the same Q? value with different

2The experiment’s name is also sometimes written as G%; in other works. To avoid confusion, I will
refer to the £12-09-019 experiment as GMn, and the magnetic form factor itself as G7;.
3The kinematic points are sometimes also written as sbs4, SBS4, or sbs-4.
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values of e. This is so that a Rosenbluth slope may be obtained using L /T separation,

where the longitudinal and transverse components of the cross section are isolated [29].

Table 1.1: The kinematic configurations of the GMn experiment. The nTPE experiment
consists of SBS-8 and SBS-9. This work evaluates G'}; for SBS-4, SBS-8, and SBS-9.

SBS Config. | Q% (GeV)? e | E. (GeV) 02 0, | Eo (GeV) | pn (GeV)
SBS-4 3.0 ] 0.72 3.73 | 36.00 | 31.9 2.12 2.35
SBS-8 4.5 | 0.80 9.98 | 26.50 | 29.9 3.58 3.20
SBS-9 4.5 | 0.51 4.03 | 49.00 | 22.5 1.63 3.20
SBS-14 7.4 1047 5.97 | 46.50 | 17.3 2.00 4.83
SBS-7 9.9 | 0.50 7.91 | 40.00 | 16.1 2.66 6.13
SBS-11 13.6 | 0.41 9.86 | 42.00 | 13.3 2.67 8.11

The SBS magnet on the hadron arm, which is used to separate protons and neutrons,
was ran at multiple current strengths (and therefore magnetic field strengths) during sev-
eral of the Q2 points. These subsets of runs are categorized by what percent of the
maximum current the SBS magnet was run at. The higher the current, the stronger the
magnetic field, and the greater the deflection of protons through that field will be. Ta-
ble 1.2 shows the different magnetic field settings used for each kinematic. Highlighted
in yellow are the “production” kinematics—data sets that will be analyzed for the final
form factor extractions. Using multiple field settings is extremely useful for calibrations
of the hadron calorimeter (HCal). The multiple field settings allow proton events to cover
more surface area of the detector, allowing us to calculate quantities such as the proton
detection efficiency across as much of the detector as possible. The multiple field settings
also serve as cross-checks on the form factors values at the same Q2. If the value for Gy
extracted on one field setting is drastically different than other (keeping all other variables
including Q2 the same), there may be a systematic error we are not accounting for. In
the GMn experiment, most kinematics have one “production” setting, where most of the
beam time and data collection was focused on, with one or two other field settings used
for calibrations.

Although this thesis does not calculate the Rosenbluth slope, I have extracted G,
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Table 1.2: SBS magnet field settings. Data were taken at various magnetic field settings.
Highlighted in yellow are the production kinematics that are used for final physics extrac-
tions.

SBS Config. | Data taken at SBS magnetic field setting:

SBS-4 SBS-4 0% | SBS-4 30% | SBS-4 50%

SBS-8 SBS-8 0% SBS-8 50% | SBS-8 70% SBS-8 100%
SBS-9 SBS-9 70%

SBS-14 SBS-14 0% SBS-14 70%

SBS-7 SBS-7 85%

SBS-11 SBS-11 0% SBS-11 100%

values for SBS-8 50%, 70%, and 100% magnetic field settings, and for SBS-9 70%. The
GRINCH Cherenkov detector was fully operational only during these two kinematic set-
tings. To make the most efficient use of the data, I chose to extract G, and analyze
GRINCH performance using the same datasets (see Sec. 3.2 for details). SBS-4, the lowest
Q? setting of 3.0 GeV?, was designated by the collaboration as a benchmark for software
development and physics validation due to low expected contamination from inelastic back-
ground, and Q2 overlap with many previous experiments. Several previous experiments
have measured G, at this Q? (see Sec. 1.8), providing useful points of comparison. Addi-
tionally, background contamination from inelastic events is relatively low at SBS-4, making

it a strong candidate for baseline studies.

1.10 Ratio Method: Durand’s Method

The relevant literature often defines a reduced cross section, o, as

e(l+71)E (do do 2 € 9
_ (4o, (o _ a2 1.32
o B (dQ)/(dQ>Mott GM+TGE (32

-

At a given Q?, G; and G can be extracted from a linear fit to the reduced cross
section as a function of . This is done by varying the beam energy and 6. (changing e
while keeping @Q? constant) for two or more points. Gy is the intercept of this fit, and G g

is proportional to the slope. This is called the Rosenbluth separation technique [6].
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A measurement of a differential cross section can be an experimental challenge and
requires a precise understanding of experimental factors such as solid angles and particle
flux. This is particularly challenging with measuring neutron cross sections, as there does
not exist a free neutron target.

Writing the ratio of reduced cross sections for neutrons and protons, R, we have

_ o _ (Gi) + 2 (G (133
o @2 |

If the cross sections for neutrons and protons are simultaneously measured on the same

apparatus from a target that contains protons and neutrons, such as deuterium, many
of the corrections such as beam flux and solid angle cancel. This is the called the Ratio
Method or Durand’s Technique.

At a high level, this expression then reduces down to a measurement of the yields
of the protons and neutrons. Corrections from nuclear and radiative effects must also
be put into consideration, as the protons and neutrons are bound together within the
target nucleus. Radiative corrections between protons and neutrons will be almost the
same and mostly cancel out in the ratio. Two-photon effects are expected to be small and
similar between protons and neutrons and also mostly cancel out in the ratio. This allows
us to limit ourselves to the first-order Born approximation for these preliminary results.
Collaborators are working on incorporating two-photon effects for publication results. For

this work, we thus have

Yield,, _ < nuclear ) < radiative > (G7)? + % (G)° (1.34)
P, b,n

Yield,, ™\ corrections corrections (G]JDW )2 + % (G% )2 '

We estimate G'%, G4, and G%, by applying values that are functions of @2 from the
most current fits to global data. We can then solve for G7;. Equation (1.34) is an over-
simplification of the extraction method of G'}; in this experiment’s analysis. We will be
utilizing simulations to account for the nuclear and radiative corrections and not directly

counting yields. This method will be discussed in detail in Sec. 4.7.
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Chapter 2

Experimental Setup

2.1 CEBAYF Electron Accelerator

The Continuous Electron Accelerator Beam Facility (CEBAF) is located at Thomas Jeffer-
son National Accelerator Facility (JLab) in Newport News, Virginia. CEBAF has delivered
high-duty-cycle electron beam since beginning operations in 1995. Today, CEBAF includes
four experimental halls—Hall A| Hall B, Hall C, and Hall D—where expansive research in
nuclear physics is conducted. CEBAF first delivered electron beam to a target in 1994,
with an initial energy of up 4 GeV to the three original experimental halls—A, B, and C.
Technological improvements increased the delivered beam energy, establishing a level up to
6 GeV beam beginning in 2000, therefore extending physics study into the quark structure
of nucleons. This is referred to as “The 6 GeV era”. From 2012 to 2017, JLab paused
operations in CEBAF to undertake major upgrades: the addition of a new experimental
hall (Hall D); upgrades to the existing halls; and many infrastructure upgrades that now
enables CEBAF to deliver a maximum beam energy of 12 GeV [30]. This current age is
recognized as the “12 GeV upgrade”. The technology of CEBAF allows the delivery of
simultaneous electron beams to the four halls. These beams consist of 2 ps bunches of
electrons at a frequency of 499 MHz. The technology of CEBAF enables simultaneous

beam delivery to all four halls, with each beam possessing distinct characteristics to meet
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the unique experimental requirements of each hall.

Linear
Accelerator

Linear
Accelerator

Injector I,

Figure 2.1: CEBAF Accelerator in the 12 GeV upgrade [31].

The complexity of CEBAF’s operating process, components, and production of an ef-

fective, safe, deliverable electron beam, is extensively reviewed in various works. This work

will highlight the main points of the apparatus. Figure 2.1 depicts the large-scale compo-

nents of CEBAF after the 12 GeV upgrade. CEBAF employs the concept of a recirculating

linear accelerator. Bunches of electrons are created at the injector at a frequency of 1497

MHz using lasers on a gallium arsenide (GaAs) photocathode under ultra-high vacuum

to create polarized or unpolarized electron beams. Four independent lasers with appropri-

ate frequency and phases allow simultaneous running of all four halls with unique electron

beams delivered to each of the four halls, creating the 499 MHz train of electrons. The

1107 to 1072 Torr.
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bunches of electrons at the high frequency constitute a “continuous waveform” or “CW”
beam. The beam enters the racetrack at the start of the North Linac. The beam gains
energy as it passes through the 25 cryomodules, each consisting of 8 superconducting radio
frequency cavities. The beam then drifts around the West Arc to the next linac. Quadru-
ples and dipoles are used to focus and steer the beam around the arc. The beam then
passes through the South Linac, gaining energy, and is then guided through the West Arc.
The beam gains 1.1 GeV with every pass through one of the linacs. After a full “pass”
through both linacs, the beam has gained 2.2 GeV. Recirculation of the beam around the
racetrack enables beams to be delivered to the experimental halls at various energies. Five
passes allows the electron beam delivered to Halls A, B, and C to be up to 11 GeV. One
more half-pass through the North linac up to Hall D allows the full 12 GeV to be delivered
[32].

2.2 Hall A

The GMn experiment was conducted using the SBS spectrometer located in Hall A at JLab.
Hall A, one of four halls at Jefferson Lab, is the largest of the three main experimental halls.
Hall A is designed for experiments requiring high-luminosity and high-current electron
beam.

The two permanent spectrometer arms historically used in Hall A were decommissioned
prior to the onset of the GMn experiment. Hall A utilization is now focused on user-
driven, open-floor experiments. The Super BigBite Spectrometer (SBS) and the associated
experiments are the first installation in this new chapter of Hall A. The GMn experiment,
also written as G7,, was the first experiment conducted in the SBS program. GMn served as
the commissioning experiment for the detectors. This work explores the GMn experiment,
and in particular, the Cherenkov Detector and early physics analysis.

Figure 2.2 shows an aerial photograph of CEBAF labeled with its main components.

Halls A, B, C and D, as well as the accelerator itself, are built underground for operational
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and safety reasons, including radiation shielding. Save for some electronics, monitoring
devices, and an external gas system, the main components of the SBS experiments are
located in Hall A, including the target, the electron arm, and the hadron arm. Details of

each detector will be discussed in the following sections.

Figure 2.2: Aerial photo of the CEBAF accelerator, annotated to illustrate various main
components of CEBAF. The exterior of Hall A can be seen as the leftmost of the main
three halls. Photograph: JLab (2012)

27


https://www.flickr.com/photos/jeffersonlab/12614908175/in/album-72157641132946535

2.3 Experimental Configuration

The GMn experiment operated in Hall A from October 2021 to February 2022. Aside from
changing the angle of the electron and hadron arms for different measurement points, the

layout of the experiment remained consistent.
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Figure 2.3: Simple block diagram of the Super BigBite Spectrometer. The electron beam
is incident on the target inside the target chamber. The scattered electron is measured
in the BigBite Electron Arm, also called the BigBite Spectrometer. The scattered proton
or neutron is measured in the Super BigBite Hadron Arm, also called the Super BigBite
Spectrometer. Deuterium illustration from energy.gov.

An overview of the experimental setup for the GMn experiment is shown in Fig. 2.3.
The setup consists of four main components: the beamline, the target, the electron arm,
and the hadron arm.

Each major component of the experiment has its own orthogonal, right-handed internal
coordinate system. In general, the z-axis is aligned along the nominal trajectory of the

detected particle, while the x-axis points vertically downward toward the ground, and the
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y-axis completes the right-handed orthogonal system. This convention is illustrated in

Fig. 2.4 and will be useful for understanding the GMn experimental layout.
V4

¢

Figure 2.4: Illustration of the SBS right-handed coordinate system conventions. The
z-axis follows the nominal particle trajectory (into the page), with x pointing downward
and y completing the right-handed orthogonal system. The dispersive angle 6 is measured
in the zz-plane, and the non-dispersive angle ¢ in the yz-plane.

The dispersive angle, 6, is defined as the angle between the particle’s trajectory and the
z-z plane (often measured from the z-axis toward the x-axis). The non-dispersive angle,
¢, is defined as the angle between the trajectory and the z-y plane (measured from the
z-axis toward the y-axis).

The electron arm, referred to as the BigBite Spectrometer, consists of the BigBite
Dipole Magnet and various detectors to measure the kinematics of the scattered electron.

The BigBite Magnet deflects negatively charged electrons upward into the detectors
and deflects positively charged particles downwards. This deflection of positive particles
reduces the number of interactions between the detectors and the positively charged par-
ticles produced by inelastic collisions. The hadron arm, referred to as the Super BigBite
Spectrometer, consists of the SBS Dipole Magnet and the Hadron Calorimeter (HCal).
The SBS Magnet bends protons upward while neutrons pass through undeflected, allowing
discrimination between protons and neutrons.

The electron beam, which is created by the CEBAF accelerator, is delivered via the
the beam pipe to the target. Electrons that do not interact with the target continue along
the downstream beam pipe and to the beam dump. The targets used in this experiment

consisted of cryogenically cooled liquid hydrogen and liquid deuterium.
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Figure 2.5: Side view of the electron arm. The electron beam arrives from offscreen to
the right and is incident with the target in the target chamber. Scattered electrons are
bent upward by the BigBite magnet and are measured by the various detectors. Photo
credit: E. Z. Wertz.

Scattered Electron

Target Chamber

BigBite
Magnet

Figure 2.6: Schematic of the BigBite electron arm. This is a simplified block diagram of
Fig. 2.5. Scattered electrons originating from the target are bent upward by the BigBite
magnet and into the BigBite detector stack. Various detectors record energy deposition
and path of the particle.
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Figure 2.5 illustrates the configuration of the BigBite Spectrometer. The path of the
electron beam and subsequent scattered electron is as follows: the electron beam enters
from the right side and is incident on the target in the target chamber. The scattered
electron is bent by the BigBite dipole magnet and first encounters four layers of Gas
Electron Multiplier (GEM) trackers. These record the path of the charged particle to very
high precision. The particle next encounters the GRINCH Heavy Gas Cherenkov Threshold
detector. This Cherenkov detector assists with particle identification (PID) to eliminate
the pion background. After passing through another GEM layer, the particle encounters
the Preshower component of the BigBite Calorimeter (BBCal). The lead glass blocks of the
Preshower are arranged perpendicular to the path of the particle. The electrons deposit
some of their energy and continue on, while pions typically deposit very little energy,
leaving a distinct energy signature in the lower energy range, allowing particle identification
between electrons and pions. The particle then encounters the timing hodosope, consisting
of an array of plastic scintillators with high timing resolution. The particle last encounters
the Shower, consisting of thick lead glass blocks laid parallel to the particle track. The
particle deposits its remaining energy and is stopped. The Preshower and the Shower
together allow total energy measurement. The reconstruction of the path of the particle
through the GEM trackers allow momentum reconstruction.

The Super BigBite Hadron arm consists of the SBS Dipole Magnet and the HCal.
The SBS Magnet allows proton-neutron separation by bending the protons upward, while
neutrons are unaffected by the magnetic field. HCal consists of alternating layers of iron ab-
sorber and scintillator, allowing timing measurement and energy sampling of the hadrons.

The targets for this experiment consisted of 15 cm liquid hydrogen and liquid deu-
terium. The hydrogen target acted as a proton source and was used for calibrations, while

the deuterium target acted as a simultaneous proton and neutron target.
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Figure 2.7: The Super BigBite hadron arm in Hall A. The electron beam arrives from
off-camera left and interacts with the target. Scattered protons and neutrons pass through
the SBS Magnet, where protons are bent upward and neutrons continue straight through
to the face of HCal.

2.4 Targets

2.4.1 Cryogenic Targets

This experiment utilized 15 c¢m long cryogenic liquid hydrogen (H) and liquid deuterium
(2H or D) targets to study protons and neutrons. In the context of this experiment, we
assigned acronyms “LH2” for the liquid hydrogen target and “LD2” for the liquid deuterium
target. The GMn experiment studies the process of elastic scattering of an electron incident
on a “free” neutron. The nucleus of a hydrogen atom consists of one proton, whereas
deuterium, a stable isotope of hydrogen, consists of one proton and one neutron. Hydrogen
provides an excellent target for the study the structure of a “free” proton as well as for
the calibration of detectors. On the other hand, an unbound or “free” neutron is not
stable and undergoes beta decay, n — p + e~ + I, within approximately 15 minutes [33].
This property makes free neutrons extremely challenging to study and not feasible for use
in scattering experiments. Deuterium is often used as a proxy for a neutron target in a
scattering experiment.

Nuclear corrections must be included in the final physics extractions to account for the
neutron being bound with the proton in the nucleus by the strong nuclear force. Details

of the application of nuclear corrections will be discussed in more depth in Sec. 4.6.2.
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The existence of both protons and neutrons in the target requires us to have a way to
experimentally separate electron—proton and electron—neutron scattering events. The SBS
dipole magnet is used to spatially separate the scattered protons and neutrons from the
deuterium target. Proton—neutron particle ID techniques will be discussed in much detail
in upcoming sections, and particularly in Sec. 4.4. In this experiment, LH2 is primarily
used as a proton target for detector calibrations, and LD2 is used as a neutron and proton

target for production data and physics extraction.

Figure 2.8: The target ladder for GMn. (a) Various targets used for optics such as carbon
foils and carbon holes. (b) 15 cm cryogenic targets with the direction of the beam. Each
rung of the ladder contains a different target, which can be moved in and out of the beam
[34].

2.4.2 Optics

In addition to the cryogenic targets, the target ladder houses various “optics” targets used
for calibrations. The optics targets are used to calibrate particle transport through the
tracking detectors consists of thin foils of carbon lined up along the beam path. Another

optics target, referred to as the carbon hole target, is used to determine beam position and
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consists of a carbon foil with a hole drilled through. The foils and carbon holes can be seen
in Fig. 2.8a. Calibrations utilizing these targets will be further discussed with context in

Sec. 2.5.5: the BigBite dipole magnet, and Sec. 4.3: Momentum and Optics Calibrations.

2.5 Electron Arm

As already mentioned, the electron arm, also called the BigBite Spectrometer, consists of
the BigBite dipole magnet and several particle detectors. The purpose of the electron arm
is to identify and reconstruct to high precision electrons from quasi-elastic scattering events
in the target to high precision. In this section, we will discuss the various components of

the electron arm.

2.5.1 BigBite Calorimeter

The BigBite Calorimeter (BBCal) consists of two lead-glass calorimeters in the electron
arm: the Shower (SH) and the Preshower (PS, Pre-Shower). In conjunction, they measure
the total energy of the electron as well as generate the trigger signal for the data acquisition
system (DAQ). Thus, careful calibration and analysis of data from BBCal are vital to the
success of the GMn experiment.

An electron passing through a lead-glass block produces bremsstrahlung radiation as
high energy photons (x-rays). Those photons produce an e™ (positron) and e~ (electron)
pair, which in turn produce bremsstrahlung radiation and make more et e~ pairs, and
this continues on, creating the shower. The electrons and positrons produced in the elec-
tromagnetic shower create Cherenkov light in the lead-glass blocks. Cherenkov light is
produced when a charged particle travels faster than the speed of light in the medium.
This light is in the optical and ultraviolet spectrum and is measured by a photomultiplier
tube (PMT) attached to each block. The PMT converts photons into electric pulses that
are recorded by the DAQ. These pulses can then be related back to the energy of the

particle that created the shower.
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Figure 2.9: Diagram of the Preshower and Shower of BBCal. A charged particle travels
through and deposits energy into the Preshower and Shower. The Preshower blocks are
perpendicular to the path of the particle, while the Shower blocks are parallel.

35



The Preshower is located upstream from the Shower and is composed of 52 lead-glass
blocks laid perpendicular to the path of the particle (Fig. 2.9). Electrons interact elec-
tromagnetically with the lead glass right away and create a shower almost immediately,
depositing a large amount of energy in the Preshower. Pions (7%), on the other hand,
are minimally ionizing particles (MIP) at these energies and tend to only deposit a small
amount of energy via ionization as they pass through the small width of the perpendicularly
laid block.

Pions thus create a distinctive low-energy signal PS energy spectrum. Electrons have a
broad energy spectrum and create a much wider signal at a higher energy in the PS. This
allows particle identification (PID) between electrons and pions in the PS.

The Shower is located downstream of the Preshower and consists of 189 lead-glass
blocks laid parallel to the path of the particle. Figure 2.10 depicts a number of shower
blocks with PMTs glued on their ends being stacked in the BigBite frame. Due to the
longer distance the particle travels through the block, it deposits its remaining energy and
is stopped. The total energy of the particle is obtained by adding the energy of the Shower
and the Preshower together.

The Shower and Preshower together form the “BBCal overlapping regions trigger” for
the DAQ. The signals in each row in the Preshower and each row of the shower are summed.
When the sum of the signals from two rows in the Shower plus the corresponding rows
in the Preshower is above a threshold, a signal is sent to the DAQ to trigger the DAQ
to record data for all the detectors for that event. The threshold was adjusted for each
kinematic setting to keep the trigger rates low enough for the DAQ to handle [36].

Furthermore, BBCal is used to help constrain search parameters for tracking recon-
struction in the GEM trackers. The vertical and horizontal cluster positions of the event
in the Shower are used to constrain a physical search region in each GEM for track recon-
struction. This constraint reduces the search area of the GEMs to 2-3% of the total GEM
acceptance. This decreases the number of computations needed to find tracks by several

orders of magnitude, greatly increasing track reconstruction efficiency [37].
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Figure 2.10: Lead-glass blocks stacked in the Shower. PMTs are attached to the lead-
glass blocks which are stacked in the Shower housing. [35].
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Figure 2.11: E’/p for BBCal with cosmic and beam calibrations [36]. The mass of cosmic
muons is not negligible, and thus the F/p using muon calibrations is not centered around 1.
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Data from both cosmic particles and ep scattering on hydrogen are used to calibrate
BBCal for electrons. The ratio of the total energy of the particle to the particle’s momen-
tum is expected to be unity, i.e. (E’/p) = 1, due to the electron’s small mass. Figure 2.11
shows the total energy (SH + PS) distribution with cosmic calibrations and hydrogen scat-
tering calibrations. BBCal is able to achieve energy resolutions of up to 5.9% in the lower

Q? kinematics after the implementation of calibrations [36].

2.5.2 Gaseous Electron Multiplier (GEM)

Gaseous Electron Multiplier (GEM) detectors are a type of gaseous ionizing detector that
are used for particle tracking in the electron arm. Each GEM detector records a two-
dimensional position of an ionizing particle and a three-dimensional trajectory is calculated
by placing GEMs at several points in the electron arm. Figure 2.6 in Sec. 2.3 illustrates
qualitatively how the GEMs are placed in the electron arm. The path of the particle
through the GEMs is calculated using sophisticated track reconstruction. More detail on
tracking will be given in Sec. 4.2. In combination with optics calibrations, which will be
spoken about more in Sec. 2.5.5 and Sec. 4.3, the momentum of the particle is calculated
and the path of the particle is propagated back through the BigBite magnet to the target.
Background events from interactions in the target wall can then be removed. In contrast
to shielded spectrometers, such as the permanent HRS spectrometers historically used in
Hall A, the BigBite apparatus is unshielded. The unshielded nature exposes the detectors
to high rates of charged particles. GEMs are designed to work in high rate environments
and cover large areas of acceptance, making them ideal for this experiment. In contrast,
more traditional tracking detectors such as drift chambers would be overwhelmed by the
high rates, and silicon trackers would require orders of magnitude more channels to cover
BigBite’s acceptance [38]. GEMs can operate at rates up to 500 kHz/cm? with a position
resolution of 70 pm and large areas of acceptance [39].

A single GEM foil consists of a thin polymer layer, approximately 50 pm thick, typically

made of Kapton, with a 5 pum metal coating, usually copper, on both sides. Chemically
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etched microscopic holes, about 70 um in diameter, create the characteristic conical shape
visible in Fig 2.12a [40]. A potential difference of 350-450 V is applied to the metal
layers which induces a strong electric field of about 65 kV /cm inside the perforations
[41]. Figure 2.12a illustrates a cross section of the perforations and the shape of the
electromagnetic field formed. The precision engineering and manufacturing of a GEM foil

can be appreciated in the electron microscope image of Fig. 2.12b.
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Figure 2.12: Diagrams of GEM foil design on a microscopic scale. An electromagnetic
field is induced in the conical shaped perforations by applying a potential difference between
the metal coatings. (a) Electric and magnetic fields in the region of the perforations of a
GEM foil as modeled in simulation [42|. (b) Electron microscope imaging of a GEM foil
[40].

A triple-foil GEM utilizes 3 GEM foils separated by 1.5-3 mm, as illustrated in
Fig. 2.13. These foils are placed in an air-tight frame and filled with a gas mixture of
75% Argon and 25% COs. Our GEM modules are based on the design for COMPASS
GEMs at CERN. The majority of our GEM modules were assembled at the University of
Virginia (UVA) from GEM foils manufactured at CERN.

Figure 2.13 illustrates an ionizing particle producing a track in a triple-foil GEM. A
particle passes into the drift gap and ionizes a few particles in the gas, creating electrons.
The electrons drift down to the first GEM foil and encounter the strong electric field in a

perforation, causing the electrons to accelerate and ionize the gas, creating up to 20 times
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Figure 2.13: Illustration of an electron avalanche created in a triple-foil GEM by an
ionizing particle passing through the GEM. The three layers of GEM foils can create
20% = 8000 electrons from a single ionizing particle. The signal is read out by readout
strips as an analogue signal [43].

more electrons. This multiplication continues through the second and third foil, allowing
up to 8000 electrons to be produced from a single ionizing particle traversing through the
detector. The electrons are then converted to a current by readout strips. Placing readout
strips perpendicular to each other or in another non-parallel direction allows determination
of the two-dimensional position of the event. This experiment utilizes GEMs with two
types of readout strip configurations: UV and XY. The XY configuration uses Cartesian
coordinates, with the readout strips oriented perpendicular to each other, while the UV
configuration features readout strips set at a stereo angle of 60°. The four front trackers,
GEMs 0-3, are of the UV configuration, while the back tracker, GEM 4, is of the XY
configuration [44].

A single trigger event can produce many thousands of hits in the five GEM trackers.
Finding and reconstructing a track from this would require huge computational power that
is not feasible for this experiment. Thus, the location of the cluster in the BBCal Shower
is used to constrain the search region for reconstructing the track. Figure 2.14 shows a

typical trigger event in the GEM single-event display. The pink boxes show where the
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algorithm is being constrained by the BBCal cluster location. These tracking constraints

help make tracking in these high rates possible.

GEM4

800 ADC

0 ADC

lil|
0 Tstrip #] 0

Figure 2.14: An event in the GEM single-event display illustrated with constraints from
BBCal. The pink boxes illustrate the constraint of the search region for tracks provided
by the cluster locations in BBCal. The readout strips of GEMs 0-3 are of the UV readout
strip configuration, while GEM 4 is of the XY perpendicular strip configuration. Figure
adapted from A. Puckett, with additional annotations [37].

2.5.3 Timing Hodoscope

The timing hodoscope is located between the Shower and the Preshower in the BigBite
electron arm. It consists of 89 stacked plastic scintillator bars with light guides and PMTs
on each end for a total of 178 read out channels. During the GMn experiment, it achieved a
position resolution of 4-6 cm in the dispersive direction and 1.5-2 c¢m in the non-dispersive
direction, and a timing resolution of 0.5-0.75 ns [45]. Figure 2.15 shows the layout of
the timing hodoscope. Alternating curved and straight light guides accommodate for the
thickness of the shielding around the PMTs and allow the bars to be stacked directly on

each other with no space between [46].
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Figure 2.15: Diagram of the timing hodoscope. 89 plastic scintillator bars are stacked on
top of each other with light guides and PMTs on each end. Bars have alternating curved
and straight light guides to allow space for the PMT shielding [46].
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When an ionizing particle passes through the scintillating material, organic molecules
in the material are excited and then quickly decay, emitting optical photons, which are
measured by the PMTs on each end of the bar. The time difference between the signals in
the PMTs on each end of a bar gives the horizontal position where the particle interacted
with the bar within 1.5-2 ¢m. The luminescence process is very rapid in plastic scintillators
and on the order of 2-3 ns with high luminosity output [47].

When the hodoscope was first assembled in the BigBite stack in 2019, it was discovered
that the setup was very susceptible to damage from impacts or disturbances. Many of the
glue joints between the bars and light guides broke. The hodoscope was thus disassembled
and a new support structure for the bars was designed. For several months in 2020,
I assisted in the disassembly and reassembly of the hodoscope bars, testing them and
installing them into the BigBite frame. Figure 2.16 illustrates the metal supports that
were installed to take the strain off of the glue joints and onto the bars supports. The
connection points between the scintillator bars and light guides were sanded to increase the
surface area for the optical glue to adhere to as seen in Fig. 2.17. With these reinforcements,
it now takes significantly more force to break the glue joints. During testing, we attempted
to break one by securing it with a clamp over the edge of a table and pushing down. There

was no noticeable damage of the glue joints.

o r

“ i

Figure 2.16: Illustration of straight (top) and curved (bottom) assembled hodoscope
paddles. Aluminum bars have been secured to reinforce the paddles and take the strain
off the glue joins between the scintillator and light guides [48].

The precision timing resolution of the hodoscope is useful when performing timing
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Figure 2.17: Connection points between the Hodoscope light guides (top) and scintillating
bars (bottom) before and after sanding. The increased surface area caused by the small
scratches from sanding significantly increased the strength of the glue joints.

calibrations for other detectors. The timing calibrations of other detector subsystems,
including BBCal and GRINCH, rely on subtracting the hodoscope time. Any delay or
time variation that may have happened in the data acquisition is subtracted out when the
hodoscope time is subtracted. We will look at how GRINCH utilizes the hodoscope time
for calibrations in more detail in Ch. 3.

Figure 2.18 illustrates how subtracting off the hodoscope time event-by-event from
another channel eliminates variation caused by the timing difference in the DAQ itself.
Even though the signals’ leading edge time is different with these two events, the time
difference between the signals in this example is the same. This allows us to eliminate
the event-by-event time variation due to the DAQ. This method works best when the

hodoscope is well calibrated and the timing well aligned.
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Figure 2.18: Illustration of two channels under two different trigger events. Subtracting
the red time from the green time eliminates overall variations caused by the trigger and
DAQ. Although the two events come in at different absolute times, 10 ns and 12 ns (top),
5 ns and 7 ns (bottom), the time difference of 2 ns is the same. Typically, a hodoscope
time would be the red waveform being subtracted off in this example. The times shown
here are arbitrary.
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2.5.4 GRINCH Heavy Gas Cherenkov Detector

The Gas Ring Cherenkov detector (GRINCH) is a heavy gas Cherenkov detector designed
to help distinguish pions from electrons. Hardware and software work on this detector

were large components of my contributions to this experiment. We will describe GRINCH

in detail in Ch. 3.

2.5.5 BigBite Dipole Magnet

The BigBite magnet is a room-temperature dipole magnet that sits downstream of the
target and left of the beam pipe. It sits directly upstream of the BigBite detector stack and
is the first component of the electron arm. As illustrated in Fig. 2.6, scattered electrons
that enter the opening at the center of the magnet, also called the yoke, are deflected
upward in proportion to their momentum and the strength of the magnetic field. This
also has the benefit of bending positively charged particles, such as 7+ produced during
inelastic reactions, down and out of the acceptance of the detector, and thus reducing
our inelastic background. The BigBite detector stack sits at a 10° incline from level with
the beam pipe to maximize the acceptance of quasi-elastic electrons at their expected
momentum spectrum.

We can accurately measure the momentum of a scattered electron by relating its mo-

mentum and deflection angle to the field strength integral using the deflection formula

_0.3x [B-dl (T m)

be = pe(GeV/e) ’ (2.1)

where pe is the momentum and 6. is the out-of-plane angle of the scattered electron.
The factor of 0.3 arises from conversion between units. The field strength integral and
thus the right hand side of this equation is known. 6. is measured by utilizing a sieve in
front of the magnet during calibration runs that only allows electrons through at specific

positions. This allows us to solve for the momentum of the particle and translate it the
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back to the interaction point in the target. This is called Magnetic Optics Calibration and
will be discussed further in Sec. 4.3.

The maximum mean field integral of the BigBite magnet is approximately [ B-dl = 0.9
T-m. The field strength was tuned at the beginning of the experiment by adjusting the

current to the magnet (750 A) where it remained at that setting.
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Figure 2.19: Schematic of the dispersive (top) and non-dispersive (bottom) planes of
the BigBite dipole magnet [49]. Note: This schematic is adapted from a schematic for a
previous experiment in Hall A that utilized BigBite. In this figure, the BigBite magnet is
on beam right, whereas in GMn, BigBite was on beam left.
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2.6 Hadron Arm

The hadron arm consists of a large-acceptance dipole magnet and the HCal hadron calorime-
ter. The purpose of the hadron arm is to measure the position and energy of protons and
neutrons from quasi-elastic scattering events and separate them in space by charge using

the magnetic field.

2.6.1 SBS Dipole Magnet

The SBS Magnet is a large room temperature dipole magnet originally used at Brookhaven
National Lab (BNL)2. As seen in the photograph in Fig. 2.20, the SBS Magnet sits down-
stream of the target to the right of the beam pipe as part of the hadron arm.

Figure 2.21 illustrates how the magnetic field bends positively charged scattered par-
ticles upward. This results in a separation of scattered protons and neutrons from quasi-
elastic events, as protons will be deflected in the magnetic field whereas neutrons will not.
The stronger the magnetic field (i.e. larger integral field strength), the larger the separa-
tion between protons and neutrons. The integral field strength of the SBS Magnet is 2
T-m, or 2.5 T-m with pole shims [50]. We adjust the field integral strength by adjusting
the current through the magnet coils to optimize the separation of protons and neutrons
S0 as to increase the precision for identification between protons and neutrons. This will
be discussed in more detail in Sec. 4.4.

One might suggest setting the field strength to its maximum to create a large separation
between protons and neutrons, to minimize peak overlap and ensure the most accurate
counts. However, complete separation is not always feasible. A significant fraction of
protons may be deflected too high to hit the face of HCal, resulting in missed detections.

The reader may have noticed I have yet to define “separation” and “overlap” in the
context of proton and neutron identification. For each event, the straight-line projection to

the face of HCal is compared to the actual location of the event in HCal. As demonstrated

2The magnet is of type 48D48. Many such magnets were produced for BNL.
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Figure 2.20: The SBS Magnet in Hall A. The SBS Magnet is placed beam-right, down-
stream of the target and before HCal. The box is to help orientate us in the right-handed
orthogonal H-arm coordinate system, with the scattered particle passing through the yoke
along the z axis.

in Fig. 2.21, protons are deflected by the magnetic field while neutrons are not. For the
neutron, we would expect the actual event location to be near the straight line projection
to the face of HCal. For the proton, in contrast, we would expect the actual event location
to be deflected some distance from the straight line projection. Section 4.4 discuss in detail

this key aspect of this experiment.

2.6.2 Hadron Calorimeter (HCal)

The Hadron Calorimeter (HCal) is a segmented sampling calorimeter designed to detect

protons and neutrons up to several GeV in the SBS experiments. Protons are bent upward
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SBS Magnet

Figure 2.21: Cartoon of neutron and proton separation by the SBS Magnet. Protons are
deflected upward in the dispersive direction (—z) in the magnetic field. In contrast, the
neutron’s trajectory is unaffected by the magnetic field. This illustration is not to scale.
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towards the top of HCal by the SBS Dipole Magnet, while neutrons continue straight
through. HCal was designed to have 30% energy resolution, 0.5 ns timing resolution, and

3-4 cm position resolution [51].
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Figure 2.22: The Hadron Calorimeter (HCal). (a) HCal sits beam-right on the platform,
downstream of the SBS 48D48 Magnet. (b) HCal consists of 288 modules of alternating
layers of absorbers and scintillators. See Fig. 2.23.

HCal consists of 288 detector modules in 24 rows by 12 columns. Figure 2.23 illustrates
the composition of the HCal modules. Each module consists of alternating layers of 40 iron
absorbers and 40 plastic scintillators. The protons and neutrons create a hadronic shower

in the iron absorbers. The charged particles created by the hadronic shower interact with
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the scintillator planes where some of the energy is converted to light. This light is shifted
to the wavelength that the PMTs are sensitive to and then is passed through the wave
guide to the PMT. One hadron interacting with HCal typically creates a signal in several
modules, which creates a “cluster”. The signal in the PMTs is proportional to the energy
of the original hadron and the energy can be reconstructed from the sum of the signals in

the cluster.

Wavelength Shifter
I_'_l

Rectangular to cylindrical
Light Guide

Scintillators
Absorbers

Figure 2.23: Diagram of an HCal Module. One HCal module consists of alternating
planes of 40 iron absorbers and 40 plastic scintillators, wavelength shifter, light guide, and
PMT. Protons and neutrons create a hadronic shower in the absorbers which produces
other ionizing particles that cause fluorescence in the scintillators. The light is then shifted
to wavelengths that the PMT can detect and travels down the light guide to the PMT [51].

2.7 Data Acquisition System

With numerous detectors, each with multiple signal channels, a data acquisition system
(DAQ) is needed to collect, process, and store detector signals in a coordinated way.

Identification requires the detector to recognize the occurrence of a trigger and sub-
sequent onset to record. Processing involves converting the generated analog signals into
meaningful digital signals.

A simple explanation of a trigger is that it is a condition that when it’s met, all of
the signals are read out from the various detectors. During the GMn experiment, the
trigger we used for data collection was the BigBite High (BBHI) trigger, also called the

“overlapping regions trigger”. This trigger is created when the Preshower and the Shower
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have regions above threshold that overlap. See Section 3.7 of P. Datta’s thesis for more

detail on the DAQ and BBCal trigger [36].
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Chapter 3

GRINCH Heavy-(Gas Cherenkov

Detector

The Gas Ring-Imaging Cherenkov Detector (GRINCH) is a heavy-gas threshold Cherenkov
detector. It consists of C4Fg heavy gas, four cylindrical mirrors, and 510 1-inch photomul-
tiplier tubes. The main purpose of GRINCH is to assist with pion rejection and electron
selection in SBS experiments utilizing the BigBite electron arm. The GMn experiment
served as the commissioning experiment for GRINCH. GRINCH was fully operational
only during the last two kinematic settings of GMn: SBS-8 and SBS-9. GRINCH was not
vital for pion rejection in the GMn experiment. The BigBite calorimeter, and particularly
the Preshower, is able to distinguish between good electrons and background quite well
in the kinematics of GMn. In the experiment following GMn, GEnlI, the background is
much higher, and GRINCH is needed to aid in particle ID.

3.1 Cherenkov Radiation

Cherenkov radiation occurs when a charged particle travels through a medium faster than
the speed of light in the medium. An electromagnetic “sonic boom” of light is created along

the path of the particle.
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Figure 3.1: Cherenkov radiation in the Advanced Test Reactor at Argonne National
Laboratory is observed as a blue glow. Charged particles from nuclear reactions travel
through the water faster than the speed of light in the water. Image from Argonne National
Laboratory.

The speed of light in a medium is given by

C
Vlight = fc = —. (3.1)

n

The index of refraction, n, varies between different media and in a typical gas, is a
function of both wavelength and pressure. Materials used as a Cherenkov medium are
often reported in terms of § = n — 1. For these calculations, we will treat n as a constant
over the relevant wavelength range (see Sec. 3.2.3).

Figure 3.2 illustrates how a coherent waveform of Cherenkov light is formed geomet-
rically. When the charged particle moves faster than the light propagates, a light cone is
formed.

We can write down an expression for the angle of the light propagation,

Liight (¢/n)At 1

COS(QC) N Lparticle B BCAt B % ‘ <32)
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Figure 3.2: Illustration of the propagation of Cherenkov light. At time tg, the light begins
to propagate out. At time tq, the particle has traveled to the next position, and the light
wave that originated at the previous position has propagated out. At time ¢, the particle
has traveled to the next position, and light from the particle at the previous positions has
propagated out.

The Cherenkov “threshold velocity” is defined when 6 = 0 as

(3.3)

Particles above the threshold speed, (;, are able to produce a coherent light wave and
0. is greater than 0. In other words, when 5 > 1/n, Cherenkov light can be produced. A
larger n would lead to a larger momentum threshold.

The Frank-Tamm formula expresses the number of photons emitted per unit length per

wavelength interval:

2
jxg _ 2:720‘ (1 - M) , (3.4)
where N is the number of photons, A is the wavelength of the emitted light, = is the
path length of the particle, and « ~ 1/137 is the fine-structure constant.
If we assume that n is reasonably constant over the wavelength range of interest, we
integrate Eq. (3.4) over the wavelength range that the PMTs are sensitive to, i.e. where
the PMTs have non-zero quantum efficiency. Evaluating the integral over [Amin, Amax|, We

find

o6



N Amax 9 1
dN T <1 >d)\

dr Jy.. A2\ n2p2
T Dmin e (3.5)
dN 9 1 1 1 1
— =2ra|1-— - .
dx ’I’L2,82 )\min )\max
The integral of dx is the path length L, so
1 1 1
N =2mal|(1-— — . 3.6
< n2ﬁ2 ) (Amin )\max) ( )
Note that N is proportional to (1 — n2162)' Therefore, a larger index of refraction

produces more photons per unit length, so a larger index of refraction is often desirable.

3.1.1 Threshold Detector Principles

Cherenkov detectors can be used for a variety of purposes, and their design and choice of
materials depend on the specific experimental goals.

Some Cherenkov detectors aim to measure the radius of the Cherenkov light cone
precisely, from which the particle’s speed, 8, can be inferred via the Cherenkov angle 6.
and momentum from other detectors. These detectors are typically equipped with mirrors
and allow the light to propagate over large distances, so that the ring radius can be
measured accurately.

Alternatively, Cherenkov detectors can be designed to measure the number of emitted
photons, which is related to the particle’s velocity through Eq. (3.4). These designs often
use large PMTs to collect as many photons as possible, without resolving the Cherenkov
ring.

A particularly important application is particle identification using a threshold Cherenkov
detector. Here, the detector exploits the fact that Cherenkov radiation occurs only when
a particle’s velocity exceeds the threshold value determined by the refractive index of the
medium, 5; = 1/n (see Eq. (3.3)). By selecting a medium with an appropriate refrac-
tive index n, the detector can distinguish between particles of different masses within the

momentum acceptance of the experiment.
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We can express 3 in terms of the particle’s momentum p and mass m using relativistic

mechanics:
gov_p_ v 1
c B \prem? 1+ (m/p)?

(Note: here ¢ =1 in natural units.)

(3.7)

The threshold momentum p;—the minimum momentum required for a particle to pro-

duce Cherenkov radiation—follows from Eq. (3.7) with 5; = 1/n:

(3.8)

Particles with p > p; emit Cherenkov radiation, while those with p < p; do not. Since
p¢ depends on the particle’s mass, a threshold Cherenkov detector can suppress signals
from heavier particles (e.g., 7~) that fall below threshold while detecting lighter particles
(e.g., electrons) in the same momentum range. The GRINCH detector is designed in this
way, choosing the medium’s refractive index so that pions in the spectrometer’s acceptance

do not produce Cherenkov light, while electrons do.

3.2 Design

GRINCH was designed specifically to operate in the high-background environment of the
SBS experiments. This is achieved using small-diameter PMTs, thin PMT window glass,
and by positioning the PMTs away from the beam side of the detector.

Unlike some Cherenkov detector designs, GRINCH employs PMTs that are only ~ 1
inch in diameter. This minimizes backgrounds from pions and other particles interacting
directly with the PMT windows and producing showers in the glass. A single large PMT
on one signal channel would experience a high rate of background hits, whereas with many
small PMTs, these hits are distributed across multiple channels. Additionally, the glass
windows of the GRINCH PMTs are significantly thinner than those of larger PMTs, further
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reducing the probability of background interactions. The PMTs are also positioned as far
as possible from the beam side of the detector to mitigate backgrounds.

Finally, the precise timing of the GRINCH TDCs provides additional background sup-
pression by rejecting out-of-time hits that are not from the scattering event in the target.
Figure 3.3 shows a CAD rendering of GRINCH from the outside. Incoming particles enter

along the z-axis, and the Cherenkov cone is reflected into the PMT array.

PMT Array |
60 rows
alternating ™" Thin Foil
8 and 9 cols \ 2~ Enterance
Window
Incoming
| Particle
T——
; z
: 6 ~~~~~

Figure 3.3: GRINCH as seen from the outside. Particles scattered from the target enter
the thin foil entrance window of GRINCH along the z-axis. Light from the Cherenkov
cone is reflected onto the PMT array.

Together with offline analysis methods, these features enable GRINCH to achieve high
electron detection efficiency and reject pion backgrounds in the challenging SBS environ-

ment.
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3.2.1 Mirrors

The GRINCH mirrors consist of four cylindrical concave mirrors that collect and focus the
light onto the PMT array. The mirrors are optical quality with aluminum coating. Tests
by the manufacturer found their reflectivity to be & 90% in the light wavelength range of
our phototubes. Figure 3.4 shows the layout of the GRINCH mirrors. The middle two
mirrors are placed perpendicular to the particle path, and the top mirror and the bottom
mirror are angled slightly. The mirrors overlap slightly in the vertical direction in order to
capture as much light as possible.

The cylindrical mirrors focus the light in the horizontal direction only. As seen in
Fig. 3.4 the top mirror and the bottom mirror are angled slightly to reflect Cherenkov
light near the top and bottom of the detector onto the PMT array.

The cylindrical mirrors were adjusted to have a radius of curvature so that the focal
length is approximately equal to the distance from the entrance window to the center of
the mirror: f ~ 65 cm [52]. Figure 3.5 shows the layout of the mirrors in GRINCH as seen
from the top. The incoming particle produces a light cone, which is reflected and focused
into by the mirrors into the PMT array. We will discuss the calculations that lead to this
design in Sec. 3.2.4.

Figure 3.6 shows the positions of the mirror relative to the metal frame the mirrors
are mounted to. The mirrors are slightly overlapped in the vertical direction the top and

bottom mirrors are angled vertically.

3.2.2 GRINCH Photomultiplier Tubes

The PMTs in GRINCH are refurbished 29 mm diameter PMTs from the BaBar DIRC
Cherenkov detector at SLAC, which used ultrapure water as their medium [53|. The
PMTs consist of 11 dynodes and are operated at positive high voltage of 900-1300 V.
More details about these particular PMTs—ET Enterprises 9125B—can be found in the

manufacturer’s data sheet [54].
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Figure 3.4: The four GRINCH cylindrical mirrors in the mirror frame. The mirrors focus
the light in the horizontal direction and reflect it to the PMT array. The top and bottom
mirrors are angled slightly in the vertical direction to guide light from the top and bottom
of the detector onto the array.
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Figure 3.5: GRINCH as seen from above. The Cherenkov light from an incoming particle
is reflected by the cylindrical mirrors and onto the PMT array.

. Left View Front View Right View |
[ ]
9.7° 16.5¢cm f 70cm ! 185cm 9.7°"
; -++-208 cm !
L}
X
3.0cm 2cm =169 cm 4.5cm
a -------------------------------------- a
gap 17.5 om overlap 167 cm 21.0 om 9ap
1.5cm ----108.5 cm
overlap =107 cm
[ ]
8.25 1 2cm =-48 cm
gap ] 21750m overlap -+ 46 cm
L}
112,80 13-25¢6m 0 cm (mirror platform) 16cm 12.8%
z «— R

Figure 3.6: GRINCH mirrors as seen from front, left, and right. Not to scale. Figures
adapted from B. Yale.
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As plotted in Fig. 3.7, the quantum efficiency (QE) of the PMTs was measured to be
non-zero between approximately 275 nm and 635 nm, peaking at approximately 375 nm

with a quantum efficiency of 27%.
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Figure 3.7: The quantum efficiency for GRINCH PMTs. The PMTs are sensitive to light
from approximately 275-635 nm.

The 510 PMTs are arranged in a honeycomb configuration inside aluminum-coated
light-catchers: 60 rows with alternating columns of 8 and 9 PMTs. Figure 3.8 is a pho-
tograph of a section of the GRINCH PMT array as seen from inside the detector. The
light-catchers on each PMT focus photons onto the face of the PMT that would land inside
the “cell” but outside the PMT face.

Figure 3.9 illustrates the geometry of the PMTs in the PMT array and the distances
between neighboring PMTs. The calculated size of a typical Cherenkov cone is also shown,
which we will discuss in Sec. 3.2.4. The glass faces of the PMTs were degraded due to long
exposure in the ultrapure water [55]. For use in GRINCH, optical quality borosilicate glass

disks were glued onto the face of each PMT using optical glue rated for UV wavelengths.
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Figure 3.8: Photograph of a section of the GRINCH PMT array as seen from inside the
detector. The aluminum-coated light-catchers focus the Cherenkov light onto the face of
the PMTs in each cell.

Figure 3.9: Illustration of the PMT configuration of GRINCH. The PMTs and light
catchers are arranged in an offset grid, where every other row is offset by one half the
width of a light catcher. Distances from the center of a PMT to neighbors and next-
neighbors are in red. The light cone from an electron entering GRINCH along the z-axis
is drawn in pink (see Sec. 3.2.4). The highlighted PMTs are to illustrate which PMTs may
register a signal and what a cluster may look like in this example event. Figure is to scale.

Figure 3.10 illustrates the geometry of a single “cell” in the PMT array. The PMT face

is 29 mm, and the active area of the PMT is 25 mm [54]. The area of a cell is 312 (mm?).
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31 mm

Figure 3.10: Dimensions of a “cell” in the GRINCH PMT array. The area of the aluminum
coated light-guides (projected onto the 2-dimensional plane) is in gray. The face of the
PMT is in red, and the active area of the PMT face is in green. Figure is to scale.

3.2.3 Heavy Gas

There are several variables to balance when choosing a medium for a Cherenkov detector.
For GRINCH, we need to consider the momentum of the particles we wish to detect and
reject. Since GRINCH is utilized as a threshold Cherenkov detector, we are particularly
interested in the momentum thresholds for pions and electrons. We must also consider
practical variables like cost and availability.

The index of refraction of heavy gasses C4Fg and CgFg were carefully measured at 405
nm for various gas pressures [56]. Table 3.1 compares these results and useful calculations
to CO9 and air.

For the purposes of our experiment, C4Fg was chosen over C3Fg due to it’s lower cost,
high photon output, and still allowing pion rejection up to reasonably high momentum of

2.7 GeV.

3.2.4 Cherenkov Calculations for GMn

Now, we will investigate the design of GRINCH by completing a back-of-the-envelope style

calculation of the number of photoelectrons we expect to see in each phototube in a typical
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Table 3.1: Cherenkov thresholds for various gasses at 1 atm. The index of refraction
for the heavy gasses was measured experimentally [56]. The index of refraction for COq
[57] and air [58] in the ultraviolet range were extrapolated from world data using the
refractiveindex.info database [59]. Calculated for each gas is the threshold velocity S, the
number of photons produced per meter of propagation for electrons N/L, the momentum
threshold p; for electrons, and the momentum threshold p; for charged pions.

Gas C4F8 CgFg COQ Air

n (A =405 nm) 1.00132 | 1.00111 | 1.00045875 | 1.0002825
N/L for e~ (photons/m) | 254 214 86 54

By =wv/c 0.99868 | 0.99889 | 0.99954 0.99972
pr (MeV) for e~ 9.9 10.84 | 16.86 21.49

pt (MeV) for 7 2715 2961 4607 5871

GRINCH cluster, and compare the results to early GRINCH simulations.
In the SBS-8 and SBS-9 kinematic points where the GRINCH was functioning, the
average energy of the scattered electron FE. recorded in the electron arm ranges from

about 1000 MeV to 4000 MeV as seen in Fig. 3.11.
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Figure 3.11: Particle track momentum distribution for SBS-8 (blue) and SBS-9 (green)
from data, calculated by the GEM tracks. The red line at 2.7 GeV denotes the GRINCH
pion threshold. The SBS-8 distribution extends above the threshold, while SBS-9 remains
below.

For electrons, once their kinetic energy is much greater than their rest energy (K >
0.511), their speed is extremely close to ¢. Since most experimental electrons are in the

multi-MeV range or higher, with G7; having electrons in the GeV range (Fig 3.11), we

66


https://refractiveindex.info/

approximate 3 ~ 1, with errors on the order of 1073 or less—negligible for Cherenkov
calculations.
Using 5 = 1, n = 1.00132 for C4Fg gas (see Sec. 3.2.3), we use Eq. (3.2) to solve for

the Cherenkov angle 6.,

1 1

0) = — ~ ——
cos (0e) = 15~ To0132

= 0.99868
(3.9)

0. = 0.051386 rad = 2.94° ~ 3°.
We can also now solve for the number of photons produced in the range the PMTs are
sensitive to based on their quantum efficiency from Eq. (3.6). Figure 3.7 shows the active

range is [Amin & 265 (nm), Apez =~ 600 (nm)|, and L ~ 66 (cm), yielding

1 1 1
N = 27(1/137)(0.66) | 1 — -
m(1/137)(0.66) ( 1.00132212> (265 x 1079 600 x 10—9>

N = 168 photons.

(3.10)

Or, expressed as the number of photons per unit length, N/L = 254.5 (photons/m) for
Cy4Fs.

Now, we have all the tools we need to calculate the expected size of the Cherenkov
cone as seen by the PMT array. For these simple example calculations, we use an ideal
event of an electron coming in parallel to the z-axis in the center of the GRINCH window,
incident on either of the two middle mirrors which are perpendicular to the z-axis in the
vertical direction.

In the vertical direction, we can treat the cylindrical mirrors as flat and use a point-to-
point approximation, where the effective distance the light travels is the 66 cm from the
window to the mirrors for our ideal event. In reality, the path length can be longer than
this, depending on the incoming angle and location on the detector and the angle of the
mirror frame in respect to the z-axis. In our ideal event, the light then travels 65 cm from

the mirrors to the PMT array. The total propagation distance is therefore Deyy = 131 cm,
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so we have.

Ryertical = Degt tan (6.)
(3.11)
Ryertical = 131 cm x 0.051 = 6.73 cm..

Using the mirror equation, we can calculate the ideal angle of the mirror so that the
reflected rays are at 55° relative to the z-axis. We find that 6,, = 55°/2 = 27.5°.

The angle of 55° was chosen due to the physical constraints of the frame that holds the
BigBite Spectrometer. All of GRINCH needed to fit into a given space, and this particular
design worked well within that space.

In the horizontal direction, the cylindrical mirror acts as an ideal concave mirror. For
an ideal concave mirror, light rays coming in parallel to the mirror will converge at the focal
point. Therefore, we can reverse the direction of the light and see that for a point source
located at the focal length, the rays will reflect off the mirror parallel. Our eyes can’t see
the image produced, since it is at infinity, but the parallel rays are ideal for propagation
over long distances and for detection by PMTs.

Using

Q(Window — mirror — pmt) — 55°

b emirror — horizontal — 27.5°
[} 90 g 30
e R =066 cm

and then carefully applying trigonometry, we find the radius of the Cherenkov cone in

the horizontal direction to be

sin(3°)
sin(180° — 27.5° — 3°)

Tpmt = 65 cos(27.5%)

(3.12)

Tpmt = 3.08 cm =~ 3.1 cm.
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Figure 3.12 shows a ray trace simulation of a cylindrical mirror in GRINCH and the

relevant angles.

Top View
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Figure 3.12: A simple ray trace for the GRINCH mirrors in the horizontal direction.
An electron enters GRINCH along the z-axis and produces a light cone originating at
the entrance window. The cylindrical mirrors have been set to have a focal length ap-
proximately equal to the distance from the mirror to the entrance window. For an ideal
spherical mirror, the rays originating from the focal length are parallel after reflection and
are transported over to the PMT array. This figure was created using the open source Ray
Optics Simulation application [60].

Therefore, at the GRINCH PMT array, a cluster that comes in along the z-axis will
be an ellipse with semi-minor axis = 3.1 cm and semi-major axis = 6.73 cm. This aligns
conveniently with the spacing between PMTs, which when placed as close together as
possible with room for light guides, was 3.1 cm apart.

This ellipse covers about 8 PMTs on the array. Let’s approximate that each light-
catcher in the ellipse gets an equal number of photons. To calculate the number of pho-

toelectrons for each tube, we need to take the geometry of the light-catchers and PMTs
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into account, as well as the reflectivity of the aluminum coatings and the QE of the PMTs.
Taking these into account, we have

Photoelectrons NxRy*xQF

= A Ap * Ry % F) [ Acel - _
PMT [Cluster size]avg>I<< puT + AL * B+ F) [Acen (3.13)

where N is the total number of photoelectrons in the Cherenkov cone, Ry; is the
reflectivity of the mirror, QF is the average quantum efficiency of the PMTs, Apyr (m?)
is the area of the active area of a PMT, Ay (m?) is the area covered by a light-catcher
around a PMT, F is the fraction of light reflected from the light-catcher that is successfully
directed to the active area of the PMT, and Ace (m?) is the area of one unit cell of the array,
which is equivalent to the distance between PMT centers. Note that this is a simplification
of the physics of this system. A more accurate calculation would be to incorporate the
quantum efficiency in Eq. (3.5) by integrating the functional fit to the QE of Fig. 3.7.

The reflectivity of a typical Al coating is ~ 90%. The area covered by the light-catcher
around a PMT is the area of a cell subtracted by the area of the PMT face. I lack data on
the performance of the geometry of the light-catcher, F'. However, we can put boundaries
on the calculation of the number of photoelectrons per PMT by computing the result at
F =1 and at FF = 0. The computation at F' = 1 represents the light-catchers perfectly
focusing light that is reflected by the light-catchers onto the PMT active area, and F' =0
represents the light-catchers directing none of the light. The true solution exists somewhere
between these extremes.

Utilizing the geometric values illustrated in Fig. 3.10 as well as the calculation of

N = 168 from Eq. (3.10), we calculate the best case scenario where F' = 1 to be

Photoelectrons _ 168%0.9%0.15

ST % [1(0.25/2)% + (0.31* — 7(0.29/2)%) % 0.9 = 1] /0.31°

F=1 8

= 2.25 photoelectrons/PMT .
(3.14)
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For the worst case scenario of F' = 0, we find

Photoelectrons ~ 168%0.9%0.15 9 9

F=0 8 (3.15)
= 1.45 photoelectrons/PMT .

To conduct a more detailed evaluation of uncertainties, we would need to assign appro-
priate uncertainties to the variables and propagate them through the calculation. Particu-
larly, the measurements of the QE and the Al coating reflectivities should have associated
uncertainties. A measurement of F' or a more grounded estimate with uncertainty would
also be helpful. As for now, this conservative estimate for the average number of photo-
electrons per PMT in an electron event is between 1.5 and 2.25 photoelectrons per tube
with the simple average of those two being 1.85 photoelectrons per tube. Since we can’t
have fractions of photoelectrons, it is reasonable to conclude that this calculation predicts
that there will be one, two, or three photoelectrons per tube in a typical event, with the
most likely number being two photoelectrons. This does not take into account the elliptical
nature of the light-cone at the PMT array that we calculated above and is illustrated in
Fig. 3.9. The number of Cherenkov photons incident on each cell likely varies, and thus
the number of photoelectrons detected in each PMT in a cluster varies. In this calculation,
we did not take into account the 3-dimensional nature of the light-catchers: here we used
a projection of the area onto the plane of the PMT face, which may not fully account for
the behavior of the light-catchers. A simulation that models the variation in photons per
cell and the behavior of the light catchers could be an interesting next step.

Simulations conducted during the design process simulations found an average of 1.7
photoelectrons per PMT in a cluster [61], suggesting that we expected one-to-two photo-
electrons per PMT. The above calculations of one-to-three photoelectrons agrees with that
result to first order. The original result of one-to-two photoelectrons motivated setting
the trigger for the front-end signal amplifier for the GRINCH PMTs very low—we wanted

the amplifier to trigger on a single photoelectron, which is the smallest signal that can be
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produced by single photon incident on the photocathode. The back-of-the-envelope result
presented here agrees with this low-threshold approach. However, this causes the individ-
ual GRINCH PMTs to frequently trigger on noise, making clustering extremely important
for identifying correlated signals in GRINCH that come from Cherenkov events.

This initial result also suggested that there would be very little variation in the signal
output for each PMT—leading us to not prioritize studying the shape and amplitude of
the signals because they were assumed to be very uniform, and rather focus on study-
ing the timing of the signals. Although more consideration would need to be put into
quantifying uncertainty of both the simulation and the calculations presented here before
making definitive statements, the result of one-to-three photoelectrons (with an average of
1.7) suggests that there may be slightly more variation in signal amplitude than originally
anticipated, although further study of the light catchers would be needed. The signal
amplitude directly impacts when the signal crosses over threshold (LE), and without cor-
recting for the variations caused by signal size, called time-walk corrections, there is a limit
on how well the LE timing can be aligned. There are both pros and cons to this approach
of focusing on the solely timing and rather than signal shape, and given the chance to go
back, I may have approached things differently. We will discuss further in the Conclusions

Section of this thesis.

3.2.5 DAQ

The small electrical signals in the GRINCH PMTs are collected, amplified, transported
and stored by the GRINCH Data Acquisition (DAQ) system. Figure 3.13 shows the layout
of the GRINCH DAQ. GRINCH has a Time-to-Digital Converter (TDC) channel on every
PMT, and Analogue-to-Digital Converter (ADC) channels on some PMTs that were mainly
used for debugging and calibrations. The path the TDC signals take from the PMT to
the modular electronics crate containing the TDCs are along the top of the diagram, the
ADC path to the modular electronics crate is in the middle, and the high voltage (HV) is

on the bottom.
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The signals from the PMTs go to 32 ultra-fast front-end amplifier /discriminators called
NINO boards located on the side of GRINCH [62] [63]. These NINO boards take 16
channels, have adjustable thresholds, and have LVDS and analogue output. The thresholds
for these boards were set low so that single photoelectron signals would be above threshold.
Low-voltage power distribution boards power the NINO cards.

The LVDS output from each NINO card travels to the patch panels located on the
detector. From the patch panels, the LVDS signals travel 100 m to the LVDS-to-ECL
converters. These converters also acts as repeaters, minimizing the signal degradation
issues that arise over transporting signals long distances. The ECL signals then travel
another 100 m along ribbon cables to a patch panel in the shielded bunker where the back-
end DAQ electronics for all the SBS detectors reside. The 16 channel ribbon cables are
then combined into the 32-channel input required by the VETROC! read-out controller,
which we use as a TDC. When the VETROC receives a trigger, the data are recorded.

The analogue signal output from four NINO cards are transported to the detector
hut via BNC cables and patch panels. JLab-designed fast analogue to digital converters,
fADC-250, read in the analogue signals from GRINCH.

The high voltage system is also shown in this diagram. 64 high voltage channels are
used to power all the GRINCH PMTs. For GRINCH, every one HV channel sets the high

voltage of 8 PMTs in parallel. PMTs with similar gain were grouped together.

3.2.6 High Voltage and Gain Matching

Starting with approximately 800 PMTs, each PMT was carefully tested for performance
and gain characterization. The PMTs were organized into groups of 10 that shared similar
gains at a given HV [64]. The HV system for GRINCH has 8 PMTs in parallel for each
high voltage channel, meaning all 8 have the same HV value. These groups of 10 PMTs
allowed groups of 8 PMTs to be powered by one high voltage channel, plus 2 spare PMTs

in each group to be installed if a PMT was damaged. During production running, these

L«yirginia Tech Read-Out Controller”
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Figure 3.13: GRINCH DAQ layout. The path the TDC signals take from the PMT to
the read-out-controller (VETROC) are along the top of the diagram, the ADC path is in
the middle, and the high voltage is on the bottom. The hardware components to the right
of the dotted line are in the bunker behind concrete shielding.
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groups were set to the HV values determined during these groupings?. Some adjustments

were made during running when the time-over-threshold looked small in certain groups®.

3.3 Timetable

During GMn running, it took us some time to learn and make adjustments to GRINCH to
be able to see signals from electrons during production data taking. Table 3.2 shows which
gas was in GRINCH and its status during the various GMn kinematics. The very nature
of a Cherenkov detector makes it challenging to calibrate outside of production running.
Cosmic ray muons do not have the speed necessary to produce Cherenkov radiation in
air, COq, or C4Fg gas. The only signal we can get from cosmic rays is when a cosmic ray
interacts directly with the glass on the face or side of a PMT and creates a small amount of
Cherenkov light in the glass itself. To emulate a Cherenkov event generated by an electron,
we use a UV LED fed by a pulse generator at a very low voltage and small pulse width.
Generating a pulse to produce just a few photons from the LED setup is difficult. And
thus it is challenging and an imperfect method for calibrating the HV of the PMTs without
the electron beam. Because of this, we had to do a large amount of problem solving and
calibrating while we were taking production data.

In this analysis, we will mainly focus on SBS 8 and SBS 9 where the HV for the GRINCH
PMTs was high enough and the TDC DAQ was working properly. Some valuable analysis
may be able to be recovered for the other kinematics, especially SBS 14 where the HV
was high enough and the heavy gas was being used. We would have to account for the
large sections of missing channels by perhaps making a cut on the track projection and
rejecting events whose light cones would land on empty channels. These missing channels
were due to a firmware issue with the new VETROC TDCs, which was found and solved

the morning after production data-taking was completed for SBS 14.

2They were set to the values determined by this study after I realized the HVs were set way too low
during production running.

3ADC’s on every channel in GRINCH would have been helpful with adjusting gains during running, as
we would be then be able to look at the signal shape and amplitude.
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Table 3.2: The status of GRINCH during the GMn experiment.

There were several

challenges with the running of GRINCH during GMn. SBS 8 and SBS 9 are the only
kinematics where the GRINCH TDC DAQ was working properly, the HV was set high
enough, and the heavy gas was being used.

KINE. | START | END RUNS GAS | GRINCH NOTES
SBS-4 | 10/22/2021 | 10/25/2021 | 11493 -11622 | CO, | HV too low

SBS-5 | 10/25/2021 | 11/12/2021 | 11624 - 11941 | COs | HV too low

SBS-7 | 11/13/2021 | 11/22/2021 | 11964 - 11209 | COs | HV too low

SBS-11 | 11/23/2021 | 12/21/2021 | 12236 - 13064 | CO5 | HV too low

SBS-14 | 01/10/2022 | 01/20/2022 | 13168 - 13407 | CyFy | V2rious TDC dssues

Many missing channels

SBS-8 | 01/21/2022 | 01/31/2022 | 13424 - 13620 | C4Fs | HV and TDC Stable
SBS-9 | 02/01/2022 | 02/08/2022 | 13639 - 13799 | C4Fs | HV and TDC Stable

3.4 GRINCH Analysis

3.4.1 Individual Channels

Figure 3.14 illustrates how an electrical signal from a PMT is processed by a discriminator.
The PMT output is a negative voltage. When the signal first crosses the discriminator
threshold, a digital pulse is generated at the leading edge (LE); when it crosses back above
the threshold, a pulse is generated at the trailing edge (TE). The time difference between
TE and LE is called the time-over-threshold (ToT), which is proportional to the signal
amplitude. The TDC measures the LE, TE, and thus the ToT, relative to the hodoscope
mean cluster time.

GRINCH employs time-to-digital converters (TDCs) on all 510 PMTs, and analog-
to-digital converters (ADCs) on only 64 channels. TDCs provide fast measurements of
timing (LE, TE, ToT), whereas ADCs can capture the full signal shape and amplitude.
For production analysis, GRINCH utilizes TDC data, as the LE and ToT is sufficient for
its role as a threshold detector.

The GRINCH TDC has a time resolution of 1 ns per bin. To suppress global DAQ
timing jitter, the hodoscope cluster mean time is subtracted from the GRINCH LE time

on an event-by-event basis. This subtraction improves the apparent resolution of the
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Leading Edge Trailing Edge
(LE) Time —» (TE)

Amplitude

Time-over-Threshold
(ToT)

Figure 3.14: Diagram of a PMT signal in a discriminator. The PMT signal voltage
is shown in red, and the threshold voltage in black. The leading edge (LE) marks the
time the signal crosses the threshold, and the trailing edge (TE) when it rises back above.
Time-over-threshold (ToT) is the duration between LE and TE. The amplitude is the peak
signal value. Figure adapted from W.R. Leo [65].

GRINCH, since the hodoscope TDC resolution is better than 1 ns. Figure 3.15 shows the
LE time distribution of a single PMT after this correction; a Gaussian fit gives o ~ 4.6 ns,

which can be interpreted as the GRINCH timing resolution for that PMT.

GRINCH LE time (ns) PMT #250 - hodo clus mean time (ns)

22000 = Entries 715805
20000— Offset Gaus fit:

E Constant 2.06e+04 = 4.43e+01
18000—

£ Mean 1.128 £ 0.010
16000 Sigma 4.625 = 0.012

14000
12000
10000
8000
6000
4000

(ns)

Figure 3.15: LE time distribution of a single GRINCH PMT during production running
of SBS-9. The hodoscope cluster mean time is subtracted from the GRINCH TDC time
to remove DAQ jitter effects.

For comparison, Fig. 3.16 shows the LE distribution of the same PMT without the

hodoscope correction, illustrating the broader distribution of ¢ = 5.1 ns due to DAQ
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jitter. This jitter subtraction method is also used in other detectors such as BBCal [36]
and assumes precise calibration of the hodoscope timing. Future calibration improvements

could further improve GRINCH timing resolution.

GRINCH LE (ns) PMT #250

40000 Entries 715805

Offset Gaus fit
35000 Constant 3.82¢+04 = 8.13e+01
Mean 2417 = 0.010

30000

Sigma 5.107 + 0.013

25000

20000

T IIII|IIII|IIII|IIII|IIII|IIII|IIIIII

-30 —20 -10 0 10 20 30
(ns)

Figure 3.16: LE time distribution of a single GRINCH PMT during SBS-9, without
hodoscope time correction. DAQ jitter broadens the distribution compared to Fig. 3.15.

Unless otherwise specified, this analysis includes a “global cut” on the number of tracks,
invariant mass, and target vertex, based on the reconstructed GEM track. Details of these
cuts are listed in Table B.1.

Figure 3.17 shows the ToT spectrum of a single PMT, which peaks around 11 ns. As the
ToT is proportional to signal amplitude, it provides a measure of the signal strength, albeit
in TDC time units. A calibration would be required to convert ToT into an integrated
charge. The ToT distribution is quite large, likely due to a large range in path-lengths
of the light cones, depending on the position and angle of the charged particle passing
through GRINCH.

Although GRINCH has 510 PMTs, only 64 channels were equipped with ADCs. In
principle, one could correlate ADC-measured pulse amplitudes with TDC ToT values to
calibrate the ToT to charge conversion. However, since GRINCH is used as a threshold
detector, and only 64 ADC channels were available, this calibration was not performed

during production running—ToT was deemed sufficient.
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Figure 3.17: ToT distribution of a single GRINCH PMT. The ToT is proportional to the
amplitude of the signal. Units are in nanoseconds and would need calibration to relate to
integrated charge.

3.4.2 Leading Edge Calibrations

The main calibration applied to GRINCH is the timing alignment of its photomultiplier
tubes (PMTs). Ideally, a good electron event should appear at the same time relative to
the trigger, regardless of which PMT detects the light. However, each PMT channel can
have a slightly different mean time for such events, due to factors such as signal cable
lengths, intrinsic electronics delays, variations in optical path length, and the size of the
signal pulse. Channel-to-channel differences that add a constant delay—such as differences
in cable length—can be corrected by applying offsets individually to each channel.

To eliminate timing jitter from the event trigger, the hodoscope mean cluster time
is subtracted from each GRINCH TDC time. See Sec. 2.5.3 for further details on this
correction.

The first-order leading edge (LE) calibration consists of shifting each channel’s LE
distribution so that its mean aligns to zero for good electron events. This is accomplished
by fitting the LE distribution in each channel to a Gaussian plus a constant background
and then applying an appropriate offset. To reduce background in these calibration data,

we apply good electron selection cuts based on other detectors, such as track quality,
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target vertex, and invariant mass cuts (see Sec. 4.5 and Tab. B.1 for details). We also
use GRINCH-specific clustering and track-matching (described in Secs. 3.4.3 and 3.4.4)
to further select good electron events. However, applying overly tight cuts reduces the
available statistics and can make the calibration challenging.

Figure 3.18 shows the GRINCH leading edge times before and after alignment. After
calibration, the LE distribution is narrower and centered closer to zero. Specifically, the
Gaussian width decreases from o = 5.252 ns before alignment to ¢ = 4.494 ns after

alignment.?

10 GRINCH LE (ns) for all PMTs
X
L After Alignment : Before Aligment
[-Entries 1.509647e+08 ﬁl Entries 1.439165¢+08
2 / ndf 6.3316+05 /96 : #*/ ndf 3.3620+05/96
3000 :émp 2.294e+06 * 5.363e+02 amp 1.907e+06 + 4.584e+02
|-mean 0.02476 = 0.00096 : mean 1.554 + 0.001
[-sigma 4.494 =+ 0.001 sigma 5.252 = 0.001
2500 |_offset 8.753e+05=1.349%+02 | [ f: N | offset 8.263e+05 + 1.449e+02
2000 femecssosanssencosasesedensesaoancnsacsnassasasamesssascosfllsagileccacesnosscnsasasslinelhorcacsstocacsscrcstsensasusescesisancesnsasassrcnsssssens
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Figure 3.18: GRINCH leading edge alignment. The red fit shows the LE distribution
before alignment, and the blue fit shows it after alignment. The Gaussian width decreases
after alignment, indicating improved timing resolution.

Improved alignment around zero enables more stringent timing cuts, which enhance

electron selection by reducing background contamination.

3.4.3 Clustering

Due to the small distance the light has to propagate in GRINCH, the Cherenkov cones often

appear as bunches of PMTs firing near each other, which we call “clusters”. Figure 3.19

4In Fig. 3.18, the red “before” histogram is plotted as (GRINCH LE time —900 ns), since it was centered
around 900 ns during SBS-8 and SBS-9 in GMn. This shift is for illustrative purposes.
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shows an event in GRINCH in the single-event display. Although the implementation of
clustering algorithms is complex, the idea of our clustering is straight-forward. First we
cut out any PMTs whose leading edge are outside the time window we expect the electron
events to arrive in. We then go through the remaining hits and group hits together that
are either adjacent or 1 PMT away from each other in any direction. Then for each cluster,
we calculate the center (geometric average of positions of the tubes that fired), the total
time-over-threshold, and the index of each PMT which makes up the cluster. Clustering
helps eliminate background from dark noise from the PMTs that happen to fire in-time,
and well as in-time background events. If there are multiple clusters, track-matching is
utilized to choose which cluster is the “best cluster”. We will discuss track matching in

Sec. 3.4.4.

Figure 3.19: GRINCH cluster in the single-event display. All hits pictured are within a
60 ns time window. The PMTs are numbered 0-509. This figure is zoomed-in around a
cluster in the 300’s. The single PMT firing at position 331, colored red, has been identified
as a separate cluster to the 7-PMT event in green, since it is more than 2 PMTs away in
the array.

Figure 3.20 and Fig. 3.21 show several examples of real events in GRINCH in the single-
event display. The green highlighted events are clusters that have been track-matched and
determined to be the “best cluster” in the event.

The utility of clustering is demonstrated in Fig. 3.22. The number of PMTs fired in-
time in GRINCH does not give much insight into particle ID. However, cluster size gives us

a clearer distinction between good electron events and other events. After applying track
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Figure 3.20: Examples of cluster sizes 1 (leftmost) through 5 (rightmost) in the GRINCH
single-event display.
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Figure 3.21: Examples of cluster sizes 6 (leftmost) through 10 (rightmost) in the GRINCH
single-event display.
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matching discussed in Sec. 3.4.4, this distinction becomes clearer, allowing electron detec-
tion and background rejection. We will investigate the detection efficiency of GRINCH in

relation to the other detectors in BigBite in Sec. 3.4.5.

928 x 103
x10° 4
250 L | h_BBgr_allclus_size
[ Entries 1206607
[ Mean 1.812
r h_BBgr_ngoodhits [ StdDev  2.098
12000 = Entries 152659 200 L
[ Mean 14.85 L
C Std Dev 5.398 L
10000(— e r
r 150[—
8000[— L
6000/— 100—
4000~ C
r 50—
2000(— L
ok [P P T D B o o ) P N P B = N .
0 5 10 15 20 25 30 35 40 0 2 4 6 8 10 12 14 16 18 20
number of good hits in GRINCH GRINCH Cluster Size
(a) Good hits: no clustering (b) Cluster size

Figure 3.22: The number of good hits in GRINCH compared to GRINCH cluster size in
SBS-9. (a) A “good hit” is when the LE is within the 60 ns time window. (b) The cluster
size for all GRINCH channels fired during trigger events and are within the 60 ns time
window. Note that cluster size of 1 extends far beyond the axis range. By using clustering,
we can more easily extract what hits may be from good electron events.

3.4.4 Track-Matching

In GRINCH, we observe an approximately linear correlation in the dispersive direction, x,
between the location of the track projected to the entrance window of the GRINCH and
the cluster location on the PMT array (Fig. 3.23). We exploit this correlation to suppress
background and improve electron selection and pion rejection.

The projected location at the GRINCH window is computed with simple trigonometry
from the track parameters at the focal plane. Refer to the diagrams of Figs. 2.4 and 2.6

for the coordinate system. Track-6 is defined in the dispersive direction of the electrons.
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Using the small-angle approximation, we calculate

arS&INCH [m] = Zirack [M] + Otrack [rad] x 0.48 [m], (3.16)
where Tiacc and G0 are defined at the focal plane, a reference plane located upstream
of the first GEM detectors and outside the magnetic field of the BigBite magnet. The
GRINCH entrance window lies 0.48 m downstream of the focal plane.

Similarly, the projection in the non-dispersive direction y is given by
ygEGINCH = Ytrack + gbtrack x 0.48. (3'17)
We note that this approach projects the track to the entrance window rather than to
the mirror surfaces, where the reflection of the light cone formation actually occurs. While
projecting directly to the mirror faces would be more physically accurate and logically

grounded, the analysis was already well underway with the window projection by the time

this consideration arose, and redoing the fits was not practical.
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Figure 3.23: GRINCH cluster x position vs. projected z position at GRINCH window

from GEM track. The projected = position is calculated using Eq. (3.16). Sub-figure (a)

shows this relationship for the lower momentum kinematic, SBS-9, and (b) shows this

for the higher momentum kinematic, SBS-8. Note that the correlation is slightly shifted
between kinematics.

Figure 3.23 illustrates the dispersive correlation for two kinematic settings, SBS-8 and
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SBS-9. We observe a slight shift between the kinematics, which is expected because higher-
momentum electrons experience less bending in the magnetic field, and their light cone
intercepts the mirrors at slightly different positions, producing clusters at shifted loca-
tions on the PMT array. Nevertheless, the slopes of the correlations remain consistent,
suggesting that a single linear functional form can describe each mirror across kinematics.

To quantify the offset between the track projection and the observed GRINCH cluster,

we define
GRINCH dz = Zcluster — xgrfg}NCH
(3.18)
GRINCH dy = Ycluster — ygngNCH ’
where J,‘Sr%}NCH and yg&INCH are given by Egs. (3.16) and (3.17).

In Fig. 3.24, we show GRINCH dz versus track-0 for the two kinematics. Four approx-
imately linear trends corresponding to the four mirrors are visible and exhibit consistent
slopes across kinematics. This observation justifies constructing one linear fit per mirror,

valid for all kinematic settings.
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Figure 3.24: GRINCH dx vs. track 6 (dispersive direction). Subfigure (a) shows this
relationship for SBS-9, and Subfigure (b) shows this relationship for SBS-8.

For each mirror, events are selected by applying a 1 cm wide cut on the GRINCH cluster
x position (Zeyster) to isolate hits on that mirror. Each bin in track-6 is then projected
onto GRINCH dz, and the distribution is fitted with a Gaussian plus a constant offset to

account for background. The Gaussian mean values are then fit linearly as a function of
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Otrack to obtain a functional description for each mirror (Fig. 3.25).

GRINCH dx vs Track Theta for Mirror 3: SBS8 and SBS9

g e ]

1000

GRINCH dx

atrack

Figure 3.25: Fit to GRINCH dz vs track-0 for mirror 3. This histogram combines data
from SBS-8 and SBS-9. Each bin in Track-6 is projected onto GRINCH dz. A Gaussian
fit is applied to each histogram. A linear fit is applied to the mean of the Gaussian fits
(red). The error bars represent +30, where ¢ is the width parameter from the Gaussian
fit. See Appx. C for more details on Gaussian and linear fits.

In the non-dispersive direction (y), a similar procedure is applied, using GRINCH dy
versus track-¢. However, as seen in Fig. 3.26, the relationship in y is non-linear and requires
a higher-order fit. Because the PMT array is much taller than it is wide, constraints in y

are less effective: beyond a few o, events already fall outside the PMT area.
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Figure 3.26: Fit to GRINCH dy vs track ¢ mirror 3, illustrated with +30 fits on the
error bars.
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An event is considered “track-matched” if the deviation from the fitted line in both x

and y falls within a specified number of standard deviations (V). Specifically, we compute:

INCH 2 INCH 2
\/(GR C dx) +<GR C dy> N 5.19)

O oy

where o, and o, are the average widths of the Gaussian fits for x and y, respectively. The
smallest such N, across all mirrors and clusters is used to identify the best track-matched
cluster.

Figure 3.27 shows the Preshower energy distribution under different GRINCH track-
matching and cluster size cuts. Track-matched events with clusters of at least three PMTs
(green) populate the higher-energy peak consistent with electrons, while unmatched events
(red) and track-matched clusters with fewer PMTs (blue) tend to populate the lower, MIP-
like peak, which is typical of pions or noise. We also note a small bump near 0.1 GeV in
the green distribution, suggesting that some noise or MIP-like events still pass the track-
matching criteria. Since pions should be below Cherenkov threshold at these kinematics,
the origin of this bump remains uncertain and warrants further investigation.

To further explore the relationship between track-matching, cluster size, and PID,
Fig. 3.28 shows the GRINCH cluster size distributions for SBS-9 events, separated by
whether the cluster was track-matched and whether the Preshower energy exceeds 0.2 GeV,
a loose cut intended to identify electrons. This simple cut is not sufficient to fully sepa-
rate electrons from pions because the two distributions overlap: pions tend to produce a
narrow peak around 0.1 GeV in the Preshower, while electrons produce a broader distri-
bution peaking at higher energies. Consequently, some electrons and MIPs are inevitably
misclassified with this cut alone. The Preshower thus serves here as an independent PID
estimator to cross-check the GRINCH performance, though a more reliable separation
requires combining information from the Preshower, Shower, and GRINCH detectors.

Clusters that are track-matched (Fig. 3.28a) exhibit larger cluster sizes when the

Preshower energy is consistent with electrons (green), while clusters that are not track-
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Figure 3.27: Preshower energy for various GRINCH track-matching cuts. (Green):
GRINCH cluster >= 3 and track-matched. (Blue): GRINCH cluster <= 2 and track-
matched. (Red): No track-match found.

matched (Fig. 3.28b) predominantly populate lower cluster sizes, especially when the
Preshower energy is consistent with pions (red). This qualitative behavior supports the
interpretation that track-matching effectively suppresses noise and MIP-like events, al-
though additional detectors are necessary for robust PID, which will be explored in the

next section.

3.4.5 Pion Rejection Efficiency and Electron Detection Efficiency

As shown earlier in Fig. 3.11, some pions in SBS-8 have momenta above the GRINCH
pion threshold and can therefore produce Cherenkov light, albeit with a weaker signal
than electrons at the same momentum. In contrast, in SBS-9, the pion momenta lie below
the threshold, so pions are not expected to emit Cherenkov light. Consequently, GRINCH
should reject pion events more effectively in SBS-9 than in SBS-8.

One method for characterizing GRINCH performance is to compute electron detection

efficiency and pion rejection efficiency, relative to the other detectors in the BigBite elec-
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Figure 3.28: GRINCH cluster size distributions for SBS-9. Left (a): Clusters matched
to a track. The green distribution corresponds to events where the Preshower energy
> 0.2GeV (electron-like), and the blue distribution corresponds to events where the
Preshower energy <,0.2GeV (pion-like). Right (b): Clusters not matched to a track.
The yellow distribution corresponds to events where the Preshower energy > 0.2 GeV, and
the red distribution corresponds to events where the Preshower energy < 0.2 GeV. The
black line in both plots shows the total cluster size distribution.
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tron arm. We apply tight electron PID cuts in the other detectors and check whether
GRINCH detects a cluster above a given cluster size threshold for those events. This
analysis assumes that the other detectors do not produce false positives or miss true elec-
trons—an assumption that should be revisited in future work. A more complete analysis
could incorporate the estimated efficiencies of the other detectors, such as the GEMs and
BBCal Shower and Preshower.

We examine GRINCH performance as a function of the minimum required cluster
size and the presence or absence of track-matching. An event is considered “detected” in
GRINCH if it contains a cluster with size greater than or equal to a specified threshold.

The electron detection efficiency and pion rejection efficiency are defined as

Electron Detection Efficiency(N) =

#events passing e~ cuts and GRINCH Cluster Size > N (3.20)
# events passing e~ cuts ’
Pion Rejection Efficiency(N) =
(3.21)

#events passing 7~ cuts and GRINCH Cluster Size < N
# events passing m— cuts ’

It is worth noting that in SBS-9 the pion momenta lie below the GRINCH Cherenkov

threshold, so true pions should not produce Cherenkov light. Therefore, the events identi-
fied by the 7~ cuts in SBS-9 that produce GRINCH signals are unlikely to be actual pions;
they may instead originate from noise or misidentified electrons. Nevertheless, we retain
the term “pion rejection efficiency” for consistency, keeping this caveat in mind.

The e~ and pion cuts used in this analysis are detailed in Table B.1. This study
includes only cuts on the electron arm; adding quasi-elastic cuts on the hadron arm could
improve PID confidence but would reduce statistics. If the efficiencies varied significantly
with tighter hadron-arm cuts, that could contribute to the uncertainty in the GRINCH
efficiency.

Figure 3.29 shows that track-matching slightly reduces the electron detection efficiency

(from ~ 0.977 without track-matching to ~ 0.967 with track-matching) while improving
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the pion rejection efficiency. This is consistent with track-matching rejecting some true
electrons, but better suppressing background events. Since SBS-9 pions are below thresh-
old, the signals in GRINCH we see in the pion region are unlikely to be pions, and may
originate from noise or misidentified electrons.

It is important to note that this analysis starts from events with cluster size > 1, since
a cluster must exist to attempt track-matching. Events with no cluster at all are excluded,
which could lead to an underestimate of GRINCH’s rejection capability. However, in

practice such zero-cluster events are rare due to high background rates.

e~ Detec. and n~ Rej. Eff. vs Cluster Size Cut
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Figure 3.29: GRINCH efficiency as a function of minimum cluster size for SBS-9, com-
paring track-matching (solid) to no track-matching (dashed). Track-matching improves
rejection of pion events while slightly reducing electron detection efficiency.

Figure 3.30 shows the same analysis, focusing only on track-matched events. As the
minimum cluster size increases, electron detection efficiency decreases while pion rejection
efficiency increases. This trade-off illustrates the balance between maximizing electron
purity and maintaining acceptable statistics. For example, a cut at cluster size > 7 yields

nearly perfect rejection of pion events but retains only ~ 70% of electrons. In contrast,
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a cut at cluster size > 3 achieves high rejection with minimal loss of electrons, making it
a reasonable choice for production data. With a cut at cluster size 3, GRINCH achieves
an electron detection efficiency of approximately 97%, and a pion rejection efficiency of

approximately 96%.
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Figure 3.30: GRINCH efficiency as a function of minimum cluster size for SBS-9, with
track-matching applied. A cut at cluster size > 3 balances high electron detection efficiency
and pion rejection.

Future work should explore the uncertainties associated with these efficiency estimates.
In particular, the assumption that the other detectors are 100% efficient could be relaxed,
e.g., assuming 99% + 0.9% efficiency and propagating this uncertainty. Similarly, varying
the electron and pion cut definitions could quantify systematic uncertainties. Table B.1
includes looser cut configurations that yield noticeably different efficiencies, but these were
excluded here to maintain tighter PID selection.

GRINCH demonstrates strong performance in both electron detection and suppression
of pion events on the order of 97%, particularly when applying track-matching and an

appropriate cluster size cut. While tighter cuts improve purity, they reduce efficiency and
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statistics. A cluster size cut at > 3 with track-matching represents a practical compromise.
The next section discusses possible reasons for the unexpectedly high rates observed in

GRINCH during these measurements.

3.5 Event Rates in GRINCH

During in-beam production data for the GMn experiment, GRINCH experienced excep-
tionally high singles rates, with individual PMTs registering between 600 kHz and 1 MHz.
These high rates were expected due to the combination of high luminosity, large spec-
trometer acceptance, direct line of sight to the target, and the absence of shielding. They
were also consistent with predictions from the SBS Monte Carlo simulation. In fact,
the GRINCH design—small-diameter PMTs, distributed over many channels, and relying
solely on precise timing—was specifically chosen to handle such rates. It is notable that
GRINCH successfully operated under these conditions, as such high-rate performance is
uncommon among gas Cherenkov detectors.

At a rate of approximately 1 MHz per tube, one can estimate the rate of random co-
incidences within the typical 60 ns timing window. Given this rate, about three random
tubes are expected to fire during the 60 ns window simply from background noise. There-
fore, isolated single-tube hits and even some small clusters observed in GRINCH that are
in-time with the trigger are entirely consistent with random background, rather than true
electron signals. This highlights the importance of clustering and track-matching tech-
niques to distinguish signal from background. It is also worth noting that all PMTs were
selected to have dark noise rates below 10 kHz, making the contribution from intrinsic
PMT dark noise within a 60 ns window negligible. While d-electrons (knock-on electrons)
can also contribute random hits, their rate is small compared to the dominant background
singles rate. In summary, the random tubes firing in the timing window—but not part of
a cluster or matched to a track—are expected and consistent with the high background

environment. Future studies could investigate whether such randoms contribute to pion
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misidentification or affect pion rejection efficiencies.

An additional observation was made during beam-off periods, after prolonged running;:
a residual rate of about 50 kHz per tube was observed, which decayed back to the nominal
dark noise rate within 1-2 hours. Since the Cherenkov threshold in the gas corresponds to
electron energies of ~10 MeV, these signals were unlikely to be due to ambient electrons
producing Cherenkov light. A plausible explanation is that radioactive decay products
from activated detector materials, likely 5-decays, produced Cherenkov light in the PMT
glass windows themselves.

Finally, for context, the NINO discriminator thresholds were set at approximately two-
thirds of the maximum single-photoelectron (SPE) signal observed. This accounts for
natural fluctuations in SPE signal amplitudes due to Poisson statistics as well as tube-to-
tube gain variations, while ensuring efficient detection of SPEs.

These observations underscore the unique challenges of operating a threshold Cherenkov
detector in the high-rate SBS environment, and the success of the GRINCH design in ad-

dressing them.
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Chapter 4

Data Analysis

Extractions of G, for this experiment are accomplished by directly comparing experimen-
tal data to Monte Carlo simulated data. For both, we select for quasi-elastic events to
minimize background, evaluate the deflection of the scattered nucleon by the magnet for
neutron—proton identification, and and make cuts to avoid biasing between protons and
neutrons. This chapter will go over the various cuts, calculations, and analysis done on
both experimental data and Monte Carlo, as well as discuss the Monte Carlo simulation

itself.

4.1 Coordinate Systems

There are several different coordinate systems used to describe the positions of the various
components of the SBS spectrometer. The choice of the best coordinate system depends
on the context.

Figure 4.1 shows the various coordinate systems of the SBS apparatus. The Hall
Coordinate System, detonated with subscript v for “vertex”, can be thought of as the
perspective of the electron beam being incident on the target. The z, direction points in
the direction of the beam, towards the beam dump, and the origin is located at the center
of the target. The x, direction points toward beam left, and the y, direction points up.

This coordinate system is useful for electron-nucleon scattering calculations.
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Figure 4.1: Coordinate systems of SBS as seen from above. The “Hall” or “vertex”
coordinate system is denoted with subscript v. The electron arm transport coordinate
system is denoted with subscript ¢tr. The HCal coordinate system is denoted with subscript
HCal. The target vertex coordinate system, illustrated on the lower right, is the target
vertex relative to the transport coordinate system. See Fig. 2.4 for the illustration of the
zx-plane angle 6 and the zy-plane angle ¢.
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The electron arm coordinate system or “transport” coordinate system, denoted with
subscript tr, can be thought of as the perspective of a scattered electron passing through
the BigBite spectrometer. The entire coordinate system has a 10° vertical incline to align
with the incline of the BigBite detector stack (see Fig. 2.5). The z, direction points from
the target center to the BigBite detector stack, xy. points towards the ground, and
completes the right-handed orthogonal coordinate system. . is parallel to the face of the
detector stack and points away from the beamline.

The “transport, target vertex” coordinate system, denoted with subscript tr,v, is a
representation of the target vertex in the coordinates that are more compatible with the
electron arm coordinate system. This system is mainly utilized to project the charged
particle track from BigBite back to the target to determine if the scattering event originated
from near the center of the target. Since the cryogenic target is 15 cm long, a cut is make
a cut on |z, < 0.07 m to ensure the event originated from the target material (see
Sec. 4.5.1.4).

The hadron arm/HCal coordinate system can be thought of as coming from the per-
spective of a scattered neutron passing through the hadron arm. The zpycy direction
points towards HCal from the target and is level with the beam pipe and the center of
HCal. The zgcq direction points towards the ground, and the ygcq direction completes
the right-handed orthogonal system. ygcq. points towards the beam pipe and is parallel
to the face of HCal.

The “ideal coordinate system” of BigBite (not pictured) is denoted as tr.r. This system

is ideal for optics validation and will be used for the optics quality cuts (see Sec. 4.5.1.2).

4.2 Particle Tracking and Reconstruction

The GMn experiment relies heavily on particle tracking in the electron arm with the GEM
detectors. The GEM detectors and their ability to operate at high rates make tracking in an

unshielded experiment like GMn possible. Comprehensive track reconstruction processes
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the many signals in the GEM detectors to reproduce the path and timing of the ionizing
particle through the electron arm. The details of the tracking algorithm are complex. A
detailed explanation of GEM tracking is given by S. Jeffas in their PhD thesis in Sec. 4.5.8
and Sec. 4.5.9 [39]. This work will briefly highlight a few key aspects of GEM tracking.
As discussed in Sec. 2.5.2, each GEM module has two-dimensions of readout strips.
The GEM modules are each of either of the perpendicular XY configuration or the 60° UV
configuration. One-dimensional clustering must first be conducted on each one-dimensional
axis: X and Y, or U and V, depending on the GEM module. This one-dimensional cluster-
ing process takes into account the magnitude of the individual readout strip ADC channel
signals, the timing of the signals, as well as the location of the channels. Two-dimensional
clusters ar<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>