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 Abstract—The utility of hyperspectral imaging (HSI) has been well established for a wide array of applications but has generated a 

need for automated screening of high volumes of large HSI cubes. We report two important automated algorithms for efficient standoff 

processing: atmospheric compensation and target detection. The atmospheric compensation method is based on a fast asymmetric least 

squares approach that is applied on a pixel-by-pixel basis. The compensation can be applied to entire images without manually identifying 

regions of interest and utilizes only in-scene information; no ancillary modeling of the atmosphere is required. An iterative target 

detection approach is also introduced which demonstrates faster speeds relative to moving window approaches. The target detection 

algorithm classifies each pixel as true target detections, near target detections, clutter, and no-calls. The algorithms were tested using 

longwave infrared data (7.7 - 11.7 µm) on forty images of twenty-four solid and powder mineral targets placed at a 14-meter standoff 

distance allowing general observations on expected detection performance for a variety of minerals. In addition to identifying anomalous 

pixels, the inclusion of “no-calls” significantly reduced the number of false detections.  
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I. INTRODUCTION 

In hyperspectral imaging (HSI), target detection is often defined as the ability to discriminate the presence of target spectral 

signatures from background clutter [1-6]. HSI detection has found application at identifying defect signatures on surfaces, 

adulterants in raw materials and food [7], but also in forensics, medical imaging and remote sensing. Because of the many 

impressive achievements, HSI has grown in popularity and applications, but the need for fully automated screening and analysis / 

clutter suppression has grown with it. As the need for better and faster algorithms grows, e.g. for onboard/onsite processing, the 

present work represents an attempt towards that end. Clutter is defined as spectral interference not associated with the target signal, 

arising from the highly varied spatial distributions in naturally occurring scenes [8-10]. This work details progress on two 

automated tools, both applicable to target detection and clutter suppression at standoff distances via analysis of HSI data measured 

in the longwave infrared with a 7.7 - 11.7 µm Telops instrument. The approach is a two-step process including atmospheric 

 
 



7 

 

compensation followed by target detection [11]. The atmospheric compensation of the first step includes a temperature-emissivity 

separation, allowing the second step to better utilize known library reflectance spectra for target detection. This pipeline can be 

applied automatically to images measured in radiance without the time- and labor-intensive need for humans to identify spatial or 

spectral regions of interest, highlighting the full analysis pathway from data collection to target detection. 

A. Atmospheric Compensation 

Early imagers often had only a few channels, but as technology has improved and computing power has grown, hyperspectral 

imagers have come into form [12-14] with hundreds of spectral bands, and higher spectral resolution across the visible and near-

infrared (VNIR), shortwave (SWIR), and longwave infrared (LWIR) domains. In the present analysis, LWIR radiance cubes were 

converted to reflectance via atmospheric compensation and temperature-emissivity separation as first steps followed by target 

detection performed in reflectance mode using library reflectance spectra. Converting at-sensor radiance to emissivity (or 

reflectance) in the longwave infrared (LWIR) region does in fact require two steps, namely atmospheric compensation followed 

by temperature emissivity separation (TES) [15][16]. This is because downstream applications such as target detection have greater 

efficacy on atmospherically corrected data than simple calibrated radiance, hence the importance of these processing steps [17]. 

Particularly in the LWIR [18][19], there can be significant variability present in a measured HSI data set, and effects such as 

radiative transfer, topography, morphology, adjacency, etc., make it difficult to estimate reflectance from radiance [9][20]. 

Moreover, atmospheric effects, illumination, acquisition geometry, adjacent environmental materials and the sensor’s own 

response can all cause spectral variability of the radiance registered by the sensor [9][11][21][22].  

 

For atmospheric compensation in the LWIR, multiple approaches exist: One method is to use in-scene information. In-Scene 

Atmospheric Compensation (ISAC) assumes negligible downwelling radiation and exploits the linearity of the remaining terms in 

the observed radiance, fitting lines for each band. Each band is properly scaled to compensate for the effect of the atmosphere on 

the brightness temperature in a linear fashion where the gain is atmospheric transmission and offset is upwelling. This approach 

assumes some pixels are simple blackbodies. Scaling in the LWIR utilizes the 11.7 μm water band [15-18][23][24]. Autonomous 

Atmospheric Compensation (AAC) similarly assumes the downwelling is negligible and utilizes the water band at 11.7 μm 

[17][24]. Emissive Empirical Line Method (EELM) utilizes presence of calibration targets for which emissivity and temperature 

are well known and utilizes linear regression for each band; EELM is an extension of the Empirical Line Method (ELM) used in 

the VNIR and SWIR domains [16]. Other approaches that employ a modeling approach create atmospheric models of the 

atmospheric terms, such as via use of a database, or more explicitly via use of Moderate Resolution Atmospheric Transmission 

(MODTRAN), a radiative transfer modeling program [21][24][25]. For scenes focused on visible to mid-wave, other approaches 

such as ATCOR, QUAC, or FLAASH are quite common [21][26-33]. Depending on the sensing scenario, the algorithms each 

make certain assumptions. For this work, we focus on a ground-based sensor and assume the upwelling term is negligible.  

 

Once an LWIR scene has been atmospherically compensated, the scene must undergo a temperature emissivity separation (TES) 

to allow estimation of reflectance used in target detection. For the TES, a range of options have been employed. For an image with 

𝑁 spectral bands, however, the challenge is that there exist 𝑁 + 1 unknowns (emissivity for each band and the temperature) and 

only 𝑁 knowns (the at-sensor radiance for each band), making it an underdetermined problem [11][15][18][24][29]. Normalized 

Emissivity Method (NEM) is one approach to solving the TES predicament [16-18] and is based on an assumption of an emissivity 

for a spectral band for maximum brightness temperature [15]. The band with maximum temperature is assigned the assumed 

emissivity and the temperature is then used to derive emissivity values for the remaining bands in that pixel [15]. The Planck-
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Modeled Temperature Emissivity Separation (PM-TES) does not require such an assumption; instead it uses in-scene statistics and 

identifies a temperature modulated region by investigating chi-squared statistics of spatially proximal pixels, then models the 

Planck function over a range of temperature and emissivity, hopefully capturing modeled ranges and thereby finding the ratios of 

emissivity for all wavelength combinations [15]. The MCMC-TES algorithm is a Bayesian approach using Markov chain Monte 

Carlo methods; it employs Gibbs sampling techniques that calculate prior distributions from an emissivity database and thus 

provide uncertainty of the estimations in the posterior [34]. ARTEMISS uses a boxcar moving average filter approach whereby 

the linear emissivity constraint (LEC) TES utilizes a piecewise linear approximation of emissivity [11]. An alternative approach 

to automating the TES involves principal component analysis (PCA) [35][36]. PCA reduces dimensions and thus helps circumvent 

the 𝑁 knowns / 𝑁 + 1 unknowns dilemma [24]. 

 

Some of the more modern approaches combine the atmospheric compensation and the TES into a single automated software: Fast 

Line-of-sight Atmospheric Analysis of Spectral Hypercubes – Infrared (FLAASH-IR) is one such algorithm [29]. FLAASH-IR 

takes a smoothness approach and minimizes the sigma squared between the computed radiance and observed data. The algorithm 

then uses this minimum to derive the atmospheric parameters from the scene to modify a MODTRAN model and determine the 

TES [29]. This approach works well for low emissivity materials as well, outperforming other approaches in this category [29]. In 

this paper, we introduce a new approach for LWIR datacubes which uses an asymmetric least-squares scene-based atmospheric 

compensation algorithm. For this work, the highest brightness temperature was used to provide and estimate for TES. The method 

uses only in-scene measurements for compensation, avoids atmospheric modeling, and extracts estimates of reflectance (a unique 

property of the analyte). The approach introduced here is applicable to standoff imaging and provides a fast compensation scheme 

that is not influenced by potential atmospheric modeling errors, resulting in a good first order compensation. Details of the 

atmospheric compensation algorithm are provided below. In essence, the algorithm accounts for reflected downwelling sky 

radiance followed by a temperature-emissivity separation approximation. 

 

 

B. Target Detection 

A popular target detection algorithm known as the generalized least squares (GLS) estimator was introduced [37] by C. Aitken 

and is also known as a matched filter [38], generalized likelihood ratio test [1][3][6], or simply GLS [20][39-40]. There are many 

target detection approaches but the focus of target detection in this paper is the spectral matched filter (generalized least squares) 

because it is well known, simple to apply, sensitive, and designed for sub-pixel detection. Many additional approaches such as the 

adaptive cosine estimator, spectral angle mapper, spectral correlation mapper, target constrained interference minimized filter, 

kernel-based methods, etc. have been employed and are discussed in references [1-4][41-43]. A distinct advantage of the GLS 

estimator, however, is that it provides both full pixel (target occupies the entire pixel) and sub-pixel detection (where target and 

clutter are both included in the same pixel signal). GLS is typically used as a binary classifier indicating that a target is either 

“detected” or “not detected” in any given pixel. In contrast, the work presented here classifies pixels into four classes: detected 

target signal, possible detections, clutter signal (non-detections), and “no-calls”. No-calls are based on a model error statistic and 

are considered anomalous pixels that should be considered neither a detection nor a typical clutter signal. The proposed algorithm 

uses a replacement model [9] that incorporates both GLS and extended least squares (ELS) [40]. ELS is directly related to 

orthogonal subspace projection (first introduced by Harsanyi and Chang [44]), orthogonal background subtraction [45], extended 

mixture modeling [46], and external parameter orthogonalization [47]. The replacement model is consistent with commonly used 
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endmember extraction methods [8] and is consistent with an important reduction of Hapke’s reflectance model [22] provided in 

[8]. 

Recently, deep learning and machine learning are also utilized for target detection. Deep learning has been shown to improve 

performance in the LWIR where temperature changes make target detection more difficult due thermal radiation being the 

dominant contributor to the signal. Using a generative adversarial network to convert the scene with unknown temperature to a 

scene with known temperature improves target detection performance with the use of a multi-scale 3D deep convolutional neural 

network [48]. Neural networks have also been shown to outperform ACE in both radiance and emissivity space for LWIR [49]. 

Similar success has been found in scenes that are in the visible-near and short-wave infrared regions, where transformers have 

been used to capture the spatial-spectral relationship [50]. The lack of training data is a concern for data hungry networks and 

investigations into the use of synthetic data [49][51].  

Global clutter models assume that the target is a rare feature (appearing only in a few pixels), where the clutter covariance is 

not significantly affected by target signal. The approach presented here does not classify clutter a priori but relies on the principle 

that detection sensitivity improves when pixels used to estimate the clutter covariance do not include target signal. Each pixel in 

an image can thus be envisioned as being embedded in clutter with the detection algorithm examining each pixel one-at-a-time. 

The pixel under examination is referred to as the Pixel-Under-Test (PUT). Windowed detection approaches assume that the clutter 

is spatially local to the PUT and evaluates each pixel one-at-a-time; a computationally intensive and slow process [3][4]. Other 

approaches include clustering, which partitions the image into spectrally contiguous clusters of similar clutter [52]. With 

partitioning algorithms, the method assumes the clutter is more homogenous with fewer clutter sources that need to be accounted 

for in each cluster, resulting in a more sensitive detection algorithm. The approach used here is an iterative algorithm that avoids 

windowing. The approach is expected to be especially useful when applied to clusters identified in the partitioning algorithms, but 

can also be applied to full, non-partitioned images as demonstrated below. The algorithm uses an initial low detection threshold 

(e.g., at an 80% confidence limit) and pixels with potential detections are removed from the clutter model iteratively until new 

detections are not found. After the iteration is completed at the low detection threshold, the removed “potential” detections are 

then tested at a higher detection threshold to find “true” detections. In this work, the iterative approach was applied to full images 

to demonstrate how the method can be used for screening.  

 

C. Experiment and Analysis 

The present method provides an automated methodology for atmospheric compensation and target detection using data from a 

previously reported HSI measurement campaign [20][53]. Briefly, standoff HSI spectra were recorded for a few solid mineral 

pieces and dozens of mineral powders, or dry solid chemicals placed in sample cups mounted on a plywood board, the board tilted 

toward the sensor and positioned at 14 m (45 ft) standoff distance as per [20]. The HSI spectral data were measured in the longwave 

infrared [7.7 - 11.7 µm, (1270 – 870 cm-1)] using a Telops Hypercam sensor at a resolution (FWHM) of 4 cm-1 (122 bands) for all 

the measurements, typically eight datacubes averaged per scan, with four scans averaged to reduce noise. The LWIR Telops has a 

mercury-cadmium-telluride focal plane array of 320 × 256 pixels with a 350 μrad/pixel using the standard optic; the instrument 

thus imaged a 1.56 m × 1.25 m scene in object space. The Telops instrument uses internal blackbody references at known 

temperatures to directly convert the digital signal to radiance [W/(m2 sr cm-1)]. Further experimental details are found in [20]. 

Example mineral sample cups are seen in Figure 1. The HSI spectra were analyzed using hemispherical reflectance reference data 

recorded in the laboratory [53], thus demonstrating that HSI data cubes can be successfully exploited using laboratory reference 

spectra, i.e. without the need for in-scene ground truth measurements. The proposed target detection algorithm compared well vs. 
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the adaptive cosine estimator (ACE), showing fewer false alarms for a number of scenarios. As seen in Figure 1, the left frame 

displays a board and samples, while the right frame plots the (laboratory) measured reflectance spectrum of four example mineral 

powders. Results for these minerals are discussed in detail below. 

 

 

Fig. 1. Example of plywood board with samples (left) and examples of four of the laboratory-measured mineral spectra (right). 

The colors in the spectral trace plot match colors of circles around the corresponding samples in the photograph. 

 

Previous work [20] performed analysis of the spectra using ROIs (regions of interest) identified by manual target detection. It 

is noted that target signal does not always perfectly match a given library target spectrum and detected pixels can themselves be 

used as target signal in further forensics of the image. This is because the detected pixels more closely align to how the target 

signal manifests in the scene than the library spectrum. Once target pixels are detected using the target detection algorithm, one or 

more target pixels can be used as targets in a subsequent analysis to detect additional possible target pixels. For example, multiple 

detected target spectra can be used in whitened principal component analysis [54]. Although not demonstrated here, it is expected 

that using in-scene targets can provide a more sensitive target detection algorithm. 

II. ALGORITHM DESCRIPTION 

Automated target detection analysis of longwave standoff hyperspectral images is a two-step process: The first step described 

in Section II.A provides atmospheric compensation and temperature-emissivity separation. The input to this algorithm is the 

measured radiance for an entire image and the output is an image of estimated reflectance, which is passed to the iterative target 

detection algorithm discussed in Section II.B. 

A. Asymmetric Least Squares In-scene Atmospheric Compensation Algorithm 

For a passive standoff scenario, the measured radiance 𝐿(𝜈) at wavenumber 𝜈 for a given pixel is modeled as 

 

 𝐿(𝜈) = (𝜀(𝜈)𝐵(𝜈, 𝑇) + (1 − 𝜀(𝜈))𝐿d(𝜈)) 𝜏(𝜈) + 𝐿u(𝜈),  (1) 
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where 𝜀(𝜈) is the emissivity of the material contributing to the signal, 𝐵(𝜈, 𝑇) is the Planck blackbody function at temperature 𝑇, 

𝐿𝑑(𝜈) is the downwelling radiance incident on the scene, (1 − 𝜀(𝜈)) = 𝑅(𝜈) is the sample reflectance using Kirchhoff’s law for 

zero absorptance, 𝜏(𝜈) is the atmospheric transmissivity and 𝐿u(𝜈) the upwelling radiance of the atmosphere between the imaged 

scene and the spectrometer. The terms are illustrated graphically in Figure 2: One must account for the atmospheric upwelling, 

downwelling, and transmission effects; for these data the upwelling effects are negligible due to the short standoff distances. We 

also note that the model assumes an isotropic distribution of the reflected light, i.e. a relatively flat BRDF (bidirectional reflection 

distribution function). While there may be some angles with increased (specular) reflectance for the polished mineral samples, the 

majority of the samples are powders where an isotropic reflectance distribution can be safely assumed [55-58]. 

 

 

Fig. 2. Depiction of the terms in the equation for measured radiance and the contributing factors. The target radiance is associated 

with all pixels in an image. 

 

For low humidity conditions at relatively close distances (e.g. < 20 m), 𝜏(𝜈) ≈ 1 in the spectral windows and 𝐿𝑢(𝜈) ≈ 0, i.e., the 

upwelling term is negligible since these are short standoff (non-satellite) distances. Equation 1 can thus be approximated as 

 

 𝐿(𝜈) = 𝜀(𝜈)𝐵(𝜈, 𝑇) + (1 − 𝜀(𝜈))𝐿d(𝜈). (2) 

 

In this approximation, two steps were used for atmospheric compensation and a third step performed temperature-emissivity 

separation: the first step accounted for sharp featured signal from the sky radiance and the second step accounted for a broad-

featured signal that spatially correlated with the sharp-featured signal. The sharper features are usually associated with small gas-

phase molecules such as water; the second step accounts for broader features associated with species such as ozone. 

For the first step, it is noted that at terrestrial temperatures 𝐵(𝜈, 𝑇) is a smooth function in the longwave infrared, and for many 

materials observed in the natural environment the term 𝜀(𝜈)𝐵(𝜈, 𝑇) is often a rather featureless graybody spectrum. Notable 

exceptions to this generalization are solid materials with reststrahlen features which have large k values, k being the imaginary 

component of the complex refractive index. Such reststrahlen bands are often observed in the spectra of minerals and other species 

with highly symmetric cations or anions [20][56-65]. In contrast, the reflected downwelling term, (1 − 𝜀(𝜈))𝐿d(𝜈), tends to 

include sharp features due to emission from small molecules such as water in the upper atmosphere [66] and slightly broader 

features due to emission from other molecules such as ozone. In the first step of the atmospheric compensation strategy, the sharp-

featured signal, 𝐿1(𝜈), is estimated by fitting a smooth curve to the signal 𝐿(𝜈) to each pixel in the image [67][68] allowing sharp 
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features to be ignored. This fit was performed using an asymmetric least squares algorithm that iterates the fit and sequentially de-

weights signal with positive residuals until convergence. No basis functions were used in the fit. Two model parameters include a 

penalty on smoothness and a threshold on non-negative residuals. This approach is analogous to fitting smooth spectral baselines 

[69]. 

To estimate the broader features in the downwelling radiance term, 𝐿2(𝜈), the second step uses an endmember extraction 

methodology (a.k.a., multivariate curve resolution [70][71]) applied to the corrected image from the first step given by 𝐿(𝜈) −

𝐿1(𝜈). Endmember extraction is a non-negative matrix factorization (a.k.a., positive matrix factorization) based on the linear 

mixture model (LMM). For a given pixel, the LMM is given by 

 

 𝐿(𝜈) − 𝐿1(𝜈) = 𝐒𝐜 + 𝐞 (3) 

 

where 𝐒 is a 𝑁 × 𝐾 set of endmembers with 𝑁 spectral bands and 𝐾 endmembers and 𝐜 is a 𝐾 × 1 set of pixel-specific contributions. 

The model fit residuals are given by 𝐞. There are many methods for performing endmember extraction. [Please see references 61 

and 62 for reviews of many methods and applications.] One of the more popular end-member extraction methods used by 

spectroscopists is an alternating least-squares (ALS) minimization with non-negativity constraints. The ALS algorithm was used 

in this work because it is also easy to employ equality constraints (this is an advantage of the ALS algorithm). Other constraints 

such as smoothness are often employed but were not used in this study. Constraints were used so that the set of endmembers were 

arranged as 

 

 𝐒 = [𝐋2 𝐛1 𝐛2 𝐒4−𝐾] (4) 

 

where the first endmember corresponded to 𝐿2(𝜈), the second and third corresponded to blackbody-like signal and the remaining 

4 − 𝐾 endmembers were included to span a significant amount of remaining systematic signal in each image. The purpose of 𝐒4−𝐾 

was to span remaining systematic variance in the data. No additional analysis of 𝐒4−𝐾 was performed. To obtain an estimate of 

𝐿2(𝜈) consistent with the previous and more easily obtained estimate of 𝐿1(𝜈), the contributions of the first endmember, 𝐋2, were 

constrained to match the contributions of sharp featured signal in 𝐿1(𝜈), i.e. the spatial statistics for 𝐿2(𝜈) match the spatial statistics 

for 𝐿1(𝜈). The 𝐿1(𝜈) signal across the images was examined with PCA, and for this work, only 50% of pixels with the highest 

𝐿1(𝜈) signal were used for equality constraints on 𝐿2(𝜈). The second and third endmember spectra, 𝐛1 and 𝐛2, were spectrally 

equality constrained to Planck functions 𝐵(𝜈, 250𝐾) and 𝐵(𝜈, 350𝐾) respectively. The information on 𝐛1 and 𝐛2, was not used 

further in the present work but are anticipated to be used as a diagnostic in future implementations. Other than non-negativity, 

𝐒4−𝐾 was not further constrained. The number of endmembers used in the linear mixture model was fourteen (𝐾 = 14) which was 

estimated by inspecting a typical image in this study with PCA, so as to provide a reasonable set of basis vectors. This helped avoid 

adding more noise to the estimate, which can occur if too many endmembers are used, and helped avoid adding a bias to the 

estimation of 𝐿2(𝜈) which can occur if too few endmembers are used. This number could also be based on capture of variance 

criterion within the 𝐿(𝜈) − 𝐿1(𝜈) image (e.g., 95 to 99%). Comparisons of (1 − 𝜀(𝜈))𝐿d(𝜈) = 𝐿1(𝜈) + 𝐿2(𝜈) on the aluminum 

board where 𝜀(𝜈) is very close to zero and 𝐿(𝜈) ≈ 𝐿d(𝜈) shows that 𝐿d(𝜈) ≈ 𝐿1(𝜈) + 𝐿2(𝜈) and that the recovered reflectance of 

the aluminum is very close to one. This work provides a proof-of-principle, and additional work with other well-characterized 

scenarios is continuing. The modulated downwelling radiance term is thus approximated as (1 − 𝜀(𝜈))𝐿d(𝜈) = 𝐿1(𝜈) + 𝐿2(𝜈). 

The atmospherically corrected image, 𝐿3(𝜈), is then simplified to: 

 

 𝐿3(𝜈) = 𝐿(𝜈) − 𝐿1(𝜈) − 𝐿2(𝜈) ≈ 𝜀(𝜈)𝐵(𝜈, 𝑇). (5) 
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The procedure outlined above provides a first order approximation for atmospheric compensation whose advantages include: 1) 

𝐿𝑑(𝜈) need not be modeled a priori, 2) the algorithm can be automated and applied to entire images without predetermined regions 

of interest for study, 3) the 𝐿1(𝜈), 𝐿2(𝜈) and (1 − 𝜀(𝜈))𝐿d(𝜈) terms are estimated for each pixel individually, and 4) the algorithm 

is reasonably fast. (The algorithm took 0.5-0.9 minutes per image on a 2017 3GHz iMac processor for images with 320 by 200 

pixels and 122 spectral bins.) The procedure allows 𝐿𝑑(𝜈) to vary across an image if applicable (e.g., due to shading, variable 

clouds and sky radiance, and changes in viewing angle across an image). 

After atmospheric compensation, the term 𝐿3(𝜈) approximates 𝜀(𝜈)𝐵(𝜈, 𝑇) in each pixel and the maximum brightness 

temperature in the image, 𝑇b, is calculated. The emissivity is estimated as 

 

 𝜀(𝜈) = 𝐿3(𝜈) 𝐵(𝜈, 𝑇b)⁄ . (6) 

 

and the reflectivity, 𝑅(𝜈), is calculated as 𝑅(𝜈) = 1 − 𝜀(𝜈). Although 𝑇b may not be appropriate for all pixels in the scene, using 

this high value ensures that 𝜀(𝜈) ≤ 1 for all pixels and can be refined in subsequent analysis. This assumption of 𝑇b does assume 

one band within one pixel of the image has an emissivity value of 1 but avoids making a similar assumption for every pixel. The 

image corresponding to 𝑅(𝜈), 𝐑, is passed to the target detection algorithm described in the next section. Although the profile of 

the emissivity spectrum may be representative of the ground truth, it is recognized that the present estimate given in Equation 6 is 

subject to a multiplicative ambiguity. This ambiguity occurs because, in the wavenumber range of interest, the Planck function is 

a smooth sloping curve such that 𝐵(𝜈, 𝑇) ≈ 𝛼𝐵(𝜈, 𝑇b) for a non-zero scalar 𝛼 where 𝜀(𝜈)𝐵(𝜈, 𝑇b) ≈ [𝜀(𝜈)𝛼−1][𝛼𝐵(𝜈, 𝑇b)]. The 

multiplicative ambiguity translates into an offset ambiguity for reflectance. Further information on how estimation errors can affect 

the final emissivity calculations for various TES approaches can be found in [11][34]. 

 

B. Target Detection 

The iterative target detection algorithm uses extended and generalized least squares (ELS-GLS) in an iterative methodology in 

three main steps: Step 1 initializes parameters such as detection thresholds and convergence parameters. Step 2 iteratively classifies 

the image into clutter and non-clutter. Non-clutter includes potential detections and “no-calls”. No-calls are outliers that are unusual 

with respect to both the clutter and the target. Potential detections are identified at a low detection threshold and identify pixels 

that potentially contain target signal but should not be included in the clutter model. In Step 3 the potential detections are classified 

into either true detections (those above a high threshold) or possible detections (those that are higher than the low threshold but 

lower than the high threshold). 

To be specific, the iterative algorithm thus classifies pixels into four classes: detected target signal, possible detections, clutter 

signal, and no-calls. Before detailing the iterative algorithm, the detector model is first described. For an 𝑀 × 𝑁 image, 𝐑, and a 

single 𝑁 × 1 target spectrum, 𝐬, the ELS-GLS estimator is given by: 

 

 [𝐜̂ 𝐓̂] = 𝐑𝐖−1[𝐬 𝐏]([𝐬 𝐏]T𝐖−1[𝐬 𝐏])−1, (7) 

 

where 𝐜̂ corresponds to the estimated target contribution to each pixel estimated using a non-negativity constraint and 𝐓̂ are 

estimated coefficients for 𝐏. The weight matrix is 𝐖 =
1

𝑀c−𝐾
𝐄c

T𝐄c and its inverse is obtained using a regularization procedure 

outlined in [39] and [40]. For a matrix of clutter spectra, 𝐑c, the columns of 𝐏 correspond to basis vectors that span large sources 
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of variance in 𝐑c obtained using principal components analysis [35][36]: 

 

 𝐑c = 𝐓c𝐏T + 𝐄c, (8) 

 

where 𝐑c and 𝐄c are 𝑀c × 𝑁 (𝑀c ≤ 𝑀), 𝐓c is a 𝑀c × 𝐾 matrix with orthogonal columns and 𝐏 is a 𝑁 × 𝐾 matrix with orthonormal 

columns, whereby 𝐄c are the residuals of a PCA model of the clutter defined in Equation 6, 𝑀c is the number of clutter pixels and 

𝐾 is the number of principal components in the PCA model. The number of principal components (PCs), 𝐾, is typically selected 

to capture the major variance in 𝐑c where often 𝐾 ≪ 𝑁. For the ELS-GLS model, the first PC corresponds to a representative 

clutter spectrum that, for non-centered data, closely approximates the mean of 𝐑c [72]. The weighting, 𝐖−1, effectively suppresses 

clutter signal but too strong of a regularization reduces the net analyte signal of the target and lowers sensitivity. In contrast, too 

weak of a regularization diminishes the specificity (causes too many false alarms). To optimize detection, each clutter scenario 

considers this tradeoff to provide the desired sensitivity and selectivity. The detection threshold for 𝐜̂ is approximated as 

 

 𝑐̂lim = 𝑡𝛼,𝑀c−𝐾−1(𝐬T𝐖−1𝐬)
−1

2 , 𝑡stat = 𝑐̂ 𝑐̂lim⁄  (9) 

 

where 𝑡𝛼,𝑀c
 is the approximate confidence limit for a t-distribution at the 1 − 𝛼 percentile and 𝑀c − 𝐾 − 1 degrees of freedom, 

and (𝐬T𝐖−1𝐬)
−1

2  is the estimation error. The t-statistic, 𝑡stat, is a ratio of the target contribution to the desired detection threshold 

displayed in the images below. 

The weighted model residuals from (6) are collected in 𝐄̂:  

 

 𝐄̂ = (𝐑 − [𝐜̂ 𝐓̂][𝐬 𝐏]T)𝐖−1 2⁄ . (10) 

 

The residual vector for the 𝑚𝑡ℎ row of 𝐄̂ is 𝐞̂𝑚
T  for 𝑚 = 1, … , 𝑀 and the corresponding weighted Q-residual is the sum-of-squares 

given by 

 

 𝑞𝑚 = 𝐞̂𝑚
T 𝐖−1𝐞̂𝑚. (11) 

 

A statistical limit for the Q-residual at the 1 − 𝛼 percentile, 𝑞α, can be estimated using the method proposed by Jackson and 

Mudholkar [73][74]. Pixels with 𝑞𝑚 > 𝑞α are classified as “no-calls” and are considered anomalous pixels that should not be 

considered detections and are removed from 𝐑c during the iterative process. 

A challenge for clutter suppression is to identify a set of representative target-free pixels 𝐑c that can be used for characterizing 

the clutter covariance but at the same time recognizing that the presence of the target signal in the clutter covariance desensitizes 

the target detection model [40]. In the iterative approach, the initial approximation for the clutter matrix, 𝐑c,0, included all pixels 

in the image: this is a reasonable assumption for cases where the overall magnitude of signal attributable to target is minor relative 

to clutter signal as was the case for the images considered in this work. 

The iterative target detection algorithm is split into three steps: The first step initializes the clutter matrix 𝐑c,0, and three detection 

thresholds. The first threshold, 𝑐̂lim,low, provides a limit for potential detections that should not be included in 𝐑c, and the second, 

𝑐̂lim,high, is used to determine “true” detections with a high confidence. The third threshold, 𝑞𝛼, determines the sensitivity to 
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anomalous signal. The objective of Step 2 is to iteratively improve the sensitivity of the target detector algorithm. The second step 

of the algorithm iteratively identifies potential detections and anomalous pixels based on 𝑐̂lim,low and 𝑞𝛼 that are both classified as 

non-clutter pixels that are iteratively removed from 𝐑c. The remainder of the pixels in 𝐑c are used as clutter pixels in the next 

iteration. After iteration converges, the pixels included in 𝐑c are classified as “clutter signal” and anomalous pixels are classified 

as “no-calls.” The remaining 𝑁detect pixels are considered potential detections classified as “detected target signal.” In Step 3, the 

detected target signal class is split into “true detections” based on 𝑐̂lim,high with the remainder of the potential detections classified 

as “near detections”. The spectra in 𝐑 and the target spectrum, 𝐬, are normalized using a one-norm normalization [40]. Examples 

using the ELS-GLS target detection algorithm are shown in Section IV. 

III. EXPERIMENTAL METHODS 

Infrard reference spectra and other specifics of the minerals and chemicals used and reported in the dendrograms of Fig. 5 have 

been detailed previously [20][55]. 

A. Sample Preparation and Laboratory Hemispherical Reflectance (HRF) Measurements. 

Twenty-four samples were prepared mostly as powders in Nalgene® cup lids, with five samples in solid form affixed to the 

boards as polished minerals/rocks, the remaining 19 samples being the powdered minerals and chemicals. Pure chemicals were 

obtained from Aldrich and minerals were obtained from other commercial sources, as has been detailed in [20]. Both hemispherical 

reflectance (HRF) and diffuse-only reflectance (DRF) spectra were measured in the laboratory and the HRF were utilized as the 

target spectra (endmembers) for this study. The broadband laboratory reference spectra were collected from 1.33 to 16.6 µm (7500 

to 600 cm-1) at 2.0 cm-1 resolution, typically averaging 2048 interferogram scans. Details of the laboratory parameters and settings 

can be found elsewhere [20][53].  

B. Field Measurements 

For field measurements, both the hard minerals and the powdered samples (in Nalgene cups) were affixed to a plywood board 

which was tilted at a 45° angle relative to ground. One board had the raw plywood as background and the other was covered with 

aluminum foil. Samples were placed in a grid manner of four rows and six columns, with 8 inches between columns and 11.3 

inches between rows [20]. Forty images of the samples were collected on 4 October 2017, ranging from 11:20 to 21:32 local time 

using the Telops Hyper-Cam, an LWIR hyperspectral imager on the Pacific Northwest National Laboratory (PNNL) campus 

(46.319°N, 119.283°W). Field measurements were in the range of 1300-850 cm-1 (7.7 - 11.7 µm ) at a resolution of 3 cm-1. Further 

experimental settings are found elsewhere [20]. As shown in the dendrogram of Figure 5 and discussed below, many of the targets 

have similar signatures that can easily result in false alarms for target detection algorithms. Examples analyses using the ELS-GLS 

and ACE target detection algorithm are shown in Section IV.  

C. Software 

Computations were performed using MATLAB 2022,23b and 24a [75] and PLS_Toolbox with MIA_Toolbox (multivariate image 

analysis) [76]. 

IV. RESULTS 

Atmospheric compensation was performed for each image individually, and target detection algorithms were executed on each of 

the compounds for each of the forty images, i.e. both for the aluminum background and the plywood background. Identical target 

detection meta-parameters were used for all images. 
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A. Atmospheric Compensation 

As an example, the top row of Fig. 3 and 4 show the measured radiance on an aluminum board designated as C1B1 for four 

selected minerals corresponding to the laboratory reflectance spectra plotted in Fig. 1. The example pixel spectra shown in Fig. 3 

and 4 are from ground truth ROI determined by visual inspection and provide an illustration of the natural variability in the 

measured radiance from a reasonably uniform material. Note, however, manual delineation of a ROI is not needed for the 

automated approach. The bottom panels of Fig. 3 and 4 plot the estimated reflectance for the same selected pixels after atmospheric 

compensation and temperature-emissivity separation. For comparison, each plot includes the corresponding laboratory measured 

reflectance spectrum (also plotted in Fig. 1). The measured radiance for onyx-calcite in the top row (2nd panel) shows water and 

ozone features from the reflected downwelling radiance, 𝐿d(𝜈). These features have been successfully accounted for using 

atmospheric compensation and are not present in the estimated reflectance for onyx-calcite in the bottom panel. In general, the 

spectral profiles of the estimated reflectance are quite similar to the corresponding library spectra with identical peak positions 

nearly all features. The estimated reflectance spectral bands (lower frames, topmost traces) are more compressed, however, with 

features displaying reduced amplitudes vs. the corresponding library spectra. For example, the estimated reflectance spectral shape 

for muscovite is notably flatter than the corresponding library spectrum but does have a very similar overall spectral profile. The 

flatness of the estimated reflectance may be due, in part, to the Level 2 (L2) compensation that accounts for downwelling radiance 

from ozone. The ozone signal is present near the 9.6 m (1040 cm-1) band from muscovite and may thus interfere with the 

atmospheric compensation. We note that there is also a gradual increase in the baseline towards shorter wavelengths (increased 

wavenumbers), likely due to the (1/λ) spectral dependence of some phenomenon such as i) a scattering mechanism such as Mie 

scattering arising from particles of a size comparable to the light wavelength, ii) some blurring from neighboring pixels, or iii) an 

offset in the temperature emissivity algorithm caused by the selection of temperature. Further analysis is needed to  better 

understand the phenomenon.  
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Fig. 3. Top row plots the measured radiance for two example minerals ammonium phosphate dibasic and onyx-calcite on aluminum 

board C1B1. The bottom frames plot the corresponding reflectance after atmospheric compensation and temperature emissivity 

separation, with the quantitative library spectra plotted in units of reflectance (0 ≤ 𝑅(𝜈) ≤ 1). 

 

Fig. 4. Top row plots the measured radiance for two example minerals dickite and muscovite on aluminum board C1B1. The 

bottom frames plot the corresponding reflectance after atmospheric compensation and temperature emissivity separation, with the 

quantitative library spectra in units of reflectance (0 ≤ 𝑅(𝜈) ≤ 1). 

 

B. Target Detection 

Twenty-two reflectance spectra were examined in this study (corresponding to the twenty minerals on the board plus a spectrum of a 

mineral not on the board and the spectrum of Nalgene) and example results are shown in Fig. 3 and 4 for ammonium phosphate dibasic 

[(NH4)2HPO4], onyx calcite, dickite and muscovite. Cluster analysis was used to gain insight for differences in target detection 

performance as a starting place, as it was expected that minerals in the same cluster would share similar performance. Furthermore, as 

the target detection had false alarms, it was common, but not always the case, that the false alarm would be from a mineral in the same 

cluster. Fig. 5 (left) shows a K-means cluster analysis dendrogram of the minerals examined in the study. For the cluster analysis, the 

laboratory measured reflectance spectra, 𝑅, were augmented in the spectral mode with the second derivative spectra, d𝑅 to emphasize 

spectral shape differences in the distance calculations for K-means. A Savitzky-Golay smooth with a seven-point window, second order 

fit and second order derivative was used to estimate d𝑅 [77]. For visualization, the minerals in a mineral cluster were assigned the same 

color, and the same color scheme was used for Fig. 5 (right) which plots the reflectance spectra for the twenty-two minerals. 

Observations for each cluster based on Fig. 5 and examining detection images are provided below. Example detection images are given 

in Figs. 6 and 7 for ammonium phosphate dibasic and dickite.  
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Fig. 5. (left) K-Means clustering dendrogram of mineral reflectance included in the study. (right) Corresponding reflectance spectra 

colored using the dendrogram clusters, where spectra of same color are from same cluster with a single mineral called out as label. 

 

The hyperspectral images of the boards were recorded over the course of the day, which corresponds to changing temperatures and 

changing solar angles over the course of the measurements. On 4 October 2017, the sunrise was at 7:00, solar noon was 12:45, and 

sunset was at 18:31 local time [78]. Temperature increased throughout the day with a maximum in late afternoon [79]. The last four 

images were acquired after sunset. Although several combinations were examined, the algorithm parameters were identical for all 

images: 𝑐̂lim,low the confidence limit was 80% (𝑡0.8,𝑀c−𝐾−1), 𝑐̂lim,high the confidence limit was 90% (𝑡0.9,𝑀c−𝐾−1), and for 𝑞𝛼 the limit 

was set at 99.999%, number of ELS principal components = 3, and GLS regularization maximum condition number = 10. The 

parameters were not optimized for any specific-image and the performance discussed below represents the performance that might be 

expected from a large-scale screening of multiple images. It is important to note that excluding pixels with high residuals on the target 

detection models reduced the number of false alarms significantly for all materials studied. These pixels are considered “no-calls” and 

appear as black pixels in Figs. 6 and 7.  

The sodium phosphate cluster corresponds to a group of materials that were difficult to detect and classify due to their low reflectance 

(𝑅 < 0.1) and relatively featureless spectra. As expected, these minerals tended to not be detected or have excessive false alarms for 

the plywood boards. Bauxite, clinoptilolite, and montmorillonite showed weak detections on plywood but also included several false 

alarms. In contrast, sodium phosphate (also in this cluster) was detected in all plywood images, with the algorithm exhibiting only a 

small number of false alarms on pyrophyllite. The t-statistic for the sodium phosphate detections increased as time of day increased, 

and was highest at 19:54 local time. 
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Target detection algorithm performance for minerals in the ripidolite cluster was better than those in the sodium phosphate cluster. 

These minerals were weakly detected on aluminum but more strongly detected on plywood, with the algorithm exhibiting false alarms 

only on other members of the same cluster. Target detection with targets of ripidolite and vermiculite had similar detection performance, 

but there were unexpected false alarms for mica-schist as the target on the plywood board. Target detection scores (with saponite as the 

target) were similar to scores with ripidolite as the target and vermiculite as the target, but target detection with saponite as the target 

had a greater number of false alarms on plywood. It is not surprising that ripidolite, vermiculite, and saponite were each falsely reported 

as the others in the target detection algorithm, given the similarity of their spectra as seen in Fig. 5, brown traces.  

For the nontronite cluster on the aluminum board, no target detections were observed for microline-silica or Quincy soil, while 

nontronite itself afforded only weak detections. The algorithm detected all three minerals on plywood, with the algorithm having 

excessive false alarms both on the boards and on the background for both targets of microline-silicate and Quincy soil. It is noted that 

all three of these minerals had strong detection scores as sand for plywood: This is not surprising because sand has a higher reflectance 

and a similar spectral shape to microline-silicate, Quincy soil, and nontronite [Fig. 5 left] as all are dominated by the Si-O reststrahlen 

doublet feature near 8.6 m (1160 cm-1) [20]. Both sericite and mica-schist were detected on aluminum and plywood, but higher 

confidence detections were reported on plywood. Both mineral targets had the algorithm give false alarms on sand likely due to sand 

having a higher reflectance and a similar spectral shape to sericite and mica-schist [Fig. 5 (left)]. Algorithm false alarms for targets on 

plywood increased toward the end of the diurnal cycle (evening) indicating the importance of the infrared reflected light term in (1). 

The algorithm detected sand on aluminum but with weak false alarms on both nontronite and sericite samples. Sand was also detected 

on plywood with strong false alarms on the nontronite and sericite samples. 

The dendrogram of Fig. 5 (left) shows that pyrophyllite has strong reflectance and the most unique spectrum of the minerals under 

study (Fig. 5 right). Pyrophillite was detected on the aluminum boards with no false alarms. Pyrophillite was also detected on plywood, 

albeit with increased false alarm rates. Some false negatives were observed for pyrophyllite, however. In contrast, sodium carbonate 

was not detected on the aluminum board. This was somewhat surprising given that sodium carbonate has a greater overall reflectance 

and a moderately unique reflectance spectrum with a band edge near 11.1 m (900 cm-1) (Fig. 5). But it is possible that the non-detection 

was due to the relatively flat spectral shape for sodium carbonate. Weak detections for sodium carbonate were also observed on plywood. 

Calcium carbonate has a strong reflectance and a more unique spectrum (Fig. 5) and was detected on both aluminum and plywood as a 

pure chemical and in a 50:50 mixture of sand and calcium carbonate. No false alarms were observed on aluminum, but a few false 

alarms were detected on plywood. 

Detection images are shown in Figs. 6 and 7 for (NH4)2HPO4 and dickite, respectively, where yellow coloring indicates target 

detections, black are no-calls, and dark blue are clutter. The images are saturated to lie on 1 ≤ t − statistic ≤ 2 based on the 𝑐lim,high. 

Fig. 5 shows that (NH4)2HPO4 has a unique spectrum but a low reflectance. Fig. 6 (left) shows that (NH4)2HPO4, was weakly detected 

on aluminum background board C1B1 with no false alarms. It is also noted that the target detection scores were weakest for the last 

board measured at time 21:32 after the sun had set. Fig. 6 (right) shows that (NH4)2HPO4, was easily detected on plywood board 

designated C1B3 but also had some weak false alarms attributed to the low reflectance for (NH4)2HPO4. 
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Fig. 6. Target detection t-statistic for ammonium phosphate dibasic. (left) Results for aluminum board C1B1 and(right) plywood 

board C1B3. Ground truth location for [(NH4)2HPO4] is indicated by a red circle. No-calls are black pixels. 

 

 

Figure 7 shows that dickite has low reflectivity and a relatively flat spectrum but is unique from the sodium phosphate cluster. 

Fig. 7 (left) shows that dickite was not detected on aluminum board C1B1. However, the target detection algorithm detected dickite 

on plywood board C1B3 (Fig. 7 right) and had weak false alarms for the montmorillonite sample below dickite, likely due to the 

common broad band at 9.4 m (1060 cm-1) for the two minerals. 

 

 

 

Fig. 7. Target detection t-statistic for dickite. (left) Results for aluminum board C1B1 and(right) plywood board C1B3. Ground 

truth location for dickite is indicated by a red circle. No-calls are black pixels. 

 

 



9 

 

To provide a comparison, the adaptive cosine estimator (ACE) target detector was applied to the atmospherically compensated 

scenes for the estimated reflectance spectra in the image. Briefly, for the 𝑚𝑡ℎ pixel, 𝐫𝑚, in the image, the centered and whitened 

response, 𝐫𝑚, is 

 

 𝐫𝑚 = 𝐖c
−1 2⁄ (𝐫𝑚 − 𝐫̅c) (12) 

 

where 𝐫̅c is the mean of the clutter spectra, 𝐑c, identified by the iterative target detection algorithm, and the clutter covariance, 

𝐖c, is given by 

 

 𝐖c =
1

𝑀c−1
(𝐑c − 𝟏𝐫̅c

T)(𝐑c − 𝟏𝐫̅c
T) (13) 

 

where 𝟏 is a 𝑀c × 1 vector of ones. The centered and whitened target is 

 

 𝐬̃𝑚 = 𝐖c
−1 2⁄ (𝐬𝑚 − 𝐫̅c) (14) 

 

 and the ACE detector is given by 

 

 𝑦
ACE,𝑚

=
𝐫𝑚

T

|𝐫𝑚|2

𝐬̃𝑚
T

|𝐬̃𝑚|2

 (15) 

 

where |𝐫𝑚|2 = (𝐫̃𝑚
T

𝐫̃𝑚)−1 2⁄
 is the two-norm and −1 ≤ 𝑦

ACE,𝑚
≤ 1. A comparison of the target detection approach outlined in 

this paper and with ACE can be seen in Fig. 8. The left of Fig. 8 is the target detection approach of this paper (matches right of 

Fig. 6), and the right of Fig. 8 is the ACE target detection approach.  

 

 

 

Fig. 8. Target detection for ammonium phosphate dibasic on plywood board C1B3. Left is the target detection approach from this 

paper (from right frame of Fig 6). Right frame is for the ACE target detector.  Ground truth is indicated by a red circle. No-calls 

are black pixels.  

 

As can be seen in Fig. 8, both algorithms successfully detected (NH4)2HPO4, but the ACE target detection algorithm displayed an 

increased number of false alarms on the plywood board for ammonium phosphate dibasic and it is noteworthy that ACE showed false 

alarms on pixels in the background behind the plywood board. These images use the same detection threshold in both algorithms as 

well as the same atmospheric compensation, so as to compare, as close possible, the two algorithms for target detection. Both analyses 

used the same clutter; without this clutter the ACE target detection displayed still additional false alarms to those shown in Fig. 8. A 

user can adjust thresholds post processing to determine which  threshold setting provides the desired results and likely with additional 

tweaking the ACE detector would have less false alarms. On some of the boards and images, ACE performed comparably, but, in 

general, when they differed in performance the ACE algorithm displayed successful detection but an increased number of  false alarms.  
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 For comparison, Fig. 9 (left frame) shows receiver operator characteristic (ROC) curves for iterative target detection and ACE with 

an ammonium phosphate dibasic (NH3)2PO4 target on the C1B3 plywood board corresponding to Figure 8. The curves were calculated 

for true negative pixels and pixels fully filled with target. Mixed pixels were not included in the calculation. The ROC curves show that 

both target detection and ACE have a detection threshold that perfectly detects full target pixels from true negative pixels, however it is 

noted that in an automated analysis with unknown ground truth a detection threshold also needs to be established automatically from 

the image under analysis. Figure 9 (right frame) elaborates on the ROC curves to show detection performance versus the corresponding 

detection statistic: the cosine for ACE and the t-statistic for target detection. The vertical red line indicates the 95% false alarm threshold 

calculated from the null (clutter) distributions used for Fig. 8. It is noted that the same clutter, 𝐑c, that had no-calls excluded was use 

for target detection and ACE although in practice ACE does not typically identify no-calls. 

 

Fig. 9. (left) ROC curves for iterative target detection and ACE. (right) Detection performance versus the corresponding detection 

statistic: the cosine for ACE and the t-statistic for target detection. The approximate region of split between true negatives and full 

target pixels is indicated. 

 

Fig. 10 shows the estimation error [(𝐬T𝐖−1𝐬)
−1

2 ] for the four example minerals on all ten boards studied. The estimation error was 

used with the confidence limit, 𝑐lim,high, to calculate the t-statistic. The top row of Fig. 10 corresponds to the aluminum boards and the 

bottom row to the plywood boards. Each set of five bars correspond the time of image acquisition from left to right for the five bars in 

each group. The greater the error, the more similarly the spectrum maps to the background clutter.  
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Fig. 10. Estimation error for aluminum board (top) and plywood board (bottom). Each set of fives bars correspond the time of image 

acquisition from left to right. AmPhoDi is ammonium phosphate dibasic. 

 

The plots in Fig. 10 are consistent with the observations given above for each of the 22 minerals. In general, the target detection 

estimation error was higher on the aluminum boards (Fig. 10 top panel) compared to the plywood boards. Detection algorithm 

performance for dickite was poor and had the highest estimation error of the four example minerals, due largely to it weak-featured 

spectrum in the LWIR. In contrast, ammonium phosphate dibasic exhibited better detectivity using this algorithm with a lower 

estimation error, due to its strong reflectance and structured spectrum as seen in Figure 3 [59]. Muscovite had the lowest target 

detection estimation error for these samples and highest false alarms on plywood boards. 

 

V. DISCUSSION AND CONCLUSIONS 

 

Improvements in hyperspectral imaging hardware are resulting in higher resolution in the spatial, spectral, and temporal 

domains: more data, more quickly. The improvements are generating a corresponding need for algorithms that can efficiently and 

accurately screen large numbers of HS frames. For standoff applications the following steps are crucial: 1) atmospheric 

compensation and temperature-emissivity separation, 2) target and anomaly detection with available library spectra, and 3) 

optimization of algorithm parameters tuned to specific imaged scenarios. This work has shown good progress at implementing 

Steps 1 and 2 and provided insights expected to aid in Step 3. 

The atmospheric compensation algorithm presented in this paper was based on the observation that downwelling atmospheric 

radiance tends to include sharp spectral features that can be accounted for using an asymmetric least squares baselining algorithm. 

The approach was relatively fast, used only in-scene information, did not require manual selection of regions of interest, and 

provided easily interpretable results. For example, additional forensics could be performed on the corrected spectra and the 

downwelling radiance signal to identify anomalies and pixels that exhibit a blackbody signal. Anomalies often warrant additional 
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inspection while blackbody pixels would not demonstrate noteworthy emissivity spectra. A simple temperature-emissivity 

algorithm was employed to the corrected spectra. The resulting estimated reflectance spectra generally had spectral shapes similar 

to the library spectra but were typically offset. It was noted that the estimated reflectance spectra for a few of the minerals studied 

(e.g., muscovite) showed a flattening of the spectral shape compared to the library spectra. 

Target detection is often employed locally, e.g., with a moving window of pixels, or applied to partitioned images. Typically, 

detection sensitivity improves for local models because fewer sources of clutter (interference signal) need to be accounted for. 

Target detection algorithm sensitivity also improves by removing target signal from the clutter model. Moving window approaches 

often use guard pixels (buffer pixels around the PUT) to avoid including target signal in the pixel under test, but this approach is 

computationally expensive and slow. In comparison, the algorithm presented in this paper excludes the potential target signal 

iteratively based on a low detection threshold (in this study two to three iterations were typical) and provides fast screening of the 

images. The approach did not require manual selection of regions of interest and avoided excessive false alarms by excluding 

pixels with high residuals in the detection model and classed these pixels as no-calls. Pixels classified as no-calls are considered 

anomalies relative to the target and typical clutter. To demonstrate the ability to automatically screen images for signals of interest, 

this study applied iterative target detection to each image without manually selecting regions of interest. The approach is expected 

to further improve when applied to individual segments of partitioned images but can still be applied to entire images. 

Improvements are also expected when algorithm parameters are tuned to individual segments in specific imaged scenarios. Next 

steps also require testing this approach on a larger, more complex field scene with less certainty in the ground truth.  

For this study, algorithm parameters for atmospheric compensation and iterative target detection (e.g., detection thresholds and 

clutter modeling) were held constant. Although some atmospheric effects were observed, differences in detection algorithm 

performance were then primarily attributed to changes in the target signal (its reflectance spectrum) and sources of clutter in an 

image. Our findings may be summarized as follows: First, the target detection algorithm was more sensitive (more known target 

pixels were detected i.e., it had more true positives detected) on the plywood boards compared to the aluminum boards. Second, 

the number of false alarms was significantly reduced by setting pixels with high residuals on the target detection model as “no-

calls”. Third, lower estimation errors tended to result in higher sensitivity. Fourth, the algorithm has poor sensitivity to spectra 

with low %R and flat (featureless) spectral shapes. Fifth, spectra with high reflectance tended to have high sensitivity. And sixth, 

as expected, detections on target spectra with unique spectral shapes and sharper features tended to be better with fewer false 

alarms than other spectra [80][81]. 

The approach presented in this paper is an efficient first order screening methodology for automated atmospheric compensation 

and target detection in standoff hyperspectral imaging. Future work could include the use of target mineral spectra, once target 

minerals have been identified, as the basis vectors. Additionally, and significantly, an automated procedure for identifying scenario-

specific algorithm parameters is needed. 

 

DATA SHARING: Data sharing is not applicable to this article, as no new data were created or analyzed. 
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