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The Electron-Ion Collider (EIC) requires a high-energy cooler to maintain excellent beam quality
and achieve high luminosity throughout long collision stores. To meet this requirement, the EIC
project has adopted a novel approach known as Coherent Electron Cooling (CeC)—referred to
as Strong Hadron Cooling (SHC)—which can provide rapid cooling rates at high energies. The
SHC relies on an Energy Recovery Linac (ERL) to provide the intense, high-quality, and low-noise
electron beam essential for the cooling process. This paper summarizes the design progress of
the Strong Hadron Cooler for the EIC. We discuss key aspects of the project, including cooling
physics modeling, luminosity evolution during collisions, the ERL design, risk mitigation strategies,
remaining challenges, and ongoing R&D efforts.

I. Introduction

The US Department of Energy (DOE) has selected the Electron-Ion Collider (EIC), a new facility
for studying the QCD frontier. Achieving the high average luminosity requires maintaining a small
hadron beam emittance during collisions. This is accomplished through Strong Hadron Cooling
(SHC) to counteract emittance growth from effects like intra-beam scattering (IBS), thus keeping
the average luminosity nearly equal to its peak value of 1.03 x 103*s~! cm~2 for e-p collisions at a
center-of-mass energy (FE..,) of 105GeV. Beam cooling is essential for substantially reducing the
emittance of the proton or ion beams and preserving these parameters throughout the beam store.

Due to high particle densities, conventional stochastic cooling systems for the EIC’s proton beams
require a 10- to 100-fold increase in bandwidth to provide the cooling rates needed to suppress IBS-
induced emittance growth and the corresponding luminosity reduction. This bandwidth is realized
by replacing traditional hardware (pick-ups, cables, amplifiers, kickers) with a cold electron beam
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that functions as both a pickup and a kicker, exploiting electron beam dynamics to achieve the
necessary wideband amplification. Other approaches are also under investigation.

Two primary hadron cooling systems are planned for the EIC: a Low-Energy Cooler (LEC) for
hadrons at the injection energy of 24.5 GeV, and a high-energy cooler to maintain luminosity at
collision energies of 100 GeV and 275 GeV. The latter is the main Strong Hadron Cooling (SHC)
system for the project. This report summarizes the design progress of the SHC.

II. EIC high energy cooling requirements
The EIC SHC is essential for the EIC to achieve a luminosity of 1 x 103* cm=2s7!. The key
cooling requirements are:

1. Counteract longitudinal and transverse emittance growth during long stores. The cooling
time must be less than or equal to the emittance growth time from all diffusion sources. The
dominant source is Intra-Beam Scattering (IBS), with longitudinal and horizontal growth
times of 2h to 3h. The beam-beam diffusion time is approximately 5h in the vertical plane.

. Provide cooling at top energies (275 GeV for protons, as well as 100 GeV and 41 GeV).
. Ensure the cooling section hardware fits within the available space in the IR-2 tunnel.

. Accommodate various ion species, including protons, 3He, and heavy ions up to gold.
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. Operate with ion beam currents up to 1A and bunch repetition rates from 24.6 MHz (at
injection) to 98.5 MHz (at collision).

6. Maintain effective horizontal cooling for particles with transverse amplitudes up to 5.

ITI. Various high energy coolers overview

From August to December 2020, an alternative accelerator design review was conducted to select
the preferred cooling method for the EIC. The alternatives considered to achieve high luminosity
for the EIC were:

1. Best Luminosity without Strong Hadron Cooling: This alternative excludes cooling
from the project scope. However, it allows for contingency funds to potentially add cooling
later if project performance permits.

2. Strong Hadron Cooling (SHC): This alternative assumes Coherent Electron Cooling
(CeC) as the primary method, proceeding with cooling R&D and including SHC in the
baseline design.

3. Frequent On-Energy Injection: This alternative assumes no strong cooling R&D or
construction within the project scope, relying instead on frequent on-energy injection.

4. Combination of SHC and On-Energy Injection: This alternative includes a lattice
compatible with frequent on-energy injection while simultaneously pursuing cooling R&D,
keeping both options available until CD-3.

Technical performance, overall risks, and life-cycle costs were evaluated for each solution. Alterna-
tive One serves as a fallback for Alternative Two, should the SHC development timeline exceed the
current construction schedule, while still permitting a future SHC upgrade. Based on the analysis
by the independent review panel, the Office of Nuclear Physics recommended Alternative Two,
strong hadron cooling, as the preferred approach for the EIC Project.

During the EIC hadron cooling design phase, additional concepts were proposed. A task force
was assembled to evaluate and assess these multiple high-energy cooling proposals, which are
discussed within the hadron cooling design framework.

There are two major categories of cooling: stochastic cooling and electron cooling. Stochastic
cooling can be subdivided into microwave stochastic cooling (typically operating in the 1 GHz
to 10 GHz range), coherent electron cooling, and optical stochastic cooling (operating at optical
frequencies, 30 THz to 300 THz).

We summarize these concepts and findings below. Proposals 1-3 are based on stochastic cooling,
utilizing electrons or photons for amplification. Proposals 4-8 are variations of electron cooling.
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1. Coherent electron cooling by micro-bunching amplifier
2. Coherent electron cooling by plasma cascade amplifier

. Optical stochastic cooling
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. Ring-based electron cooling using damping wigglers
. Ring-based electron cooling driven by an induction linac
ERL-based cooler with circulator ring

. A dual-energy storage ring-based electron cooling
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. Single-turn ERL-based cooling using multiple guns

A. Coherent Electron Cooling by Micro-Bunching Amplifier

Coherent electron cooling (CeC), originally proposed by Derbenev and Litvinenko [I], 2], is
expected to achieve higher cooling rates than those available from conventional electron cooling
techniques. It was selected as the baseline cooling method for the EIC due to its high efficiency
in cooling high-energy protons. The CeC mechanism is similar to stochastic cooling but utilizes
an electron beam instead of RF signals to increase the amplifier bandwidth. D.Ratner proposed a
broadband amplification scheme[3], Microbunched Electron Cooling (MBEC), where amplification
is achieved via a sequence of drifts and chicanes. Then G. Stupakov developed detailed theory
and discussed the possible solution for cool the proton beam for the EIC [4, [5]. In this scheme,
density perturbations in the drift sections execute a quarter-wavelength plasma oscillation. This
cooling system is designed to deliver the required performance across the full EIC energy range,
with cooling times on the order of one hour. This method is discussed in detail in Section [VE]

B. Coherent Electron Cooling by Plasma-Cascade Amplifier

Similar to the above method, CeC based on a Plasma-Cascade Amplifier utilizes the plasma-
cascade microbunching instability [6], which arises in a beam propagating along a straight path.
This instability is driven by variations in the beam density and the corresponding modulation of the
beam’s plasma frequency. A key advantage of the PCA concept is that it does not require physical
separation of the electron and hadron beams, which simplifies their longitudinal alignment. While
PCA experiments are in progress at RHIC, a preliminary evaluation of a PCA for EIC hadron
cooling has been performed. Compared to the parameters for the ongoing CeC experiment, the
proposed EIC PCA requires a higher beam energy, higher peak current, and lower emittance, all
of which are beyond the current state of the art. Furthermore, due to the short bunch length and
the limited range of the wake potential, this method can only cool a very narrow range of ions.

C. Optical Stochastic Cooling

Optical stochastic cooling (OSC) substantially extends the frequency range of conventional mi-
crowave stochastic cooling from 1 GHz to 10 GHz to the optical regime of 30 THz to 300 THz. This
method has been experimentally demonstrated at Fermi Lab Integrable Optics Test Accelerator|[7].
In an OSC system, undulators serve as both the pickup and the kicker, with the signal being am-
plified by an optical amplifier. Following a successful demonstration of OSC at Fermilab, V.A.
Lebedev proposed its use for high-energy cooling at the EIC [§]. An essential component of OSC
is a chicane, which delays the ion beam to match the travel time of its own radiation through
the optical amplifier. This synchronization ensures that each ion interacts with its own amplified
radiation signal in the kicker.

Zholents, Rebuffi, and Shi proposed using an electron storage ring to cool high-energy hadron
beams in the EIC using traditional electron cooling, replacing previously considered radiation cool-
ing [9H1I] with optical stochastic cooling (OSC). They showed in [I2] that using extreme ultraviolet
(EUV) light from wigglers can boost the cooling system’s bandwidth to ~10 PHz, enabling fast
damping without light amplification. This is achieved by applying multiple uncorrelated correc-
tions in a single cooling insertion and combining several insertions into an efficient cooling cascade.
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However, employing a large bandwidth increases the probability for electrons to miss interaction in
the kicker wiggler with light they radiate in the pickup wiggler due to an incorrect delay obtained
on the path from the pickup to the kicker. A follow-up study [I3] concluded that forcing each elec-
tron to interact with its own radiation signal multiple times in the cooling cascade is incompatible
with a requirement for a compact design of the cooling insertion.

D. Ring based electron cooling using damping wigglers

The ring-based cooler approach utilizes conventional electron cooling, where electrons that con-
tinuously interact with the hadron beam are themselves cooled via radiation damping in a storage
ring wiggler. This concept was proposed for the EIC in 2021 [IT] and has since undergone substan-
tial development. The transverse electron emittance is determined by a balance between radiation
damping and various heating effects, including quantum excitation in dipoles and wigglers, beam-
beam scattering with the ions, and intra-beam scattering (IBS) of the electrons in regions with
non-zero dispersion. A preliminary lattice design has been developed that balances the competing
requirements of small dispersion to minimize IBS and larger dispersion for chromaticity correction.
The expected horizontal and longitudinal cooling times are on the order of 2h to 3 h. This method
was considered as the EIC alternative option and had significantly design progress. The details
description can be found in the tech-notes [I4].

E. Ring based electron cooling driven by an induction linac

A proposal from Fermilab suggests employing a pulsed, DC-like electron beam (830ns pulse
length) with a current of 50 A to 100 A at energies of 55MeV to 147MeV [I5]. In this scheme,
an induction linac accelerates each pulse for injection into a cooling ring, as depicted in Fig. [I5]
The beam circulates for approximately 6000 turns while cooling the EIC proton beam before being
extracted to a beam dump and replaced with a fresh pulse every 5ms. This pulsed replacement
approach significantly reduces the average power required from the induction linac compared to
a continuous source. The use of a coasting (DC) electron beam structure simplifies the overall
cooling scheme design. At the maximum energy of 147 MeV, the average power deposited in the
beam dump is approximately 2.5 MW. This proposed system is projected to deliver the required
cooling performance across the entire EIC energy range, achieving cooling times of 1h to 2h.

F. Multiple guns beam merging ERL-based electron cooling

A single-turn Energy Recovery Linac (ERL) is expected to provide the optimal beam quality
at the high average currents required for hadron cooling [16]. However, the necessary current is
at least six times greater than that achieved by state-of-the-art high-voltage DC (HVDC) electron
guns. To overcome the current limitations of a single gun and mitigate the energy-spread increase
caused by Coherent Synchrotron Radiation (CSR) in multi-turn ERLs, a beam merging system
using multiple guns is proposed. For example, to achieve a target current of 400 mA, one could use
four guns producing 100 mA each. Alternatively, employing six guns would lower the requirement
per gun to 67mA, a current that has been experimentally demonstrated.

The concept of merging beams, which relies on a kicker system to interleave bunches onto a
common axis, was explored during early EIC R&D. To produce a final beam of 4nC bunches
at 98.5 MHz, each of four guns would generate 4nC bunches at a quarter of the repetition rate,
24.6 MHz. The 24.6 MHz merging kicker could be realized as either an LC circuit-based capacitor
kicker [I7] or a cavity-based, ferrite-dominated RF kicker [18]. After merging, the combined beam
is accelerated to over 10 MeV for injection into the main ERL. As described in the EIC pre-CDR,
this single-turn ERL configuration is expected to preserve beam quality more effectively than
multi-turn designs.

A major challenge is the resulting beam power at the dump, estimated at 4 MW, which exceeds
the capacity of typical high-power beam dumps. To manage this, the spent beam can be decelerated
in an RF structure before reaching the dump. For improved wall-plug efficiency, an RF output
coupler can extract power from the decelerating beam. This recovered RF power can then be used
to compensate for power losses in the main E-linac cavities, enhancing the overall energy recovery
process.
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IV. Roadmap to achieve the cooling requirements

Following a 2020 review, Coherent Electron Cooling (CeC) was selected as the primary method
for the EIC’s high-energy cooler, referred strong hadron cooling (SHC) in the EIC. An EIC hadron
cooling roadmap, initiated in 2021, has been updated annually to reflect design, scope, and schedule
progress.

During the 2023 design phase, it became clear that a conventional electron cooler was a desirable
addition at the injection energy. This cooler would be integrated into the same ERL to achieve
the required beam emittances at lower energies (e.g., the 24 GeV injection energy) and provide
a potential path for a 41 GeV storage cooler. Consequently, the EIC hadron cooler scope was
updated to include both an SHC and a low energy conventional electron cooler (LEC).

The novel physics and technology underlying the SHC present a significant risk of delayed delivery
to the EIC project. To mitigate this schedule risk, a pre-conceptual design study was initiated for
an alternative cooling method based on incoherent electron cooling in a storage ring [14]. The
cooling capability of such a system is, however, limited to high energies, specifically 275 GeV for
protons and 100 GeV for gold ions.

In parallel, the CeC-X experiment at RHIC, supported by RHIC operational funds and not the
EIC project, aims to demonstrate coherent cooling on a low-energy Au ion beam. Although CeC-X
uses a different amplification scheme (plasma-cascade amplification) than the one planned for the
EIC, its results could provide valuable design information. However, the outcome of CeC-X is not
considered a deciding factor for the viability of the SHC in meeting EIC requirements.

As an additional risk mitigation strategy against the delayed availability of the SHC, the existing
RHIC stochastic cooler can be upgraded for EIC use by increasing its amplifier power for heavy
ion cooling. Further studies will be assigned to define the capabilities, optimal hardware locations,
and cost of this stochastic cooling upgrade.

By 2025, significant technical risks associated with the high-energy cooling system remained
unresolved, and luminosity studies indicated that even with the SHC scenario, the projected average
luminosity would be less than half of the ultimate requirement. The detailed analysis is described
in section [VD] and section [VJ| Consequently, due to these unresolved risks and performance
limitations, the design efforts for advanced high-energy cooling—including both SHC and the
storage ring cooler designs, were terminated within the EIC project scope. The mitigation of
remaining risks is now being pursued by resources outside of the main project.

V. Strong Hadron Cooling design

The design study for microbunched electron cooling includes the following activities:

e Cooling Physics Modeling: Develop and apply physics models and simulation codes to
represent the cooling process accurately.

e Cooling Section Design: Engineer the lattice, magnets, and diagnostic systems for the
complete cooling section.

e Luminosity Performance Modeling: Integrate the cooler model into full collider simu-
lations to project and optimize the machine’s luminosity.

e ERL Design: Develop the complete design for the ERL, including RF systems, magnets,
and beam dynamics.

e Critical Component R&D: Conduct targeted research and development for key enabling
technologies, such as the high-current electron gun and the amplification system.

The schmatic drawing of the SHC facility as well as hadron beamline is shown in the Fig.
It consists of Energy Recovery Linac, electron-hadron overlap section, Injector Cooler(precooler)
bypass beamline.

A. 1D, 2D and hybrid model

The simplest way to model the process of microbunched electron cooling is to treat the electrons
and hadrons as rigid Gaussian discs of charge, with transverse sizes equal to the relevant beam
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FIG. 1. Representative diagram of the ERL with the cooling section at the 2 o’clock straight. The driver
ERL which is housed in its own building is shown on the right of the figure inside the dashed line. The top
part of the figure is the cooling section consisting of modulator, amplifier, and kicker. Below the cooling
section is a return line that takes the beam back to the booster and main linacs. The bottom part of the
figure shows an expanded view of the ERL including the gun, injector linac, booster (BSR) linac, main
(LA) linac, PX, P2 and P3 chicanes, (P2/P3 not shown for clarity), laser heater and beam dump chicanes.
Shown in the return line is the 591 MHz “chirper" cavity identical to the 591 MHz 5-cell cavities in the
LA linac used to control energy spread of the second-pass beam. The pink beamline is a bypass beginning
at the PX chicane for the 13 MeV beam used for cooling the injected beam (precooling) in the HSR. The
precooling beam bypasses the amplifier section in the cooler but otherwise follows the same beamlines as
the modes A and B beams.

sizes. We can then write down expressions for the longitudinal force between a hadron and electron
disc, or between two electron discs, as a function of the longitudinal distance between them. From
here, an expression for the one-dimensional wake function can be derived, which gives the energy
kick a hadron receives in the kicker as a function of its delay in moving from modulator to kicker.
Detailed expressions and derivations are provided in [4} [5] [19].

An improvement to this paradigm is to use a hybrid model which continues to consider the
electrons as discs but treats the hadrons as point particles with arbitrary transverse offsets in the
modulator and kicker. This requires only a change to the electron-hadron interaction terms, as
detailed in [20].

In addition to the coherent kick which a hadron receives due to its own wake, it also receives
energy kicks arising from the wakes of neighboring hadrons and electrons. Since these additional
kicks are not correlated with the phase-space coordinates of the kicked particle, they act in an
incoherent manner to increase the beam emittance in a process termed “diffusion.” Diffusion due
to noise in the hadron beam is discussed in [4, 5] 19, 21] and an extension of this model to the case
of electron noise is provided in [22].

In order to maximize the cooling rate, it is desirable to significantly amplify the imprint of the
hadrons on the electron beam, resulting in fractional fluctuations in the electron density that are
a significant fraction of one. In this case, the linear theory upon which the previous results are
based breaks down. Additional complications arise from the fact that electrons and hadrons with
different energy offsets will drift relative to one another in the modulator and kicker and the fact
that electrons receive delays in the amplification sections that depend on their transverse actions.
In order to handle these effects, we have developed a particle-in-cell (PIC) code which tracks the
hadron and electron macroparticles within a narrow slice of the beam through a single pass of the
cooling section. Tracking once with initial random noise in both beams gives us a baseline kick-
vs-z curve. Tracking again with the same initial noise as before, but with an additional hadron
macroparticle at the origin in the modulator, and subtracting off the baseline gives us an effective
wake function. Comparing this to the wake functions extracted from theory allows us to derive
effective scaling factors by which to reduce the theoretical wakes in order to take account of the
nonlinearities. Additional details are provided in [23] and Section III of [22].
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B. 3D model

A set of fully three-dimensional theoretical and simulation techniques has also been developed
for the study of microbunched electron cooling (MBEC)[24]. Our model incorporates previously
neglected features and effects, such as the point charge nature of the electrons, as well as their
angular spread and transverse motion (betatron oscillations). A three-dimensional macroparticle
simulation algorithm, along with a Vlasov equation-based, frequency-domain theoretical formalism,
have been used to track the modulation of the electron beam along the entire cooling lattice,
allowing us to perform a comprehensive study of the generalized wakefield of the system (a key
figure of merit for the cooler). In general, good agreement has been observed between theory and
simulation-based approaches (see Figure . Moreover, the results from our 3D toolkit have been
compared to their counterparts from simplified but computationally faster approximate models
(disk-based or hybrid) used for optimization purposes. For the parameter set considered here
(based on the EIC baseline for 100 GeV protons and assuming a cooler electron beam with a 10
A peak current), the 3D calculation essentially confirms the validity of the performance figures
from the approximate models. In conclusion, although computationally intensive and relatively
slow, the 3D model provides a necessary complement and benchmark for faster but less rigorous
techniques, such as the hybrid model, as the sufficient accuracy of the latter cannot be taken for
granted.
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FIG. 2. On-axis wake profiles for the peak electron current. Here, wo (which represents the total energy
change of the kicker proton) is plotted versus the longitudinal offset z. Data shown are from 3D theory
(blue solid lines), 3D simulation (red dashed lines), and the hybrid model (green solid lines). The hybrid
model data are courtesy of W. Bergan.

C. Beam requirements and main parameter table

Optimal parameters for cooling 275 and 100 GeV protons were obtained using a multi-objective
genetic optimizer [25] followed by manual fine-tuning, and are displayed in Tab. Since the
cooling force depends on the local electron current, it is desirable to have a flat-top electron current
distribution, which we approximate as a 4th-order supergaussian. The “equivalent Gaussian bunch
length” quoted in the table corresponds to the length which a Gaussian bunch of the same charge
would need to have in order for its central current to match that of the supergaussian bunch. The
current distribution of the supergaussian is given by I(z) = Ioe*(zQ/ 20" where Iy = \/2%(‘0 is the

peak current, IV is the order of the supergaussian, o = %UZ, o, is the “equivalent Gaussian

bunch length” of the electron beam, and @ is the total bunch charge.
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TABLE I. Parameters for Longitudinal and Transverse Cooling at Store

Case 100 GeV 275 GeV
Geometry

Modulator Length (m) 33 33
Kicker Length (m) 33 33
Number of Amplifier Drifts 2 2
Amplifier Drift Lengths (m) 49 49
Proton Parameters

Protons per Bunch 6.9e10 6.9¢10

Fit Proton Bunch Length (cm) 7 6
Proton Fractional Energy Spread 8.5e-4 6.0e-4
Proton Emittance (x/y) (nm) 30 / 2.7 113 /1
Horizontal /Vertical Proton Betas in Modulator (m) 16.6 / 16.4 21.0 / 19.6
Horizontal /Vertical Proton Alphas in Modulator 0/0 0/0
Horizontal /Vertical Proton Dispersion in Modulator (m) 0.0036 / 0.096 0.0019 / 0.067
Horizontal /Vertical Proton Dispersion Derivative in Modulator 0.030 / -0.0099 0.030 / -0.0049
Horizontal/Vertical Proton Betas in Kicker (m) 16.6 / 16.4 21.0 / 19.6
Horizontal /Vertical Proton Alphas in Kicker 0/0 0/0
Horizontal /Vertical Proton Dispersion in Kicker (m) 0.0036 / 0.096 0.0019 / 0.067
Horizontal /Vertical Proton Dispersion Derivative in Kicker -0.030 / 0.0099 -0.030 / 0.0049
Proton Horizontal /Vertical Phase Advance (rad) 3.227 / 4.72  3.162 / 4.44
R56 in Proton Chicane (mm) 4.2 0.95
Electron Parameters

Electron Bunch Charge (nC) 1 1
Equivalent Gaussian Electron Bunch Length (mm) 12 9.4
RMS Electron Bunch Length (mm) 9 7
Electron Peak Current (A) ~ 10 ~ 13
Electron Supergaussian Order 4 4
Electron Fractional Slice Energy Spread le-4 5.9e-5
Electron Normalized Emittance (x/y) (mm-mrad) 2.8 /2.8 2.8 /28
Horizontal /Vertical Electron Betas in Modulator (m) 20 / 20 214 /214
Horizontal /Vertical Electron Betas in Kicker (m) 29.7 /4.1 79 /79
Horizontal/ Vertical Electron Betas in Amplifiers (m) 12.0 / 12.0 49 /4.9
R56 in First Electron Chicane (mm) 23.3 12.0

R56 in Second Electron Chicane (mm) -16.7 -6.7

R56 in Third Electron Chicane (mm) -18.2 -6.8

Cooling Times

Horizontal /Vertical /Longitudinal Initial IBS Times (hours) 20/40/25 20/-/29

Horizontal /Vertical /Longitudinal Beam-Beam Times (hours) 200/50/- 200/50/-
Horizontal /Vertical /Longitudinal Initial Cooling Times (hours) 1.9 /4.7 /3.3 1.0 / 13.5 / 1.5

D. Luminosity model

In order to understand the long-term evolution of the proton bunch, including microbunched
electron cooling as well as growth due to IBS and the beam-beam effect, we have developed a long-
term luminosity model, as discussed in [26]. This initializes ten thousand hadron macroparticles and
uses a handful of transfer matrices to track them through a simplified hadron storage ring (HSR)
consisting of an RF cavity, modulator, kicker, and interaction point (IP). In order to perform the
tracking in a reasonable time, we treat each simulated passage through the ring as N = 10° real
turns. Therefore, we scale up the coherent cooling kicks by a factor of N, and incoherent kicks
from diffusion, IBS, and beam-beam by a factor of v/N.

The RF cavity uses both 591 and 197 MHz sine waves to provide an energy kick to each hadron
each simulated turn based on its longitudinal offset from the bunch center, enabling synchrotron
motion. At this stage, we calculate the IBS rates using Sergei Nagaitsev’s rewriting [27] of the
Bjorken-Mtingwa formulas [28]. We extract the necessary optics functions around the ring from a
realistic lattice, obtain the horizontal and vertical emittances of the bunch from exponential fits of
individual hadron actions, and use Gaussian fits of hadron longitudinal positions and energy offsets
to get the bunch length and energy spread. The use of fits rather than direct RMS values here
de-emphasizes long tails which may develop under the influence of cooling and instead focuses on
the parameters at the core of the beam. With the IBS rates known, we apply a Gaussian random
kick to each hadron’s transverse angles and energy offset with the size chosen to give the correct
heating rate. Such a kick is applied once per simulated turn at the RF location, where we assume
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zero dispersion. The kick for a particle at coordinates (z,y, 2) is scaled by \/p(z,y, 2)/{p(z,y, 2)),
where p(z,y, z) is the local 3D hadron density and the average is taken over all macroparticles.
This reflects the fact that hadrons near the beam core will have more frequent collisions, generating
faster IBS growth. Explicitly, the kicks are given by:

2 pe.0(x,y, 2) At
/ / ) J)
© 1
¥ty \/ ERPES) B
2 e p(x,y, 2) At
! / Y-y ' I
Yy =y +g
\/ By (ol . 2)
20 p(x,y, 2) At
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where g, , . are independent Gaussian random numbers with mean 0 and RMS 1, A, , . are the
IBS rates in the three planes, €, , are the transverse RMS emittances, 3, , are the transverse beta
functions at the kick location, o is the RMS fractional energy spread, and At is the length of the
simulated timestep. It can be verified that such kicks will yield the desired emittance growth rates.

The beam-beam effect is assumed to increase the beam emittance with constant growth times
of 20 hours horizontally and 5 hours vertically. As in the case of IBS, Gaussian random kicks are
applied to each hadron’s transverse angles with mean 0 and standard deviation chosen to provide
the correct growth rate. The formulas for applying these kicks are nearly identical to the horizontal
and vertical IBS case, except that we do not scale the beam-beam kick with local density.

Particles are considered lost if their actions violate the condition J,/Jy,... + Jy/Jynus +
J2/Jzme. < 1, where the maximum transverse actions are those which would result in the parti-
cle’s transverse coordinate exceeding 6 times the initial beam size and the maximum longitudinal
action is the size of the 591 MHz bucket. Additionally, each simulated turn, each hadron has a
probability of being lost due to the Touschek effect equal to 1 —exp[—At/7], where At is the length
of the timestep, 7 is the loss time based on the results of [29]:

V3 o2 4ol o2 —o2) ?
1 + T ln 20’1/0'1/ - 0.055 02/+U2/
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T ¢ 4230.0,0402,0,1/0% + 02

Omaz 18 the fractional energy kick which would cause a zero-action particle to be immediately lost,
rn = (Ze)?/(4megmypc?) is the classical hadron radius, N is the bunch population, C is the HSR
circumference, c is the speed of light, and the various beam sizes and divergences (o, oy, etc.)
are computed from the local dispersion, dispersion derivative, and Courant-Snyder parameters.

Cooling is implemented using the hybrid model introduced in [20], and discussed briefly in
subsubsection [VA] of this note. Each hadron receives a coherent kick based on its delay in moving
between the modulator and kicker, on its transverse coordinates in each, and on the density of
the cooling electrons it overlaps with. The wake function is scaled down based on the nonlinear
tracking simulations, as discussed in [23]. Additionally, a Gaussian random energy kick is applied to
each hadron to simulate the effect of diffusion, with the size of the kick depending on the hadron’s
transverse position in the kicker and its longitudinal position within the bunch.

At the IP, we assume that the crab cavities work perfectly, so that the hadron and electron
beams collide head-on with negligible transverse angles and longitudinal velocities of c¢. In this
case, we can obtain the instantaneous luminosity from a special case of Eqtn. 4.1 of [30]:

£=2fuy [ 2@ 0p- (@ 01 (3)

where cis the speed of light, f.p is the frequency of bunch crossings, and p1 and p_ are the densities
of the two colliding beams. Numerically, this integral can be evaluated for arbitrary hadron bunch
distributions by assuming a perfectly Gaussian electron bunch, tracking each hadron macroparticle
as it passes near the interaction point, integrating the electron density it sees (taking into account
variations of the electron $* as it moves away from the IP and the longitudinal motion of the
electron bunch), summing the result of this integration over all macroparticles, and multiplying by
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the number of real hadrons represented by each macroparticle. The beta functions at the IP are
adjusted each turn to prevent the hadron beam size from sinking below its initial value, to prevent
the hadron beam divergence from rising above its initial value, and to maintain the electron beam
size equal to that of the hadrons.

(a) 275 GeV Instantaneous Luminosity
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(b) 275 GeV Average Luminosity
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FIG. 3. Evolution of the luminosity over time. (a) and (b) show results for 275 GeV protons, while (c)
and (d) show results for 100 GeV protons. (a) and (c) show instantaneous luminosity, while (b) and (d)
show average luminosity for a given store length, taking into account the 2 hours needed to ramp down
the HSR, refill, do pre-cooling, and ramp to collision energy. Additionally, the luminosity is set to zero
during the first half-hour of the store, since this is when we will be filling the electrons and turning on the
detector. We see that at both energies the use of SHC based on MBEC reduces the rate of luminosity loss,
roughly doubling the achievable average luminosity.

Plots of the instantaneous and average luminosity as a function of time are shown in Fig. [3] We
see that microbunched electron cooling reduces the rate with which luminosity decays over time,
but does not stop it altogether, leading to a factor of roughly 2 improvement in average luminosity.
This cooling method works well at cooling the core of the bunch, but does not do a good job of
cooling the tails, since those particles overlap less frequently with the cooling electron bunch and
have large actions, leading to large delays relative to the wake wavelength and sampling of the
nonlinear region of the wake. This contributes to continued particle loss and emittance growth.

Further development of this code is ongoing, both to better understand the luminosity evolution
without SHC and to incorporate stochastic cooling for gold ions.

E. Cooling section design

The cooling section for microbunched electron cooling (MBEC) consists of three parts, with a
diagram shown in Fig.

The first section is a straight “modulator,” within which the circulating hadron beam co-
propagates with an electron beam of the same relativistic gamma. This contains quadrupoles to
maintain the electron beam size, but appears as a drift to the high-energy hadrons. It is at this
stage that the hadrons provide energy kicks to the electrons.
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After the modulator, the hadron and electron beams are separated. The electrons travel through
an amplification section, which consists of three chicanes and two straight sections. The chicanes
translate energy offsets of individual electrons into longitudinal position shifts, while within the
straight sections the electrons provide energy kicks to one another, introducing additional correlated
energy shifts. The repetition of these steps induces a microbunching instability to amplify the initial
energy perturbations in the electron beam and turn them into density fluctuations.

During this time, the hadrons pass through their own chicane, so that their travel time is
dependent on their energy offsets and transverse phase-space coordinates.

The final section is the “kicker.” This looks physically similar to the modulator, and once again
the two species co-propagate. At this point, the density-modulated electron beam provides energy
kicks to the hadrons. By making the proper choice of the beam parameters and optics functions,
one can make it so that these energy kicks serve to reduce the actions of the hadrons, reducing
the emittance. The cooling section includes a 33 m modulator, a 100 m amplification section, and
a 33m kicker section.The FODO cells are designed to get smaller gamma to achieve a smaller
relativistic gamma to reduce the delay caused by betatron oscillations.. The drift sections of the
Modulator/amplifier/kicker all use FODO cell.

The amplification section consists of three chicanes to turn the energy modulation into a density
modulation. The electron bunch longitudinal space charge will increase the beam energy spread
and lengthen the bunch length when through the cooling section if their R5¢ is not zero. However,
using the regular four dipoles chicane in the amplifier with the drift space will give negative Rsg
and cause the microbunch slippage. This slippage of the modulated micro-bunches will misalign
with the same hadrons at the kicker section. One of the methods to solve this problem is reversing
sign of Rs¢ in one of chicanes in the amplification section and achieve a the total Rsg = 0 [31].
To avoid anti-cooling, the chicane’s Rsg, - Rs6, - Rs56, > 0, because the hadron chicane provides
a positive Rsg. Here the positive Rsg means the high momentum particles move backward in
the beam frame. We have designed chicanes with embedded quadrupoles. To generate positive
Rs6, the dispersion crosses the zero between the 1st and the 2nd dipoles, resulting in a shorter
path length for the lower energy electrons. Figure [f] shows the dispersion and lattice layout of the
chicane. It can tune the Rs¢ in large range without change the path length. We also evaluated
the CSR enhanced microbunch through the chicane follow the method discussed in Ref [32]. The
enhancement factor for microbunching due to CSR is less than one, as shown in Fig. [4] To achieve
the sufficient stability of the longitudinal alignment, the chicane dipole field stabilization must be
better than 5e — 6, which would cause a shift about 200 nm, CSR caused longitudinal shift 140 nm
and longitudinal space charge caused shift 56 nm. These noise requirements are very challenging.

The cooling section design are incorporated in the ERL beamline lattice see Sec. [VH3|
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FIG. 4. Rs¢ tune-able chicanes at amplification section and amplification due to CSR

It is also necessary for the energy spread in the electron beam to be properly controlled. From
[4. 5], we see that an electron chicane of strength Rs¢ multiplies the MBEC impedance by a factor
of exp|[—(kRs60.)?/2], where k is the wavenumber and o, is the electron energy spread. If o,
is much larger than the design, it will wash out the wake features necessary for cooling, while a
too-small o, will introduce high-frequency noise into the electron beam, saturating the amplifier.

Another potential issue is the higher-order path length delays to the electrons. As discussed
in [23], an electron with transverse actions J, and J, traveling between points s; and sy receives
phase-averaged delays approximately equal to

sz Jz’)’z(s) + Jy'Yy(S)

Az~ —
: 2

ds. (4)

S1
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We have found that, despite their short lengths, the large Courant-Snyder gammas in the electron
chicanes result in those elements providing extra delays to the electrons on the order of the wake
wavelength, significantly smearing out the wake function. This will need to be addressed in any
future design.

All these effects of cooling wake smearing have been included in the cooling model.

F. Wiggler-based electron beam microbunching amplifier

The wiggler-based amplifier of the microbunching instability has been studied theoretically and
through simulations using the OPAL-FEL code [33]. This study concluded that a large gain can be
obtained using a relatively compact system. Benchmarking effects of electron collective interactions
in a wiggler with OPAL-FEL is described in [34]. The Argonne Wakefield Accelerator facility
(AWA) [35] B6] was used for this experiment. Subsequent theoretical and simulation studies using
large wiggler parameter K = 7.5 [37] do not show improvement compared to [33], where K = 1.5
was used.

G. Hadron beamline design

The Insertion Region 2 (IR2) of the Hadron Storage Ring was selected to host the cooling systems,
which include a Pre-Cooler operating at injection energy (24 GeV) and a SHC system operating
at top energies (100 GeV and 275 GeV). A major design challenge arises from the geometric
constraints imposed by both systems: the SHC requires a chicane between the modulator and the
kicker, while the Pre-Cooler demands a sufficiently long drift space of the modulator and kicker.

A proof-of-principle layout and optics had been integrated into the lattice HSR-220512a [38],
delivering good SHC control parameter ranges at 100 GeV and 275 GeV as shown in Fig. [5] Peak
magnet strengths were consistent with re-purposed RHIC arc quadrupoles and RHIC insertion
region dipoles.

An updated geometry was explored to provide longer drift space for pre-cooling [39]. The
original symmetrical layout of IR2 was transformed into an asymmetrical one to align with both
the colliding and non-colliding IR8. The beam optics was rematched to meet the SHC requirements.
The hadron lattice have met both 275 GeV and 100 GeV Horizontal and longitudinal cooling. Minor
adjustments to the optics can rebalance H/L cooling rate. A vertical cooling lattice can be achieved
by using skew quadrupole between dipole in the middle section.
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FIG. 5. Hadron lattice including the matching section, electron-hadron copropagate drift section and
bypass section

H. Energy Recovery Linac design

A design effort was undertaken at JLab,BNL, and Xelera to specify parameters of an Energy
Recovery Linac (ERL) located at the 2 o’clock straight of the EIC that can achieve the SHC
requirements for the EIC. Multiple papers discussed the SHC ERL design in various workshops[40-
43]. The primary requirements are high average current up to 100 mA used for pre-cooling the
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injected HSR beam at 24.5 GeV, and cooling at the hadron beam collision energy of 275 and
100 GeV. The injection and collision beam energies imply required electron beam energies from
the ERL of 13, 150 and 55MeV. The electron beam energies at collision are called modes A
(150 MeV) and B (55MeV) respectively. Figure (1| shows a representative diagram of the major
ERL and cooling systems. In the following sections we describe the various design aspects and
challenges required to complete a full design of an ERL to meet the requirements. The main ERL
design challenges are the relatively low beam energy and high average current which make the
machine susceptible to various beam instabilities and losses. Operability also is a challenge in
that the machine will have to switch between injection cooling and cooling at collision energy. In
the following sections we describe the completed ERL design and plans and important aspects of
future R&D required to realize an ERL based SHC system.

1. ERL injector

We use a 400kV to 550kV DC gun with K(Na),CsSb photocathode as the electron source
to produce a 1 nC bunch charge with the repetition rate of 98.5 MHz and less than 2 mm mrad of
normalized emittance. 100 ps long beer-can distribution beam is generated from the HVDC gun. A
single cryomodule consisting of two of 197 MHz quarter-wave resonator and a single cell 591 MHz
cavity as shown in Fig. [0] is used for accelerating beam to 5.6 MeV. We assume each 197 MHz
cavity’s gap voltage is 2.9 MV. The beam is nearly on crest of 197 MHz cavities differing from crest
by < 0.2° to compensate for the energy chirp caused by longitudinal phase space effects. A 3rd
harmonic cavity (591 MHz) is placed after the 197 MHz cavity to linearize the bunch longitudinal
phase space. At the end of the injector, the RMS normalized emittance is 1.57 mm mrad with an
RMS bunch length of 17mm. At the exit of the ERL merger, the RMS normalized emittance is
1.88 mm mrad.
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Two of 197 MHz cavities and one 591 MHz cavity

FIG. 6. Two of 197 MHz cavities and one cell 591 MHz cavity in a single cryomodule.

Because SHC will amplify the density-modulated micro-bunch to produce a wakefield strong
enough to kick the hadron particles in momentum space. The amplification process depends on
the current. For uniform amplification of the microbunch, a constant current along the bunch is
required ("beer-can" distribution [23]). Reference [44] described a method to get a smooth current
and energy spread profile along the bunch. The method uses micro-Gaussian pulse stacking to
generate the desired initial current profile of the electron bunch and thereby generate an initial
longitudinal distribution. For practical and stable operation, we use eight micro-pulses stacked
together and independently control the amplitude of each pulse. Adjacent pulses are spaced 2 o
apart, and each micropulse with the same polarization direction is spaced at least 4 ¢ apart to
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prevent interference.

We attempt to make the electron distribution a Super-Gaussian distribution at the end of Linac
with the functional form in Eq. . The optimizer adjusts the micropulse amplitude to maximize
the value of p at the end of the linac.

7( 22 )P
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p
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In the injector, the bunch is always at the RF crest to achieve the maximum accelerating voltage,
and the RF voltage is also set to the maximum. The booster cavities between the merger and
chicane were configured to generate a beam chirp. All focusing elements, such as solenoid strength,
are optimized to minimize transverse emittance after optimizing the longitudinal distribution.
After optimization, the initial optimized laser longitudinal distribution was obtained as shown in

Figure
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FIG. 7. The laser initial distribution (left) and the beam distribution (right) at the end of injector.

The ERL merger consists of an achromatic arrangement of two dipoles and two solenoids and
brings the beam into the Linac section. We use Chevron dipoles that have focusing in both
directions. The two solenoids are tuned to keep dispersion zero after the merger. To merge high-
energy electrons with energies of 149.77 MeV, 54.46 MeV, or 22.33 MeV, we place a three-dipole
chicane before the last merger dipole at the return beamline. To mitigate the nonlinearity of
chicane-induced distribution changes, we utilize an upstream third harmonic cavity to produce
correlated energy spread. We find that the ratio V3/V; ~ 1/6. With this set up, at the end of
linac, we get a SuperGaussian distribution with p of 2.61.

An alternative study using space charge tracking in code Bmad and genetic optimization was
carried out[45]. Various initial distributions were generated at the cathode and were propagated
through the full SHC ERL lattice to the end of the main linac while 3-D space-charge forces
remained active up to 13 MeV. In the baseline beer-can initial distribution, we confirmed that the
non-linear space charge forces destroyed the desired flat current and uniform slice properties well
before the cooling section. To achieve desired beam quality, the study parameterised the cathode
laser’s longitudinal profile with eight spline-control points, plus the bunch RMS length and an
overall phase, giving ten free variables. After tracking each candidate distribution, three slice-based
figures of merit—current uniformity, slice energy-spread deviation, and slice transverse-emittance
deviation—were computed inside one RMS bunch length. A parallelised CNSGA-II algorithm
explored this multidimensional space with a population of 64 over 500 generations, building a
Pareto front that exposes the trade-offs among the three objectives.

The optimal solution corresponds to an asymmetric two-peak laser pulse. When tracked, it de-
livers 10 A peak current and the target slice energy spread while meeting the 1 nC charge require-
ment. However, space-charge-induced timing shifts still imposed an excessive peak-to-peak energy
variation. Eight 591 MHz fundamental and four 1773 MHz third-harmonic cavities—voltages and
phases in the main linac were retuned, which reduced the peak-to-peak energy spread dramatically
without spoiling current flatness or slice energy spread.

The optimised setting therefore meets two of the three SHC electron-beam specifications. The
transverse emittance grows significantly in the injector and bunch-compressor regions and can
be mitigated by re-matching solenoids and quadrupoles, which is achieved in the lattice design
described in the next section. The initial and final distribution of the optimal solution is shown in

Figure
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Both methods confirmed an uniform current distribution can be achieved. The hardware speci-
fication preliminary studied and shows achievable as well.
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