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ABSTRACT

Protons and neutrons, collectively known as nucleons, along with electrons, constitute the funda-
mental building blocks of the visible universe. Understanding their internal structure is crucial for
addressing key scientific questions about our origin and existence. Elastic electron-nucleon scatter-
ing provides insights into the spatial distributions of charge and current within nucleons through
their electromagnetic form factors. Accurate knowledge of these form factors over a broad range
of Q?, the squared four-momentum transfer in the scattering process, reveals details about the
nucleon’s internal structure. However, high-Q? data of the nucleon electromagnetic form factor is
scarce due to the challenges associated with such measurements.

This thesis reports preliminary results from high-precision measurements of the neutron magnetic
form factor (G%,) to unprecedented Q? using Durand’s method, also known as the “ratio” method.
Systematic errors are greatly reduced by extracting G', from the ratio of neutron-coincident
(D(e,€e'n)) to proton-coincident (D(e,e’p)) quasi-elastic electron scattering from deuteron. The
scattered electrons were detected in the BigBite spectrometer, which features multiple Gas Elec-
tron Multiplier (GEM) layers with large active area for high-precision tracking at very high rates.
Simultaneous nucleon detection was performed by the Super BigBite spectrometer, which utilizes a
dipole magnet with large solid angle acceptance at forward angles and a novel hadron calorimeter
with very high and comparable detection efficiencies for both protons and neutrons. This setup

could handle very high luminosity, making high-Q? measurements feasible. Data were collected
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at five Q? points: 3, 4.5, 7.4, 9.9, and 13.6 (GeV/c)?2. Preliminary results are reported for all,
with the lowest two Q2 points in good agreement with existing world data, while the higher points
significantly extend the Q2 range in which G'}; is known accurately. The precision of the highest

Q? point is expected to remain unmatched for years to come.
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ment, and Thop is the corresponding threshold conversion factor. ATrig is chosen

AM ax

to be the nearest multiple of 5 of A7, o for convenience. A slight difference between
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3.14 Summary of sub-system-specific payload modules used during E12-09-019 along with

4.2

4.3

4.4

5.1

5.2

5.3

the available data types. . . . . . . . . .

Summary of ad-hoc correction factors used to address calibration uncertainties and
achieve optimal agreement between MC and data. zpcar (ymcar) denotes the
longitudinal (transverse) component of the HCAL origin in the Hall Csys, with the
remaining variables representing their usual meanings. The offsets shown are added
to the respective variables. All offsets, except those explicitly mentioned, are applied
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Chapter 1

Introduction

The quest to understand the nature of matter is ancient yet incomplete. Over the past two cen-
turies, sophisticated scientific methods have been developed to tackle this fundamental question,
culminating in the establishment of the Standard Model of elementary particles in the 1970s. Nu-
cleons, the building blocks of atomic nuclei and the only stable baryons, have played a central
role in this progress. Once thought to be point-like particles, advancements in experimental nu-
clear physics in the mid-20th century uncovered their complex internal structure. Explaining this
structure continues to be a key challenge for both experimental and theoretical physicists.

One of the most powerful tools for probing the internal structure of nucleons is scattering them
with point-like leptonic probes, such as electrons. This technique, pioneered by Robert Hofstadter
in the 1950s, remains as relevant today as it was 70 years ago. This thesis focuses on a new mea-
surement that uses this approach to enhance our understanding of the neutron’s internal structure.

In this chapter, we briefly review the discovery of nucleons and their internal structure, which led
to the development of Quantum Chromodynamics (QCD), a cornerstone of the Standard Model. We
will then introduce the quantum mechanical formulation of elastic electron-nucleon (e N) scattering,
leading to the nucleon electromagnetic form factors, which connect the eN scattering cross-section

to the internal structure of nucleons.



1.1 Nucleons to QCD: A Historical Perspective

The first scientifically sound approach to explaining the nature of matter emerged in the early
19th century with the concept of atoms as indivisible units. However, in 1897, J. J. Thomson’s
discovery of the electron revealed that atoms were not indivisible but had internal structures. In
1909, the gold foil experiment conducted by Hans Geiger and Ernest Marsden under the supervision
of Ernest Rutherford led to the discovery, in 1911, of a small, dense, positively charged nucleus at
the center of the atom |1H3]. Rutherford then identified the proton as a fundamental component of
this nucleus in 1917 [4]. Finally, in 1932, James Chadwick completed the picture with his discovery
of the neutron [5].

The nearly identical masses of the proton and neutron led to the concept of isospin [6], a quantum
number arising from SU(2) symmetry that treats them as two states of a single particle, the
“nucleon,” similar to how an electron’s spin up and spin down states are viewed as one. In 1935,
Hideki Yukawa proposed the concept of the strong nuclear force between nucleons, mediated by a
particle he called the meson, which was later identified as the pion, to explain the stability of the
nucleus. This strong force, recognized as one of the fundamental forces of nature, later became
the foundation of Quantum Chromodynamics (QCD), a key component of the Standard Model of
elementary particles and interactions.

In 1928, shortly before the discovery of the neutron, Paul Dirac proposed his revolutionary
relativistic wave equation to describe all massive spin-1/2 point-like elementary particles, known
as “Dirac particles” [7]. This equation predicted the magnetic moment of such a particle to be:

uzg(i)g (1.1)

2m

where ¢ = 2 is the Landé g-factor, e and m are the charge and mass of the particle, and £ is

Planck’s constant divided by 27. Therefore, protons and neutrons, which were believed to be Dirac



particles, were expected to have magnetic moments of 1y and Ouy, respectively{ﬂ

However, in 1933, Otto Stern’s measurement of the proton magnetic moment (u,) revealed a value
of 2.79un [8], a drastic deviation from the prediction. Later, in 1940, Alvarez and Bloch measured
the free neutron’s magnetic moment (u,) to be —1.91uy [9], strongly suggesting the existence of
internal structure within nucleons. A decade later, in the 1950s, the pioneering electron scattering
experiments on atomic nuclei conducted by Robert Hofstadter and his team firmly established that
the proton has an extended charge distribution and measured its size [10-12]. Stern, Alvarez, Bloch,
and Hofstadter each received the Nobel Prize for their groundbreaking contributions to unraveling
nuclear structure, laying the foundation for modern nuclear physics.

In 1947, the discovery of the pion from cosmic rays marked the beginning of a shift in particle
physics, as the nucleon lost its unique role. Advancements in cosmic ray detection and parti-
cle accelerator technologies subsequently revealed numerous new subatomic particles with varying
masses, charges, and lifetimes, leading to what became known as the “particle zoo.” Some of these
particles, such as the kaon and lambda, exhibited unusually long lifetimes for strong interactions.
To explain this, Murray Gell-Mann and Kazuhiko Nishijima independently introduced the concept
of “strangeness” in 1953, a new additive quantum number that must be conserved in strong and
electromagnetic interactions |13|14]. This idea extended the SU(2) isospin group to an approximate

SU(3) symmetry group, known as “flavor SU(3).”

Table 1.1: Properties of quarks [15].

Quark Families

Properties
Up (u) Down (d) Charm (c) Strange (s) Top (t) Bottom (b)
Charge —1—%6 —%e —I—%e —%e —1—%(3 —%e
: 1 1 1 1 1 1
Spin 3 3 3 3 3 3
Isospin (I3) i -1 0 0 0 0
Strangeness 0 0 0 -1 0 0

Mass (MeV) 2167038  4.677515  1270+£20  93.475% 172690 +300 418073

Building on this, Murray Gell-Mann and George Zweig independently proposed the quark model

!y is the nuclear magneton, defined as un = with My being the nucleon mass.
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in 1964, introducing quarks as fundamental constituents with three flavors: up (u), down (d), and
strange (s) [16, [17]. Gell-Mann’s “Eightfold Way,” based on this framework, elegantly organized
the strongly interacting subatomic particles, collectively known as hadrons, and greatly simplified
the particle zoo. In the Eightfold Way, hadrons are classified into two main categories based on

their quark content:

e Mesons, obtained from the flavor SU(3) decomposition of a quark-antiquark pair:

33=8d1,

are bosons with integer spin.

e Baryons, obtained from the flavor SU(3) decomposition of three quarks:

3®3I®I=106808d1,

are fermions with half-integer spin. The nucleons are included in this category.

Two u quarks each with charge +2/3e and isospin 1/2 and a d quark with charge -1/3e and
isospin -1/2 were combined (uud) to create a proton with charge le and isospin 1/2. The neutron,
represented by ddu, has a charge of 0 and isospin -1/2. Based on this framework, in the limit

my = Mg = m, the calculation of the nucleon magnetic moment predicted the following:

eh eh Lhn
=—-2— =3— = "—=-0.67
Him om’ HP om »
which closely aligned with the experimental observation of Z—Z = —0.68. The quark model also

predicted new particles which were later discovered. More experimental confirmations for the
presence of quark mounted in the late 1960s and early 1970s. Notably, deep inelastic scattering
(DIS) experiments at Stanford Linear Accelerator Center (SLAC), where electrons were scattered

off protons at high energies, revealed a point-like substructure inside protons, consistent with



quarks. This was reinforced by Bjorken scaling, observed in these experiments, where certain ratios
of scattering cross-sections remained constant with increasing energy, suggesting the existence of
smaller, indivisible components within hadrons.

Despite its success, the quark model had several shortcomings. The contribution of up (u) and
down (d) quarks, later known as the “valence quarks,” fell significantly short in explaining the
nucleon mass and total spin. Additionally, the quark model could not account for the fact that
quarks are never found in isolation and could not explain the existence of baryons such as the AT™
particle, which consists of three identical quarks. This configuration, which results in a totally
symmetric ground state, is forbidden by Fermi-Dirac statistics and Pauli exclusion principle.

These limitations of the quark model led to the development of Quantum Chromodynamics
(QCD) in the early 1970s. QCD, the theory of the strong force, is grounded in gauge invariance
under the SU(3) color group, an exact symmetry group known as “color SU(3).” In QCD, quarks
carry a type of charge called color charge, which comes in three varieties: red, blue, and green.
The strong force is mediated by gluons, massless gauge bosons that, unlike photons in Quantum
Electrodynamics (QED), also carry color charge and can self-interact. Furthermore, the strength
of the strong coupling constant, oy, varies significantly with energy—this is known as the running
of the coupling constant. These distinctive features of QCD lead to phenomena more complex than

those encountered in QED:

e Color Confinement: The strong coupling constant increases with distance, preventing
quarks and gluons from existing in isolation. The energy required to separate quarks exceeds
their mass, leading to the creation of additional quarks and colorless hadrons instead of
isolated quarks. The large value of s at low energies also makes strong interactions impossible

to calculate using standard perturbative methods, especially for lighter hadrons like nucleons.

e Asymptotic Freedom: At high energies, the strong coupling constant decreases at short dis-
tances, allowing quarks and gluons to become asymptotically free. This enables perturbative

calculations of strong interactions at high energies. Perturbative QCD (pQCD) accurately



predicted the scaling behavior of the proton structure function Fs, observed in deep inelastic

scattering experiments, confirming the existence of asymptotic freedom.

These properties of QCD reveal a more intricate internal structure of nucleons than previously
suggested by the quark model. In addition to the “valence quarks” that make up nucleons, QCD
predicts the presence of “sea quarks,” arising from gluon-induced quantum fluctuations, where
gluons momentarily split into quark-antiquark pairs. Sea quarks contribute significantly to the
nucleon’s properties, including its mass and spin, and their existence has been confirmed in deep
inelastic scattering experiments. Alongside this development, three additional quark flavors—charm
(c), bottom (b), and top (t)—were proposed and subsequently discovered, bringing the total number
of quark flavors to six (see Table [L.1)).

Despite their complexity, nucleons remain the best testbed for studying the strong force due to
their abundance. While a complete, first-principles description of nucleon structure from QCD is
still lacking, effective field theories using mesons and baryons as degrees of freedom have proven
highly successful. A central challenge in nuclear physics is bridging the gap between low-energy
meson-baryon models and high-energy perturbative QCD (pQCD). Precise measurements of nu-
cleon electromagnetic form factors via elastic electron-nucleon scattering to very high 4-momentum
transfer will test theoretical predictions in this transition region, and such a measurement is the

focus of this thesis.

1.2 Elastic eN Scattering and Nucleon Form Factors

Scattering a beam of charged particles off a target to probe its electromagnetic structure is a foun-
dational technique in physics, underpinning all major discoveries related to hadronic structure.
Electron scattering off nucleon targets, pioneered by Robert Hofstadter at SLAC in the 1950s, has
become one of the most effective methods for probing the nucleon’s electromagnetic structure. As
leptons, electrons have precisely calculable electromagnetic interactions within Quantum Electro-

dynamics (QED), making the scattering cross-section entirely dependent on the hadronic vertex,



which encodes the nucleon’s internal structure. Furthermore, the stability of electrons and the
relative ease of their production, acceleration, and steering facilitate the generation of high-energy,
high-intensity beams, making electrons unparalleled for precision measurements of the nucleon’s
electromagnetic structure.

A variety of electron-nucleon (eN) scattering processes are studied to understand different aspects
of the nucleon’s internal structure. The simplest and most fundamental among these is elastic e N
scattering, where the 4-momentum of the eV system is conserved, and the scattered nucleon remains
intact in its ground state. In this section, we will derive an expression for the unpolarized elastic e N
scattering cross-section from first principles in terms of the nucleon electromagnetic form factors,
which will aid in interpreting the measurements presented in this thesis. For the derivation, the
mass of the electron m, will be neglected, and the natural units, i.e., A = ¢ = 1, will be assumed

unless otherwise specified.

1.2.1 QED Formalism

Figure depicts the Feynman diagram for elastic electron-nucleon (e N) scattering,
e(k) + N(p) = e(k') + N(p),

at leading order in the fine-structure constant «. In this approximation, known as the one-photon
exchange (OPE) approximationEL a single virtual photon is exchanged between the electron and the

%), contributions from higher-order terms can be safely

nucleon. Given the small value of a (=
neglected in calculating the cross-section.
According to Feynman rules for QED, the Lorentz-invariant scattering amplitude M for this

process is given by:

—iM = @ () (iey")u (k) (-%’ﬁ”) a" (p')(—iel )u" (p) (1.2)

2 Also referred to as the Born approximation, after Max Born who first proposed it.



Figure 1.1: Tree level Feynman diagram for elastic eN scattering.

where v* are the Dirac matrices, u® is the free particle Dirac spinor with spin state s and @ = uf4?
is its adjoint, k and k' (p and p’) are the 4-momentum of the incoming and outgoing electrons

(nucleons), respectively. The term iey* is the electron vertex factor. The photon propagator is

i9uv
2

given by — where g,,, is the Minkowski metric tensor and ¢ = k — k' = p’ — p is the 4-
momentum transfer. The nucleon vertex factor, —iel™, describes the photon-nucleon coupling,

where I'* encapsulates the nucleon form factors.
Expression for I'*

The form of I'* is not explicitly known (as indicated by the blob in the Feynman diagram); however,

we can infer its most general expression based on the following considerations:



e To the lowest order, I'* must reduce to ~*.

e I'* can only depend on 4", p, p/, and ¢ (along with scalars and constants), as no other
quantities contribute according to the Feynman rules. However, since ¢ = p — p/, only three

of these vectors are independent. For convenience, we can express them as v*, (p — p'), and

(p+ )

e The presence of terms involving 7 are forbidden as electromagnetic interaction preserves

parity.

e ['* must transform as a vector, i.e. in the same way as y*, to preserve Lorentz invariance.
Therefore, it must be expressed as a linear combination of the independent vectors in the

problem:

I =~*A+ (p™ + p*)B + (p™ — p*)C (1.3)

The coefficients A, B, and C depends solely on g2, the only non-trivial scalar in the problem. Here,
¢> = —2p-p' + 2M? with M being the mass of the nucleon.
Now, by means of the Ward identity, the current conservation at the nucleon vertex can be

ensured as:

g =0

= (P, — PV A+ (0, — pp) (0" +P")B + (9, — pp) @™ —p")C =0

The first term on the left-hand side vanishes when sandwiched between Dirac spinors due to the

Dirac equation, which requires:

/

i (p')p// _ ,ar’ (p/)M

pu”(p) = Mu"(p)

(1.4)

where p = 7#p,. The second term vanishes because, for elastic scattering, p’“p; =plp, =M 2,

The third term does not vanish trivially, which necessitates that C' = 0. Further simplification of



the expression can be achieved using the Gordon identity, defined as:

/ /

PP o

=l N, T — " (o r
u” (P (p) = @ (0) | =57 s | &)
Thus, the resulting expression for I'* is:
1ot q
P (p,p) =" Fi(a*) + =5 Fald®) (1.5)

Applying the Gordon identity in its alternate form: % =4t —E ,;;\Lf " another commonly used
expression for I'* can be obtained:

p'* + pt

Wi F(q?) (1.6)

TH(p,p) = Y(Fi(q%) + Fa(q?)) —

Here, I and Fy are the nucleon form factors, known as the Dirac and Pauli form factors, respec-
tively. The exact functional forms of F} and F, are unknown, but they are real functions of ¢ and

can be measured experimentally.
Spin Averaged Squared Amplitude

With the expression for I'* now established, the next step is to compute the absolute square of the
amplitude, |M|?, as the cross-section is proportional to it. Since we are dealing with unpolarized
scattering, it is necessary to average over the initial spins and sum over the final spins. The

spin-averaged squared amplitude is given by:
2 et N
14
(IM|7) = EL‘; W (1.7)

where LY” and Wﬁ, represent the leptonic and hadronic tensors, respectively. We will compute

10



each of these terms separately, for convenience. The leptonic tensor simplifies to:

L = 3 S0 () eyt () () e (1)

s'.s

= % Tr(y" (F + me)y” (' + me)]

= 2[kME" + KK — g™ (k- kK —m?)]

e

=2 (kMK + KK — gk - k) [imposing m, = 0] (1.8)

The factor of % on the first line accounts for the averaging of the initial spins. We obtained the
second line by applying Casimir’s trick, and used several standard trace identities to derive the
third line from the second (see Section . The term involving m. has been dropped in the third
line since its contribution is negligible at the energy scales relevant to our analysis. The hadronic

tensor can be simplified in a similar fashion as follows:

1 /

Wy =5 [ (p)(—ieT )" (p)][@” (p')(—ieTy )u” (p))*

_ %Tr[FM(p—i-M)Fu(ﬁ{/‘i‘Mﬂ
= %Tr [(’yu(Fl + Fy) — WF2> (p+M)

x (MFI + ) — W&) # + M)]

=2 {(F1 + F2)[pupl, + 1)y — guo(p - — M?)]

— (F1 + F2) Fa(py, +pu) (), + pv)
2

* 41;5/2 (pL+pu)(pL+pu)(p-p’+M2)} (1.9)

In the second line, we applied Casimir’s trick, just as we did in the evaluation of the leptonic tensor.
The third line introduces the explicit form of the hadronic tensor from Equation Several steps

are involved in transitioning from line three to line four, which are detailed in Section The

11



hadronic tensor can be further simplified in the lab frame, which is defined below.

1.2.2 Lab Frame Kinematics

The lab frame is defined with the electron beam along the positive Z-axis, the positive Y-axis
pointing vertically upward toward the roof of the hall, and the positive X-axis directed beam-left
when looking downstream, forming a right-handed coordinate system. In this frame, the target
nucleon is at rest, and for simplicity, we assume the scattering occurs in the X-Z plane, setting the
azimuthal scattering angle, ¢n. Under these conditions, the 4-momenta of the particles involved

in the scattering process are given by:

k* = (E.,0,0, E,)

K" = (E., E.sinf,,0, E! cos 6,) [imposing m,. = 0]

P = (M,0,0,0) (1.10)
p'* = (Ely,p sin(—0x),0,p cos(—0x))

= (M +v,—p' sinfy,0,p cosOy)

Here, 6. is the polar scattering angle and v is defined as:

v=EFE,—E (1.11)
Defining some useful identities:
k-k=K K =0 (1.12)
Oe
k-k = E.E.(1—cosb,) = 2E.E! sin® 5 (1.13)
p-p=MM+v) (1.14)

12



Useful identities involving the momentum transfer vector,

¢=w,q) =k—K =p —p,

are listed below:
¢ = (k=)
= —2k-K
— —4E.E! Sing% [using (L.13)]
¢ =@p-p)
=2M?* —2p-p/
= —9Mv [using ]
k'q:_k'.q:]{;.(k—k’):—k:-k’Zq; [using (L.16))]
k-p=ME,

2
kop=k-ptk-qg=ME, +L

2
2
K .p= ME! :ME6+% [using (T.18))]
E-p=kK p+k -gq=ME,

p-g=p-(p —p)=MM+v)— M =2Mv
Additionally,

0
Q? = —¢* = AE,.E sin® 5 [using (1.17)]

W?=(p+q?=M+2Mv—Q> [using (L.25)]
E, = e Ee [using (T.18), (T.17), & (1.14)]

1+ 28 gin2 e B 1+ £2(1 - cosb,)
E? 1 —cosf

Ey=E,—E +M==% e

N ‘ ‘ M1+ Ze(1—cosb,)

13

(1.15)

(1.16)

(1.17)

(1.18)

(1.19)
(1.20)
(1.21)
(1.22)
(1.23)

(1.24)

(1.25)

(1.26)

(1.27)

(1.28)

(1.29)



1.2.3 Differential Cross-section

The cross-section is given by Fermi’s Golden rule:

dd

do = <|M\2>? (1.30)

In the lab frame, for two-body scattering, the flux factor I’ and the differential phase space d® are

given by:

F=4\/(k-p)? —m2M2? =4E.M  [using (L.21)] (1.31)
dSk' d3p/ B 1 Ef
(2m)32E. (2m)32EY,  16m2M E.

dd = 2m)'6t(k +p— K — ) s (1.32)

The steps to simplify the expression for d® are detailed in Section [A-3] Substituting Equations
1.31] and [1.32] into [T.30, we obtain,

do  (IM]2) (EL\’
dQ ~ 64m2 M2 \ E, (1.33)

This provides the differential scattering cross-section in the lab frame, expressed in terms of the

invariant amplitude.

1.2.4 The Rosenbluth Formula and Sachs Form Factors

In the lab frame, the expression for the hadronic tensor Wﬁ from Equation simplifies to (see
Section |A.2)):

2

W q
;i\z[/ = (pL "‘pu)(Pi/ + ) <F12 - 4]\42F22>
(1.34)

— (1}, — pu) (0}, — ) + 29 (p - ' — MP)|(Fy + F»)?
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Substituting Equations [I.8] and [1.34] into [L.7}, we obtain,

M2 _€4LNVWN
<‘ ’>_¥e n

2¢* Wt v v /
:T(kk + kKPR — g" k- K

2
X {(pL +pu) (P, +pv) (Ff 4?\42 F2>
— (1}, — pu) (0}, — o) + 29 (p - ' — M?)|(Fy + Fg)Q}
264

= [,4 (Ff 4M2F2) B(F1+F2)2} (1.35)

The coefficients A and B can be significantly simplified using lab frame kinematics, as detailed in

Section leading to the final expression:

472 2 6e 2 2
9 e*M* cos 2 9 q 9 9 O

— 2 |(F?— F F| + Fy)? tan? =2 1.36
(M) = E.E.sin % [< Ve 2) 2M2( 1+ F2)° tan 2 (1.36)

Finally, the desired expression for the differential scattering cross-section in the One-Photon
Exchange (OPE) approximation for unpolarized electron-nucleon scattering in the lab frame can

be derived by substituting Equation [1.36] into [1.33]

2

do  a?cos® b E Q* Q? 5. o0
_— = F? F: F Fy)“t —
Q" 4E2sin % E. K yYe 2>+2M2( L+ B tant o |

(1.37)

where o = % is the fine-structure constant. This is known as the Rosenbluth formula, named after
Marshall Rosenbluth, who derived it in 1950 [18].
In the case of scattering from a structureless target with spin, such as a muon, where I'* = ~v*,

implying F; = 1 and F3 = 0, the Rosenbluth cross-section simplifies to:

do o cos 26 gy Q? 9 Oc
— = | 1 tan” — 1.
aQ 4E? sin %5 E, ( * on2 N > (1.38)



which, in the limit Q% — 0, further reduces to:

do

OMott = 5~ =
d2 Q%2—0

e

(1.39)
This is the well-known Mott cross-section, which describes elastic electron scattering from a point-
like, spinless target.

Introducing Sachs Form Factors

The Sachs electric (Gg) and magnetic (Gjs) form factors are expressed as linear combinations of
the Dirac (F1) and Pauli (F3) form factors |19} 20]:

Ge(Q%) = Fi(Q%) — TFy(Q?)

(1.40)
Gu(Q*) = Fi(Q%) + F»(Q%)

where 7 = %. Substituting Equations |1.40| and |1.39| into |1.37|7 yields the Rosenbluth formula in
terms of the Sachs form factors:

do G2E + TG%W 9 9 Oc
70~ Mot [1+T + 227Gy tan” —

(1.41)
The term multiplied by owoty represents the deviation of the scattering cross-section due to the

internal structure (including spin) of the nucleon. To isolate this part, a reduced cross-section o geq
can be defined as the ratio of the Rosenbluth cross-section to oot

do

ORed = €(1 + T)ﬂ = eG% 4+ 17G3, (1.42)
OMott
where the longitudinal polarization of the virtual photon, €, is given by:
B 1
1+2(1+7)tan? 2

(1.43)
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Using the Sachs form factors instead of F} and F5 offers several advantages. When expressed
in terms of Gg and Gy, the Rosenbluth cross-section avoids cross terms involving products of
the form factors, simplifying the analysis. Moreover, the Sachs form factors offer a more intuitive
physical interpretation. For instance, in the non-relativistic limit, 7 — 0, Gg and Gj; can be
interpreted as the 3D Fourier transforms of the spatial distributions of charge and current within

the nucleon, respectively.
Limiting Behavior of the Form Factors

In the low @? limit, Q* — 0, the virtual photon lacks the resolution needed to probe inside the
nucleons. As a result, the nucleons appear as spin—% point particles with charge and magnetization
equal to their respective electric charge and magnetic moment. In this limit, the Dirac (F}) and
Pauli (F3) form factors reduce to:

FP(0) =1, FP0)=kp=pp —1= 179y 1.4)

FI'(0) =0, F3(0) = kp = pn = —1.91pun
where ky is the anomalous magnetic moment of the nucleon. Similarly, the limiting behavior of
the Sachs form factors can be derived using Equation [1.40)] as:

GP(0)=1,  G2(0)=pp=ryp+1=279uy
(1.45)

G'%(0) =0, Gy (0) = iy, = kpp = —1.91uy
These values provide the proper normalization for the respective form factors, ensuring consistency
in the calculations.
In the non-relativistic limit, 7 — 0, the Rosenbluth cross-section simplifies to fl% = oMOttGQE. In

this limit, an approximate expression for the nucleon charge radius can be derived in terms of Gg

17



by expressing it as the Fourier transform of the spatial charge distribution p(r) within the nucleon:

Gg = / p(r)e T dPr
\%4
o0 ™ 1
= 277/ p(r)err/ (1 + i|lg|rcosf — §|q\27’2 cos® 0 + ) sin 0df
0 0

=1- é\q]2<7“2) + ... (1.46)

On the second line, we have Taylor-expanded the exponential function and assumed a spherically
symmetric charge distribution p(r = |r|). This clearly shows that, in the non-relativistic limit, the
Sachs electric form factor G is directly related to the mean squared (r.m.s.) charge radius of the

nucleon, which can be expressed as:

dG (Q2>
<’]"C> ZQ2 2 0 ( )

A similar expression can be derived for the mean squared magnetic radius, (r12\4>, of the nucleon
in relation to the magnetic form factor G,;. However, its measurement is more challenging as
the contribution of G?M, to OpReq is suppressed by a factor of 7 (see Equation [1.42). Numerous
experiments over several decades have measured the nucleon charge radius, yet the field remains
active. Ongoing efforts are focused on resolving discrepancies between different experimental results

and enhancing measurement precision (see Section [2.2.1)).
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Chapter 2

Nucleon Form Factors

In the previous chapter, we introduced the nucleon elastic electromagnetic form factors, which
will henceforth be referred to as nucleon form factors for brevity, as fundamental quantities that
encapsulate the internal structure of nucleons within the framework of elastic electron-nucleon (eNV)
scattering. Over the past seven decades, numerous experiments have measured these form factors
using various techniques and experimental capabilities, resulting in a wealth of data. This extensive
body of experimental evidence has contributed to the development and refinement of numerous
nucleon models, thereby deepening our understanding of the nucleon’s internal structure.

While a comprehensive review of all relevant experiments and theoretical models is beyond the
scope of this work, this section provides a brief overview of the key experimental observables related
to nucleon form factor measurements, the current status of experimental data, and their theoretical
interpretations, with a particular focus on the high-Q? regime. We conclude with a brief overview
of the ongoing Super BigBite Spectrometer (SBS) program, which aims to extend high-precision
measurements of G%,, G, and G%, to unprecedented Q? ranges. This discussion will serve as a
segue into the introduction and detailed analysis of the E12-09-019 experiment, which focuses on

the high-Q? measurement of G/, the primary subject of this thesis.
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2.1 Experimental Observables

Nucleon form factors are probed through elastic electron-nucleon (e N') scattering, the formalism of
which is discussed in detail in Section [[.2] However, the measurement techniques vary depending
on whether the scattering is polarized or unpolarized. In this section, we will briefly review the

corresponding experimental observables.

2.1.1 Cross-section Measurements

The Rosenbluth formula, as derived in Section [I.2.4] provides the unpolarized elastic e N scattering
cross-section in the laboratory frame within the one-photon exchange approximation, expressed in

terms of the Sachs electromagnetic form factors as:

do O Red

~o = OMott —77 2.1
9~ M (T ) (2.1)

where the reduced cross-section, oReq, is defined as:
ORed = TG%M(QQ) + GG%(Q2) = o7 + €0y, (22)

with or and oy representing the transverse and longitudinal components of the cross-section.
The linear dependence of oreq On €, the longitudinal polarization of the virtual photon, allows the
separation of the Sachs electric (Gg) and magnetic (G ) form factors by measuring the cross-section
at the same Q2 but with different values of ¢, corresponding to varying electron scattering angles
and beam energy. This method is known as the Rosenbluth separation or longitudinal/transverse
(L/T) separation technique. The reduced cross-section o geq is commonly expressed in the following

form:

RS(Q*) > (2.3)

ORed = G/ (Q7) (T +—5 ¢
HN
where RS(Q?) = w is the Rosenbluth slope.
G%,(Q?)
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The extraction of neutron form factors using the Rosenbluth separation technique is particularly
challenging due to the absence of a stable free neutron target. Several measurement techniques
have been adapted to overcome these challenges. Among them, Durand’s method, also known as
the ratio method, is considered the most reliable for measuring the neutron magnetic form factor

s and has been adapted for the measurements presented in this thesis. For a detailed description

of this method, refer to Sections and

2.1.2 Double-polarization Measurements

In polarized elastic eN scattering, the interaction between the magnetic moments of the electron
and the nucleon introduces spin-dependent effects in the scattering amplitude. These effects give
rise to polarization observables that are sensitive to the nucleon form factor ratio, Gg/Gxs, provid-
ing an alternative or complementary method to cross-section measurements for determining these
quantities. This approach, motivated by the reduced sensitivity of the cross-section to G%2 at high
Q? (21}, 22|, is significantly less prone to systematic uncertainties than the Rosenbluth separation

technique and is considered superior for high Q? measurements of the nucleon electric form factors.
Recoil Polarization/Polarization Transfer

In the one-photon exchange (OPE) approximation, the transferred polarization components in
elastic scattering of a longitudinally polarized electron beam off an unpolarized target (?N — eﬁ)

can be expressed in terms of the Sachs form factors as follows:

IyP, =0

E.+E,
M

Oe
IyP, = —hP.2+/7(1 + 7) tan EGEGM

Oe
IoP, = hFPe 7(1+ 7) tan? EG%V[ (2.4)

Here, Iy = G% + %G?M is a normalization factor, P,, P;, and P; represent the normal, longitudinal,

and transverse polarization transfer components, respectively, h = +1 indicates the beam helicity
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states, and P, is the magnitude of the electron beam polarization. The remaining variables retain
their usual definitions as described in Section A simple rearrangement yields the form factor

ratio in terms of P; and P;:

Gg P, E.+ E! 0.
—— = ——————tan —
Gu P 2M 2

(2.5)

This method, known as recoil polarization or the polarization transfer technique, is primarily used

for high-Q? measurements of the proton electric form factor, GY,.

Figure 2.1: Tllustration of the polarized elastic e/N scattering process for beam-target double-spin
asymmetry measurement (?ﬁ — eN), showing the definitions of the angles #* and ¢* in terms of
the target polarization vector P and the momentum transfer vector q = k—k'. In this setup, the z
axis is aligned with q, the X axis lies in the reaction plane, and the y = q x k axis is perpendicular
to the reaction plane, forming a right-handed coordinate system. This figure is adapted from [23].

Beam-Target Double-Spin Asymmetry

For neutron form factor measurements, the recoil polarization technique is significantly more chal-
lenging due to the poorly known neutron polarimetry. However, the relative ease of controlling and
maintaining the polarization of 3He for extended periods allows the use of the beam-target double-
spin asymmetry technique at higher @2. In this method, a longitudinally polarized electron beam

is scattered off a polarized target (?ﬁ — eN), and the asymmetry in the cross-section between
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positive (04) and negative (0_) beam helicity states (h) is measured in OPE approximation as:

A:hPePNg
0'++0_

2/7(1 tan % (2.6)
= —hP.Py 1+ ;-) any (Ge sin@* cos ¢* + 4 [T <1 + (1 + 7) tan? 96) cos 0*
<@> + GM 2
Gum €

where P, and Py represent the electron beam and target polarization, respectively, and 6* and ¢*

are angles defined in Figure From this equation, it is evident that the maximum value of the
double-spin asymmetry A in relation to the form factor ratio occurs when 8* = 7/2 and ¢* = 0 or
7, meaning the target polarization is perpendicular to the momentum transfer vector q and parallel

to the scattering plane. Under these conditions, the asymmetry simplifies to:

2/7(1+7)tan%e Gp

A, =—-hP.P
Gum €

(2.7)

It is important to note that this discussion applies strictly to elastic electron scattering from free
nucleons. Appropriate nuclear corrections are necessary for quasi-elastic scattering from polarized

bound nuclei, such as deuteron (D) or 3He.
2.2 Existing Experimental Data

Early cross-section measurements of the Sachs form factors at low-Q? found that:

4 n
~ —GM =~ —GM

Gp
g Hp Hn

~ Gp, (2.8)

where the dipole form factor G is defined as:

2\ —2
o (1+2)" o9
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This behavior is consistent with the expected limiting behavior, as discussed in Section
However, higher Q> measurements have revealed significant deviations from these trends, along
with several unexpected findings that have deepened our understanding of the nucleon’s internal
structure. This section provides a brief summary of the empirical data available at the time of
writing for proton and neutron form factor measurements, using both cross-section and double-

polarization techniques.

2.2.1 Proton Form Factor

A nearly complete collection of existing proton electric (G%) and magnetic (G%,/u,) form factor
data, normalized to Gp, is shown in Figures [2.2] and respectively, covering both cross-section
[24-33] and double-polarization [34-50] measurements. In these plots, the open circles represent
published proton form factor data extracted using the Rosenbluth separation technique. The filled
circles in Figure represent proton form factors extracted from polarization observables, which
directly measure the ratio G%,/G%,. The ratio has been converted to G%, using the value of G%,
obtained from the global fit provided in [51] (also shown in the same figure). A brief historical
overview of the collection of these data, along with key achievements and surprises, is discussed
below.

Proton form factor measurements from cross-section data have a long history, dating back to the
1950s with the pioneering work of Robert Hofstadter [10H12]. Early experiments struggled with
precision, but significant improvements were made throughout the 1960s. In the 1970s, several
precise data sets covering a broad range of Q? became available, marking a significant advancement.
However, as higher-Q? data became available, inconsistencies began to emerge. For example, data
from a SLAC experiment [28] suggested that G%,/Gp exceeded unity for Q? between 1 and 3.8
(GeV/c)?, contradicting the downward trend observed in other experiments [26, [27]. At the same
time, experiments at Mainz [29] provided precise measurements of G%, and G, at very low Q?
(0.014—0.12 (GeV/c)?), achieving a significant milestone in the high-precision measurement of G%,

and the determination of the proton charge radius. Around the same time, SLAC experiments [53]
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Figure 2.2: World data for the proton electric form factor G%,/Gp. Open shapes represent cross-
section measurements [24-33], while filled circles denote double-polarization measurements, in-
cluding recoil polarization [34-47] and beam-target double-spin asymmetry [48-50]. Among the
cross-section data, green diamonds represent the Mainz A1 dataset [33], while red squares and blue
triangles indicate datasets from PRad experiment [52]. The global fit is sourced from [51]. See the
text for more details. This figure is adapted from [23].

pushed the limits of ep cross-section measurements to Q% = 25 (GeV/c)?, revealing a drop-off in
Gh;/upGp beyond Q? = 7 (GeV/c)?. This finding was confirmed in the 1990s by another SLAC
experiment [54], which measured the ep cross-section up to Q* = 30 (GeV/c)? with improved
statistical precisionﬂ In the early 2000s, several Jefferson Lab (JLab) experiments contributed

significantly to this effort by measuring proton form factors via Rosenbluth separation. Notably,

'Reanalysis of [53] & [54] datasets with the “state-of-the-art” radiative correction (RC) is presented in Figure
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some JLab experiments [32] detected the elastically scattered proton (e,p), instead of the more
commonly used electron (e,e’), and found excellent agreement with the existing (e,e’) data. Since the
systematics for proton detection differ from those for electron detection, such agreement reinforced
confidence that the experimental systematics are well understood. The most recent high-precision
cross-section data for G5, up to @? = 15.75 (GeV /c)? also come from JLab [24]. The data is shown
as red-filled circles in Figure 2.3

The measurement of proton form factors using polarization observables began with early exper-
iments in the 1970s at SLAC [55], using the beam-target double-spin asymmetry technique (see
Equation. The recoil polarization (see Equation technique, first applied at MIT-Bates [34],
successfully measured the G%, /G4, ratio, particularly at low ()2, demonstrating its potential for fu-
ture studies. Experiments at facilities like MAMI [39] and JLab [38], |40, 47] refined this method,
providing more precise measurements of G%,/Gh,, especially at low to moderate Q? values. These
early results were consistent with Rosenbluth separation measurements but offered significantly

improved precision.
Form Factor Ratio Puzzle

A breakthrough occurred in the late 1990s and early 2000s when JLab experiments [35-37, |41, |42]
extended G%,/G", measurements using polarization transfer method to higher Q? values (up to 8.5
(GeV/c)?). These results revealed a sharp decline in the u,G%/Gh, ratio, contradicting previous
expectations from cross-section measurements, which suggested that the ratio would remain near
unity. The data showed that G%, decreases faster than G%, as @Q? increases, indicating differences
in the spatial distributions of charge and magnetization at short distances. This finding, confirmed
by multiple JLab experiments, significantly reshaped our understanding of the nucleon’s internal
structure.

The observed discrepancy between cross-section and polarization observables at high-Q? is thought
to be [56, |57] due to “hard” two-photon exchange (TPE), a next-to-leading order process in QED

radiative corrections to elastic e/N scattering. In this process, both exchanged photons carry “large”
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Figure 2.3: World data for the proton magnetic form factor G%,/(up,Gp). Red filled circles
represent the most recent cross-section data from Jefferson Lab [24]. Black filled triangles and blue
filled squares denote older SLAC data [53, 54] reanalyzed with state-of-the-art radiative corrections
by the authors of [24]. Green open circles represent the Mainz A1l dataset [33]. The global fit is
sourced from [51]. See the text for more details. This figure is adapted from [23].

momentum, making it impossible to calculate model-independently and thus neglected in standard
radiative correction prescriptions. Cross-section measurements generally require large radiative
corrections (10 — 30% at modest-to-large Q? [23]), whereas double-polarization observables do not,
due to the nearly identical radiative effects in the polarization observables, which tend to cancel
out in the ratio. Several experiments have studied the e dependence of elastic ep cross-sections,
confirming the significance of the hard TPE effect.

When the discrepancy was first observed, theorists such as Maximon and Tjon [58] refined the
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conventional radiative correction (RC) prescription based on the work of Tsai [59] and Mo and Tsai
[60]. Reanalysis of older SLAC data [24, 61] using updated RC prescription [58] has shown that the
magnitude and significance of the discrepancy between cross-section and polarization observables
are reduced but not eliminated. The most recent results [24] of these reanalyses are shown in
Figure Notably, the global fit [51] shown in the same figure (and also in Figure includes
phenomenological hard TPE corrections, which are not applied to the displayed data but tend to
increase G, by roughly 2 — 3% [23] in the region where the discrepancy between cross-section and

polarization observables is largest.
Proton Radius Puzzle

A major surprise in low-Q? elastic ep cross-section measurements arose in the context of determining
the mean squared charge radius of the proton r% (see Equation |1.47). In 2010, the CREMA
collaboration published an extremely precise extraction of the proton charge radius using Lamb
shift measurements in muonic hydrogen [62], yielding a value of 0.84 fm—approximately seven
standard deviations smaller than the previously accepted proton radius of 0.88 fm derived from ep
scattering measurements and ordinary hydrogen spectroscopy.

Reevaluation of existing ep scattering data highlighted issues with the extraction of r’é, as well
as “overly optimistic” treatment of systematic uncertainties in some experiments [63]. To address
these concerns, the Mainz A1 collaboration performed 1422 ep cross-section measurements [33] in
a very low-Q? region (0.0038 to 0.98 (GeV/c)?) over a wide range of beam energies and scattering
angles, achieving unprecedented accuracy. The obtained cross-sections were fitted using advanced
techniques, resulting in a proton charge radius of r’é ~ 0.879 £ 0.0054¢at 3= 0.004yst, consistent with
existing ep scattering dataﬂ

More recently, in 2019, the PRad collaboration conducted a new ep cross-section measurement

[52], reaching a Q? as low as Q% = 0.0002 (GeV/c)?. Using a novel method that involved precision

*While the MAMI extraction of G%, was in agreement with global data, their G%, extraction showed a slower-
than-expected falloff with Q2, suggesting a smaller proton magnetic radius. This trend is clearly visible in Figure

B3
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calorimetry, a windowless gas target, and simultaneous Mgller scattering measurements to constrain
the absolute cross-section normalization, they obtained a proton radius of rf, ~ 0.83 &+ 0.01 fm.
This marked the first agreement between ep scattering and muonic hydrogen measurements of the

proton charge radius.

2.2.2 Neutron Form Factor

A nearly complete collection of neutron electric (G%) and magnetic (G}, /) form factor data is
shown in Figures [2.4] and [2.5] respectively. The relatively sparse data presented in these plots,
compared to the proton form factor data shown in Figures and highlights the fact that
measuring neutron form factors is significantly more challenging than measuring their proton coun-
terparts. The primary difficulty stems from the lack of a stable free neutron target, necessitating
electron scattering measurements from bound nuclei, such as deuteron (D) or 3He. Extracting cross-
sections from these nuclei requires model-dependent nuclear corrections. Additionally, the charge
neutrality of neutrons makes them difficult to detect with high efficiency, complicating coincidence
measurements.

Traditionally, cross-section measurements to extract neutron form factors have been performed
on a deuteron (D) target. Absolute cross-sections have been measured either in quasi-elastic single-
arm D(e, €’) or coincidence D(e, ¢'p)n reactions, or in a few cases, in elastic eD reactions. Since the
neutron is electrically neutral, G vanishes at (%> = 0 and remains near zero—much smaller than
the proton contribution to the quasi-elastic eD cross-section—over almost the entire measured Q2
range. As a result, the magnetic term dominates, making these measurements primarily sensitive
to G'};. For these reasons, all reliable G, data with reasonable precision come from polarization
observables. Both recoil polarization (see Equation and beam-target double-spin asymmetry
(see Equation techniques have been used to measure G, as discussed below.

The measurement of G using the recoil polarization technique began in the late 1980s at MIT-
Bates [76], using the D(e, €/pn) reaction at a Q? = 0.255 (GeV /c)?. They measured the transverse

polarization component with a known beam polarization. This initial experiment demonstrated
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Figure 2.4: World data for the neutron electric form factor G';. Black filled shapes represent beam-
target double-spin asymmetry measurement data using a polarized 3He target [64/,68]. Red filled
shapes denote beam-target double-spin asymmetry data with a polarized deuteron target [69-72],
while open shapes represent measurements obtained via recoil neutron polarization [73-75]. The
global fit is sourced from [51]. See the text for more details.

the feasibility of the technique, which was further refined at MAMI in the 1990s. At MAMI,
both the transverse and longitudinal polarization components were measured [74], extending G,
measurements to a @2 of up to 0.8 (GeV/c)?. Later, measurements at JLab [75] further advanced
the technique, achieving precise G’ data at higher Q? values up to 1.45 (GeV/c)? with reduced
uncertainties. These advancements provided critical tests for theoretical models, deepening our
understanding of neutron and proton form factors.

Despite the success of the recoil polarization technique for G% measurements, the challenges
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of neutron polarimetry persisted, motivating the use of the beam-target double-spin asymmetry
technique. The first such measurement was conducted at NIKHEF in 1999, at Q% = 0.21 (GeV/ 0)2,
using a polarized electron beam and a vector-polarized deuterium gas target. This experiment |72]
provided important constraints on G% up to Q> = 0.7 (GeV/ 0)2 when combined with earlier data
from |77] and [78]. Later, JLab experiments in Hall C |70, |71] measured G’ at higher Q? values (0.5
and 1.0 (GeV/c)?) using a solid polarized deuterated ammonia (N D3) target, marking a significant
step forward in polarized target use at larger Q2. In the mid-2000s, an experiment at MIT-Bates
Lab [69] measured G /G%, using a longitudinally polarized beam and a vector-polarized D target,
achieving excellent agreement with Vector Meson Dominance (VMD) based models [79] and meson-
cloud calculations [80] (see Section . A significant development was the use of polarized 3He,
which effectively acts as a polarized neutron target. Early experiments at MIT-Bates [81, 82],
done at lower Q2 (up to 0.2 (GeV/c)?), were unable to produce useful results due to significant
spin-dependent effects. However, it was noted [82] that at higher Q?, such effects would diminish
significantly. In the 1990s, several experiments at MAMI [67, 68| successfully extracted G, at
higher 2, ranging from 0.31 to 0.67 (GeV/c)%. In 2006, the GEN(1) experiment at JLab [83]
marked a significant leap by measuring the neutron form factor ratio G'%%/G%, up to Q* = 3.41
(GeV/c)%

The beam-target double-spin asymmetry technique using a polarized 3He target was also em-
ployed for measuring G%; in the low-Q? regime (0 — 0.6 (GeV/c)?) by several experiments [92/95)].
A precise extraction of G, from this technique requires fully relativistic three-body calculations,
which are quite challenging. Due to the superior sensitivity to G}, of quasi-elastic eD cross-sections,
as discussed above, its early measurements, dating back to 1965, at low Q? were performed using
quasi-elastic single-arm D(e, e’) reactions [96, (97]. However, these measurements suffered from
sizable theoretical uncertainties, primarily due to large final state interactions (FSI). To reduce
theoretical uncertainties, several experiments have utilized coincidence cross-section measurements
in the D(e,€'pn) reaction for G}, extraction [98, 99]. The primary challenge they faced was the

accurate determination of neutron detection efficiency. A few experiments, including a recent JLab
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Figure 2.5: World data for the neutron magnetic form factor G%,/(1,Gp). Black filled shapes
represent measurements obtained using the ratio (or Durand’s) method [84-88|, while red filled
shapes denote absolute cross-section measurements [89-91]. Black open shapes indicate beam-
target double-spin asymmetry measurements [92-95]. The global fit is sourced from [51]. See the
text for further details.

experiment [100], took advantage of the similarity of the ground-state wave functions of the mirror
nuclei *H and 3He to extract G%, from the ratio of quasi-elastic 3H(e,€’) and 3He(e,€') cross-
sections with minimal nuclear corrections. However, accurately modeling the inelastic background

remained challenging.
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Durand’s Method/Ratio Method

The method least sensitive to uncertainties for G, extraction is the one proposed by Durand
[101], which involves simultaneous measurements of neutron-tagged (D(e, e'n)) and proton-tagged
(D(e,€'p)) quasi-elastic scattering cross-sections from eD scattering. This approach, commonly
known as the ratio method, extracts G'; from the ratio of these two cross-sections by using the
well-known proton cross-section and subtracting a small term involving G';. Refer to Section for
a detailed description of the measurement technique. Detecting nucleons in coincidence provides
a powerful means to suppress inelastic background, even at large Q2. Systematic uncertainties
related to the electron beam, target, electron detection and reconstruction, trigger, and data acqui-
sition cancel out in the ratio. Additionally, uncertainties in the deuteron wave function, final state
interactions, meson exchange contributions, and radiative effects largely cancel out since they are
nearly identical between neutron-tagged and proton-tagged events. This leaves the relative detec-
tion efficiency of protons and neutrons as the primary source of uncertainty in this method. The
near-cancellation of the aforementioned uncertainties, which plague other measurement techniques,
makes this the most suitable method for G7%,; extraction, allowing for measurements at very high
Q.

The earliest experiments using the ratio method were conducted at DESY in the 1970s, reaching
Q? values up to 1.5 (GeV/c)? [102]. In 1995, measurements at Bonn [87] extended this technique to
lower Q2 values, in the range 0.13 to 0.61 (GeV/c)?, with careful calibration of neutron detection
efficiency using the H (v, 7 )n reaction. Further refinements came from a series of experiments
conducted at NIKHEF [86] and MAMI [85], spanning the Q? range of 0.61 to 0.78 (GeV/c)?2.
A subsequent MAMI experiment extended the @Q? range further, from 0.71 to 0.89 (GeV/c)?,
achieving a statistical precision of 1.5%. Throughout this period, neutron detection efficiency
remained a critical focus. Neutron detectors were taken to the Paul Scherrer Institute (PSI) for
efficiency measurements. The NIKHEF and MAMI experiments showed excellent agreement for

matching Q? values; however, their obtained G'y; values were smaller than those obtained by Bonn
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and MIT-Bates [91]. It was suggested [103] that the Bonn group had overestimated their neutron
efficiency by neglecting pion electroproduction contributions, although the Bonn team defended
their approach [104], arguing that the contribution was negligible for their kinematic conditions.

The most recent high-Q? measurement of Gy [84] using the ratio method came from the CLAS
collaboration at JLab Hall B. G%, was measured in fine @ bins across the range of 1 to 4.8
(GeV/c)?. They employed an innovative dual-cell design, with liquid hydrogen and deuterium cells
separated by 4.7 cm, for the simultaneous in-situ calibration of neutron detection efficiency using
the H (e, e’ )n reaction. These results aligned well with previous SLAC data [90] extracted from
quasi-free ed cross-sections.

The work presented in this thesis extends the high-precision measurement of G}, to an unprece-
dented Q? value of 13.6 (GeV /c)? using the ratio method, a detailed description of which is provided

in the following chapters.

2.3 Theoretical Interpretation

This section provides a brief overview of the theoretical interpretation of nucleon form factor data,
with a focus on high-Q? regime. Topics such as lattice QCD calculations, which are currently
more precise at low-Q?, and low momentum transfer chiral perturbation theory are omitted, as
they are primarily relevant to low-Q? measurements. For a more comprehensive review, readers

are encouraged to consult [63], |23], and the references therein.

2.3.1 Perturbative QCD (pQCD)

In the perturbative QCD (pQCD) framework, the nucleon is treated as a system of three quarks
moving in parallel. During elastic scattering, the momentum of the virtual photon is absorbed
by one of these quarks and is subsequently redistributed to the remaining two quarks via two
hard gluon exchanges. This approach, which is valid at high-Q? due to asymptotic freedom, suc-

cessfully predicts the dominance of the helicity-conserving Dirac form factor F; over the helicity
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non-conserving Pauli form factor Fy, where F} scales as Q™% and Fy scales as Q6.
Belitsky, Ji, and Yuan [105] refined this picture by including non-zero quark orbital angular

momentum in the nucleon’s light-cone wave function and derived the high-Q? behavior of the ratio

F,/Fy as:
2
@ . In? %
Fy Q*

where A is a non-perturbative mass scale. This “double-logarithmic” behavior, with A ~ 0.2 — 0.3
GeV, was later confirmed in available proton data for Q? > 3 (GeV/c)?, offering further support
for the validity of pQCD in describing nucleon form factors at high momentum transfers. However,
it is worth noting that similar agreement was not observed for neutron Fj'/F* data, obtained using

n/GR, data up to Q> = 3.4 (GeV/c)® and G7, data up to Q* = 4.8 (GeV/c)?, at least for the

corresponding values of A [106].

2.3.2 Vector Meson Dominance

The Vector Meson Dominance (VMD) model is one of the earliest to successfully describe the
global features of nucleon form factors and predict the falloff of the ratio G%,/G%,. In VMD, a
type of dispersion analysis, the form factors are treated as complex functions of ¢, which can be
analytically continued into the timelike region (¢?> > 0). In this framework, the virtual photon
couples to a low-lying vector meson—such as the p(770), w(782), or ¢(1020)—which shares the
same spin and parity as the photon, and the vector meson subsequently interacts with the nucleon
(see Figure . Notably, the existence of the p, w, and ¢ mesons was predicted by this framework

107, 1108] and later confirmed through experiments in reactions like 7N — 7N or ete™ — pions.
[107, gh exp D

The propagator for single vector meson exchange with simple couplings is expressed as:

2
my

2 b
my — q?

where my is the mass of the vector meson. By assigning the vector meson a form factor, one can
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Figure 2.6: Vector meson dominance (VMD) picture of virtual photon coupling to nucleon through
intermediate vector meson.

obtain the Q% falloff of form factors at large @2, in line with data and predictions from pQCD.
One early example of such a fit was provided by Iachello, Jackson, and Lande [109] in 1973, which
predicted the falloff in the G%,/G%, ratio decades before the polarization transfer experiments. Gari
and Kriimpelmann [110] later refined this approach, achieving Q=% and Q~° falloff for Fy and Fb,
respectively, providing a better match to experimental data and pQCD predictions at large ¢2.
Subsequent work by Lomon [79, 111], incorporating a second p meson (the p/(1450)) and a second
w meson (the w’(1419)), resulted in a robust parametrization that successfully described all nucleon

form factors.

2.3.3 Constituent Quark Model

Constituent quark models (CQMs) were among the first models to successfully explain the static
properties of hadrons, such as magnetic moments, as discussed in Section [I.I] These models
played a critical role in the development of QCD, particularly by highlighting the need for the
color quantum number to preserve the Pauli exclusion principle in baryonic states like the AT,
whose spin-flavor-orbital wave function is totally symmetric under the exchange of quarks. CQMs
represent a class of nucleon models that describe nucleons as the quantum mechanical ground state

of three constituent quarks confined within a potential.
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Early CQMs, such as those developed by De Rujula, Georgi, and Glashow |112], and by Isgur and
Karl [113], treated baryonic wave functions as non-relativistic. In the latter model, the confining
potential was assumed to be a long-range harmonic oscillator potential, supplemented by a one-
gluon exchange potential to account for hyperfine splitting. This additional gluon exchange led
to some D-state admixture in the baryon ground state, implying a slightly non-spherical charge
distribution. This was confirmed by observing non-zero electric quadrupole (E2) and Coulomb
quadrupole (C2) amplitudes in the N — A(1232) transition.

However, to accurately calculate nucleon form factors at both low and high-Q?, CQMs require a
relativistic treatment. The main challenge lies in transforming the wave function from the nucleon’s
rest frame to a moving frame. Paul Dirac proposed three approaches to handle this problem:
instant, point, and light-front forms of dynamics [114]. These representations differ based on which
Poincaré group generators are kinematical (interaction-independent) or dynamical (interaction-
dependent).

The light-front form is particularly useful for form factor calculations due to the relative ease
of transforming states between frames. Calculations start with a wave function based on CQMs,
which is then transformed into the light-front form by applying a Melosh (or Wigner) rotation to
the Dirac spinors of each quark. Initial work by Chung and Coester |115] using Gaussian wave
functions predicted a falling ratio of G%,/GY, at large @Q?, but underestimated the observed rate. A
few years later, Schlumpf [116] resolved this discrepancy by using a wave function with a power-law
falloff, significantly improving the results. Extending this, French, Jennings, and Miller [117] |11§]
predicted a zero-crossing of the Gh,/G?  ratio at Q> = 5 and 6 (GeV /c)’.

CQMs can be further improved by incorporating pionic degrees of freedom, as pions, being
light, dominate the long-distance behavior of nucleon wave functions. In chiral quark models,
nucleon form factors are calculated by treating pion effects perturbatively. One such model is the
Light-Front Cloudy Bag Model proposed by Miller [80], where pion cloud effects were calculated
through one-loop diagrams using the Schlumpf wave function, achieving good agreement with form

factor data across both low and high-Q? regimes. Further improvements were made by introducing
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constituent quark form factors and dynamically dressing them with mesons. The Cloét-Miller
model [119], which combined quark and pion cloud effects, successfully explained the quark spin

fraction of the proton’s spin and predicted a zero-crossing of G%, at Q* = 12.3 (GeV/ 0)2.

2.3.4 GPDs and the Transverse Densities

Generalized Parton Distributions (GPDs), introduced independently by Ji [120] and Radyushkin
[121], represent the probability amplitude for removing a quark with a certain momentum fraction
and reinstating it with a different momentum fraction, while also encoding the spatial separation
between the initial and final states. GPDs bridge the gap between parton distribution functions
(PDFs) and form factors, allowing for a 3D imaging of the nucleon’s internal structure. GPDs
can be extracted from measurements of deeply virtual Compton scattering (DVCS) and other hard
exclusive processes. In such extractions, precision nucleon form factor data play a crucial role
by helping to determine the Bethe-Heitler contribution. Additionally, form factor data impose
powerful constraints on the GPD moments, which enter the Ji sum rule [120] for nucleon spin
decomposition.

Alternatively, nucleon form factors can be derived from GPDs. Although experimental GPD
data are limited due to the challenges associated with such measurements, good GPD models, such
as the one proposed by Guidal et al [122], have been successful in explaining the high-Q? behavior
of form factor data. When the longitudinal momentum transfer £ = 0, the integration of the GPD
moments, H and F, over the longitudinal momentum fraction = of the nucleon carried by the quark,

yields the nucleon form factors:

BQ) =Y e | e H(,0,Q7),
’ _11 (2.10)

BQ) =Y et [ k(w007
7 -1

where e? is the quark charge.

As discussed in Section in the non-relativistic limit, the nucleon electromagnetic form factor
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represents the 3D Fourier transform of the spatial distributions of charge and magnetization within
the nucleon. However, at higher Q?, the presence of different wave functions for the initial and final
nucleons invalidates a straightforward probability or density interpretation. Nevertheless, in the
infinite momentum frame (IMF), where the observer approaches the nucleon at the speed of light
or vice versa, one can exploit the relationship between GPD moments and the impact parameter
(b) parton distribution functions (PDFs). This allows for a model-independent determination
of the parton charge density of nucleons in transverse space, expressed in terms of the nucleon
electromagnetic form factor.

If the Z-axis, Z, is chosen to lie along (p + p’)/2, where p and p’ represent the incoming and
outgoing nucleon 4-momenta, respectively, and the frame is further arranged such that the virtual
photon 4-momentum satisfies g™ = 0 and has a transverse component, q |, in the X-Y plane such
that ¢> = —q2 = —Q?, then the transverse (X-Y plane) charge density of an unpolarized nucleon
can be derived according to Miller’s work [123] as:

_ [T aQ

po (b) = i 52 @N(bQ) Y (Q?) (2.11)

where .J,, is the cylindrical Bessel function of order n. Building on this work, Carlson and Vander-
haeghen [124] derived the transverse charge density for a nucleon polarized along the % direction

in the following form:

') 2
o (b) = plY (b) — sin ¢ / Q0 _Q

N M2
M 0QE @), (212)

where b = b(cos ¢pX + sin ¢y ). The unpolarized transverse charge density of the neutron reveals
a negative core, in contrast to earlier beliefs that the neutron has a positive core surrounded by a

negative pion cloud.
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2.4 The SBS Program

In the previous section, we highlighted the far-reaching significance of high-precision nucleon form
factor measurements across a wide range of Q2. However, our review of the existing nucleon form
factor data (see Section clearly shows a lack of high-precision measurements at large Q2,
except for Gh,. This issue is particularly pronounced for the neutron form factors. To address
this gap, the Super BigBite Spectrometer (SBS) collaboration at Jefferson Lab (JLab) proposed
a series of experiments aimed at high-precision measurements of G%,, G, and G%,, extending to
unprecedented Q? ranges. As illustrated in Figure these measurements are expected to provide

high-precision data for all nucleon form factors up to or beyond Q% = 10 (GeV/ 0)2, representing a

significant advancement in our understanding of the nucleon’s internal structure.
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Figure 2.7: The projection of SBS high-Q? form factor data. This figure is adapted from [23].

As of this writing, eight SBS experiments have been fully approved, with five having successfully

completed data collection since the spectrometers were commissioned in the fall of 2021 at JLab’s

40



experimental Hall A. A brief description of the SBS high-@Q? form factor experiments is provided

below:

1. E12-09-019, or SBS-GMn, was the first SBS experiment, running from October 2021 to
February 2022. It extended high-precision measurements of the neutron magnetic form factor

. over the range of Q% = 4 to 13.6 (GeV/c)®. The simultancous measurement of quasi-
elastic neutron-tagged (D(e,e'n)) and proton-tagged (D(e,e’p)) scattering cross-sections al-
lowed for the use of Durand’s (or ratio) method of measurement. The E12-09-019 experiment

is the subject of this thesis and will be discussed in detail in the following chapters.

2. E12-20-010, or SBS-nTPE, was a short but high-impact experiment that ran parasitically
with E12-09-019. It performed the first Rosenbluth separation of the neutron form factors
at high Q? (4.5 (GeV/c)?) by taking measurements at two e points (0.51 and 0.80). This
experiment also used Durand’s method to extract the elastic neutron-to-proton cross-section

ratio at each € point.

3. E12-09-016, or GEnlI, collected data in two run groups between October 2022 and October
2023. This experiment extended high-precision measurements of the neutron electric form
factor G’ over the range of Q@ = 3.4 to 10 (GeV/ ¢)? via a beam-target double-spin asymme-
try measurement on a polarized 3He target. Notably, the novel design of this target achieved

a record-breaking figure of merit (FOM), enabling the experiment to reach such high Q2.

4. E12-17-004, or GEnRP, measured the neutron electric form factor G'% via recoil neutron
polarization (D(€,e' 7)) at Q = 4.5 (GeV /c)?, which is approximately 3 (GeV/c)? higher
than the previous such measurement. This experiment, completed most recently in April-
May 2024, will significantly enhance our understanding of neutron polarimetry. Comparing
its results with those from K12-20-010 will provide valuable insights into the validity of the

one-photon exchange (OPE) approximation in elastic en scattering.

5. E12-07-109, or GEpV, is scheduled to collect data in the spring of 2025. This experiment
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will extend high-precision measurements of the proton electric form factor G%, in the range

of Q2 = 8.5 to 12 (GeV/c)? using recoil proton polarization (H(€, ¢ 7)).

Several challenges are associated with high-Q? form factor measurements, like those pursued by
the SBS collaboration. For instance, the elastic eN scattering cross-section decreases as Q~'2, ne-
cessitating very high luminosity. Additionally, as Q2 increases, the virtual photon angle decreases,
causing the particles of interest to be detected at forward angles with high momentum. To address
these challenges, spectrometers with large solid angle acceptance, capable of handling high lumi-
nosity at forward angles, are essential. Neutron form factor measurements, in particular, require
the detection of high-energy neutrons with high efficiency, which presents an additional challenge.

To achieve the required high luminosity, the SBS collaboration takes advantage of the upgraded
Continuous Electron Beam Accelerator Facility (CEBAF) at JLab, which can deliver up to 12
GeV electron beams with unparalleled intensity and precision (see Section . In combination
with high-density, cryogenically cooled liquid deuterium (/D) and hydrogen (IH;) targets available
at JLab (see Section , the luminosity required for SBS experiments (=~ 103 cm~2s71) is
achieved?]

To address other challenges, three primary detector subsystems were built. These include a large
solid-angle acceptance dipole magnet with sufficient field strength to separate high-energy nucleons
by charge, coupled with the capability to reach forward angles, achieved by cutting the magnet
yoke to accommodate the beamline (see Section . A hadron calorimeter with a large active
area was developed to detect high-energy nucleons with high efficiency, alongside excellent spatial
and temporal resolution (see Section . Additionally, multiple gas electron multiplier (GEM)
detectors with very large active areas, excellent position resolution, and the ability to withstand

high rates were employed (see Section [3.5.2)).

3For the E12-09-016 experiment, gaseous *He targets with state-of-the-art FOM were provided by the University
of Virginia (UVA).
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Chapter 3

The E12-09-019 Experiment: Design and Configuration

The E12-09-019 experiment is the inaugural experiment of the Super BigBite Spectrometer (SBS)
collaboration’s high-Q? nucleon electromagnetic form factor (EMFF) measurement program. It
aims to extend the high-precision measurement of the neutron magnetic form factor, G%,, from
Q? = 4t013.6 (GeV /c)?, leading to a significant enhancement of our understanding of the neutron’s
internal structure.

The installation of the spectrometers for the SBS program at Jefferson Lab’s Hall A began in
the summer of 2021. Data collection for E12-09-019 commenced immediately after completion and
continued for nearly five months, from October 14, 2021, to February 8, 2022. Figure [3.1]illustrates
a schematic of the F12-09-019 experimental setup. A high-energy electron beam produced by the
accelerator collided with the deuterium target in the scattering chamber. The scattered electrons
and nucleons were then simultaneously detected by the upgraded BigBite Spectrometer (BBS) and
the new Super BigBite Spectrometer (SBS), respectively. This simultaneous detection allowed the
use of “Durand’s Method” of measurement, which is insensitive to many systematic uncertainties
that affect other measurement techniques.

Within the BBS, electrons were bent upwards by the BigBite dipole magnet based on their mo-
mentum, tracked with high precision by five Gas Electron Multiplier (GEM) detectors, and finally
stopped by the BigBite calorimeter (BBCAL) for high-resolution energy reconstruction. Addition-

ally, a Cherenkov detector and a timing hodoscope within the BBS facilitated particle identification
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Figure 3.1: Experimental setup of E12-09-019 in Geant4.
and precise time measurements. In the SBS, the scattered nucleons were first separated by charge

by the SBS dipole magnet and then detected by the hadron calorimeter (HCAL) with very high

and comparable efficiencies for proton and neutron.
In this chapter, we will discuss in detail the measurement technique, kinematics, and various

parts of the experimental setup of E12-09-019.
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3.1 Measurement Technique

The “Durand method”, also known as the “ratio method” [101], was used by the E12-09-019
experiment to determine G’; from electron-deuteron scattering measurements. This method as-
sumes that the electron-deuteron scattering cross-section arises solely from scattering by the struck
nucleon. This assumption holds if the proton-neutron interference term in the underlying cross-
section is suppressed, achievable by restricting the scattering region to the forward cone around
the momentum transfer vector (q) direction (defined in Section [4.2.3)). The resulting events are the
neutron-tagged (D(e,€'n)) and proton-tagged (D(e, €'p)) quasi-elastic (QE) scattering events from
deuteron—a loosely bound system of a proton and neutron in perpetual “Fermi motion”. With
simple nuclear corrections, QE scattering from deuteron at high @2 can be viewed as a sum of
scattering from free neutron and proton targets.

The “ratio method” requires the simultaneous detection of the scattered electron and nucleons

[84, 85, 89| to form the quasi-elastic scattering cross-section ratio RYE defined as:

Btol,
ROE _ d2!D(ee'n) (3.1)
= o] )
dQ ! D(e,e'p)

The ratio R9F is insensitive to many systematic effects, such as scattered electron detection and
reconstruction efficiencies, DAQ deadtime, and electron trigger efficiency, which often complicate
other measurement techniques. Moreover, as a coincidence measurement, a simple cut requiring
electron-nucleon coincidence significantly reduces inelastic background, enabling measurements at
high Q2.

The elastic neutron-tagged to proton-tagged cross-section ratio, R, can be extracted from R9F

with corrections for final-state interactions and other nuclear effects using the following equation:

do
R ey RO

%‘p(e,e’) 1 + fcorr

(3.2)

The advantage of the “ratio method” lies in the near cancellation of these corrections in the ratio
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since they are almost identical for neutrons and protons. Calculations show that the residual
correction on the ratio, feorr, will be under 0.1% in the E12-09-019 region of interest.

R, representing the en to ep Born cross-section ratio, is the most fundamental model-independent
observable of the E12-09-019 experiment. It can be expressed using the Rosenbluth formula as

follows:

OMott n 2 n 2
g E (enGE +1,GYy )

O Mott p 2 p 2
PR EE) <€PGE + Gy )

R— (3.3)

This expression can be greatly simplified as the factors onzott, €, and 7 are approximately the same
for en and ep scattering.

Finally, by inverting Equation Wy can be expressed in terms of R as:

[

ien(l +7Tn) p

G = — _
M T €p(1 + 7p) 9 Red

€n ~n2 2
R— Gy, (3.4)
Tn
where the minus sign is assumed due to the neutron’s negative magnetic dipole moment. The
proton reduced cross-section, 0'% > and G are derived from the parametrization of nucleon elec-
tromagnetic form factors based on existing global data. As improved models become available,

more accurate G, values can be extracted from the measured R values.

3.2 Kinematics

Table outlines the kinematic points of the E12-09-019 experiment. Data were collected at six
unique combinations of Q? and e values. The lowest two Q? points overlap with the existing CLAS
eb measurements of G, [84] while the remaining higher Q? points greatly extend the region in
which G%, is known with high precision. Data recorded at two € points at Q% = 4.5 (GeV/ c)?
will be used by the E12-20-010 experiment to do high precision Rosenbluth separation (see Section
of the neutron form factors to shed some light on the two-photon exchange contribution in
elastic en scattering.

The BB and Super BB spectrometers, each weighing on the order of several tens of tons, required
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Table 3.1: Kinematics of E12-09-019. SBS conf. is a dummy index assigned to each unique
experimental configuration, Q? is the central Q?, e is the longitudinal polarization of the virtual
photon, Epeqp, is the beam energy, 0pp(dpp) is the BigBite central angle (target-magnet distance),
Osps(dsps) is the Super BigBite central angle (target-magnet distance), Ogcar(dgcar) is the
HCAL central angle (target-HCAL distance), E. is the average scattered electron energy, py is
the average scattered nucleon momentum. Data taken at two e points for Q% = 4.5 (GeV/ 6)2 will
be used by E12-20-010 experiment to do Rosenbluth separation to shed light on the two-photon

exchange contribution in elastic en scattering. Additional important kinematic specific parameters
can be found in Table

SBS Q* . Bvam OpB/dpp Osps/dsps Oncar/ducar  Ee PN
conf. (GeV/c)? (GeV)  (deg/m) (deg/m) (deg/m) (GeV) (GeV/c)
4 3.0 0.72 3.73 36.0/1.79 31.9/2.25 31.9/11.0 2.12 2.4
9 4.5 0.51 4.03 49.0/1.55 22.5/2.25 22.0/11.0 1.63 3.2
8 4.5 0.80 598 26.5/1.97 29.9/2.25 29.4/11.0 3.58 3.2
14 7.4 046 597 46.5/1.85 17.3/2.25 17.3/14.0 2.00 4.8
7 9.9 050 791 40.0/1.85 16.1/2.25 16.0/14.0 2.66 6.1
11 13.6 041 9.86 42.0/1.55 13.3/2.25 13.3/14.5 2.67 8.1

manual movement during configuration changes, followed by a geodetic survey to align the detector
subsystems and determine their precise locations. This task was further complicated by the un-
availability of the Hall A overhead crane and additional complexities from the ongoing COVID-19
pandemic. As a result, setting up for data collection at a specific kinematic point typically required
an entire day shift.

Addressing unexpected issues during the E12-09-019 experiment led to significant hardware
changes between kinematics, such as the removal of some SBS magnet coils to reduce stray fields,
replacing faulty GEM layers, and installing an Al shield in front of the scattering chamber window
to reduce background rates in the front GEM layers. Keeping track of these changes, summarized
in Table[3.2] is crucial for accurate event reconstruction and realistic simulation of the experimental
setup.

The E12-09-019 production data was collected on the ID, target at specific SBS field settings
designed to maximize neutron-proton separation while keeping upward-deflected protons within the

HCAL acceptance. The production SBS field settings and the collected total charge for each E12-
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Table 3.2: Important experimental parameters for E12-09-019 kinematics (sorted chronologically).
This table is an extension of Table “SBS conf.” is a dummy index assigned to each unique
experimental configuration, Q? is the central Q? value, € is the longitudinal polarization of the
virtual photon, “Run range” is the range of good data runs taken during the configuration, including
all targets, Ispg is the SBS magnet current used during data collection for the corresponding target,
expressed as a percentage of 2100 A (* denotes the SBS current used for production), BZ'5¢ is the
maximum SBS dipole field strength, estimated from observed proton deflection (see Section,
> is the total charge collected on [D, target at the production SBS field settings, “GEM conf.”
is the GEM detector configuration (see Table [3.6). The Al shield column notes the presence or
absence of the Al shield in front of the scattering chamber window for electrons (see Section .

SBS Q? ¢ Run range Isps (%) Bmaz y, GEM Al
conf. (GeV/c)? D, IH, (T) (C) conf. shield
4 3.0  0.72 11436-11616  0,30*,50 0,30,50  1.780 0.05 0 No
7 9.9  0.50 11965-12073 85* 85 1.275 059 0 No
11 13.6  0.41 12278-13064  0,100* 0,100 1.275 10.5 1  Both
14 7.4 0.46 13193-13404 70* 0,70 1.275 1.69 2 Yes
8 4.5  0.80 13435-13620 0,50,70*,100 0,50,70,100 1.230 0.84 2 Yes
9 45  0.51 13656-13799 70* 70 1.275 2.87 2 Yes

09-019 kinematic are listed in Table The unexpectedly low statistics at Q% = 9.9 (GeV/c)z,
compared to the other high-Q? datasets, resulted from unforeseen experimental downtime. How-
ever, the data collected was sufficient for the desired statistical precision. In addition to production
data, ample [H, data was recorded at various field settings for calibration, as listed in the same

table. Dedicated data on optics and dummy targets were also taken at each kinematic.

3.3 The Electron Beam

The Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab is a racetrack-
shaped electron beam accelerator located in a tunnel 25 feet below ground. It is capable of delivering
a continuous wave (CW) electron beam of up to 12 GeV energy with unparalleled intensity and
precision. CEBAF features four experimental halls—A, B, C, and D—where fixed-target electron
scattering experiments are conducted to probe the electromagnetic structure of hadrons. This

section provides a brief overview of the process by which a high-energy electron beam is produced
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at CEBAF, including its generation, acceleration, and delivery to the experimental halls, followed

by a brief description of the Hall A beamline.

Figure 3.2: Schematic of the 12 GeV CEBAF.

3.3.1 Generation

Electrons are produced via laser-induced photoemission from a superlattice gallium arsenide (GaAs)

photocathode El The photocathode is housed in a 100 keV electron gun operated under ultra-high

! GaAs/GaAsP strained-layer superlattice photocathode, consisting of 14 periodic layers of GaAs and GaAsP, capable
of producing 85% polarization at 780 nm. QE: 1%, 6 mA/W
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vacuum (10~ —10712 Torr). Four independent RF-gain-switched lasers, each capable of producing
circularly polarized 780 nm light at a pulse rate of 499/249.5 MHz, are used to generate unique
electron beams for each experimental hall. The frequency and phase of each laser beam are inge-
niously selected to produce a 1497 MHz train of electrons, enabling simultaneous operation of all
four experimental halls.

For example, when only Halls A, B, and C are operational, their respective laser sources are pulsed
at 499 MHz, with a 120° RF-phase shift introduced between them. These three independent beam
bunches are then interlaced to create a single 1497 MHz beam bunch train, which conserves the
duty factor. This frequency matches the fundamental RF frequency of the linacs. The properties of
each bunch, particularly the charge, are preserved in the formation of the bunch train, allowing for
precise control over the simultaneous operation of the halls. The beam bunch train is then injected

into the north linac for acceleration El

Figure 3.3: A CEBAF cryounit, consisting of two hermetically paired five-cell SRF cavities \\

3.3.2 Acceleration

The CEBAF consists of two antiparallel linear accelerators (linacs), each capable of producing

1.1 GeV energy gradient. One of the ingenious features of CEBAF’s design is the use of ten, five

2When Hall D is operational, the laser frequencies are adjusted to accommodate a fourth beam in the bunch train.
One possible configuration is to send a 249.5 MHz beam to Halls A and D, and a 499 MHz beam to Halls B and C,
as was the case during the E12-09-019 experiment.
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at each end, magnetic arcs to link the linacs enabling multipass beam recirculation. A total of five
and a half passes are needed to reach the highest energy H This “race-track” design dramatically
reduced the cost of building CEBAF by significantly reducing the number of Superconducting
Radio-Frequency (SRF) cavities - another very important innovation in CEBAF design. Twice the
accelerating gradients and negligible losses due to resistive heating make SRFs immensely cost-
effective compared to room-temperature RF's.

SRF cavities are the building blocks of CEBAF’s linacs. There are two types of SRF cavities:
one composed of five elliptically shaped niobium cells and the other of seven elliptically shaped
niobium cellﬂ The five-cell cavity is powered by a 5 kW klystron and can produce an energy gain
of 3.75 MeV per pass, while the seven-cell cavity is powered by a 13 kW klystron and can produce
an energy gain of 13.5 MeV per pass. Each cavity operates at a frequency of 1497 MHz, with
optimal performance achieved by maintaining the cavity walls at 2 K and sustaining an ultra-high

vacuum (= 107!2 Torr) inside the cavity.

Table 3.3: Specifications of the C20 and C100 cryomodules installed in the 12 GeV CEBAF [125]
126].

Cryomodule Type

Quarntity C20 C100
Total number in the injector 1—|—i 1
Total number/linac 201 5
SRF cavity/cryomodule 8 8
Energy gain/SRF cavity /pass (MeV) 3.75 13.5
Niobium cells/SRF cavity 5 7
SRF cavity length (m) 0.5 0.7

Two hermetically paired SRF cavities of the same type constitute one “cryounit” (see Figure

3Hall D exclusively receives the highest energy beam due to its physical location, while the other halls receive a
maximum beam energy of 11 GeV. During E12-09-019, operational constraints limited Hall A to a maximum beam
energy of 9.9 GeV.

“The development of seven-cell cryomodules was one of the key innovations that enabled CEBAF’s energy upgrade
from 6 to 12 GeV in 2017.

YAccording to [126], between 2006 and 2019, some C20 cryomodules were replaced with refurbished C50 modules,
although the exact number of these modules in each linac is not explicitly mentioned. C50 modules are five-cell
modules with an energy gain of 6.25 MeV per pass, approximately 67% higher than that of the C20 modules.
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, and four cryounits form a “cryomodule.” Cryomodules containing five-cell and seven-cell
SRF cavities are referred to as “C20” and “C100” cryomodules, respectively [126]. Twenty CQ(m
cryomodules, along with five C100 cryomodules, make up one CEBAF linac, capable of producing
an energy gain of 1.1 GeV per pass. The cryomodules are immersed in a liquid helium bath
circulated by the Central Helium Liquefier (CHL) plant via two parallel cooling loops to maintain
the 2 K operational temperature. Table [3.3] provides a summary of the specifications for both types

of cryomodules.

3.3.3 Delivery to Halls

The CEBAF infrastructure for beam transportation consists of six main subsystems: the injector,
linacs, spreaders, recombiners, recirculation arcs, and extraction regions. The purpose and function
of the injector and linacs have already been discussed. In this section, the remaining subsystems
will be the focus.

For the racetrack design to work efficiently, the transport of the electron beam from one linac
to the next through the recirculation arcs, while preserving its properties, is crucial. After exiting
a linac, the beam is spread by a spreader via differential vertical bending according to its energy
and directed to the appropriate energy-tuned recirculation arc. At the other end of the arc, a
recombiner, which is optically similar and essentially a mirror image of the spreader, phase matches
the individual beams before sending them into the next linac.

The ten recirculation arc beamlines—five at each end—are designed to avoid any phase space
dilution caused by error sensitivity, synchrotron radiation excitation, or optical aberrations. The
final step is to extract the correct beam bunch, with the desired energy, from the beam bunch
train and direct it to the corresponding experimental hall. For Halls A, B, and C, the extraction
regions are designed to achieve this by performing a “two-beam” split using subharmonic RF
separators. These separators, located at the end of the south linac in each recirculation arc, are
phased to provide maximum deflection to the desired beam bunch, which is then extracted into the

transport lines of the corresponding hall. The remaining out-of-phase beam bunches are deflected
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in the opposite direction with the correct amplitude and angle, ensuring their continued forward

propagation into the recirculation arc.

3.3.4 Hall A Beamline

Hall A is a cylindrical concrete structure with a radius of approximately 27 meters and a domed
top with a maximum height of 24 meters, located underground. The Hall A beamline runs through
the center, mounted 3.05 meters above the floor [127]. It carries the extracted Hall A beam bunch
from downstream of the extraction region into the hall, where it terminates at the beam dump
located at the end of Hall A. The key components of the Hall A beamline relevant to the E12-
09-019 experiment include beam current monitors, beam position monitors, beam raster magnets,
superharps, ion chambers, and downstream corrector magnets. Figure presents a schematic of

the Hall A beamline, illustrating the approximate locations of some of these components.

3.3.4.1 Beam Current Monitors

The Hall A beamline is designed to handle beam intensities ranging from 1 to 120 pA. However,
due to constraints such as the target’s melting point, data acquisition (DAQ) livetime, trip limits
of the gas electron multiplier (GEM) detectors, and the accelerator’s maximum power limit, the
maximum current during the E12-09-019 experiment was restricted to a significantly lower value of
15 pA. The beam current was continuously measured and monitored throughout the experiment
using beam current monitors (BCMs), an essential part of the beam diagnostic system. The setup
includes an electromagnetically shielded and thermally insulated parametric current transformer
(PCT) known as the “Unser,” along with two stainless-steel resonant radio-frequency (RF) cavities,
one located upstream (US) and the other downstream (DS) of the Unser monitor.

The Unser monitor produces a signal with amplitude proportional to the beam intensity as
the electron beam passes through the transformer coils inside it. The proportionality constant,
determined via calibration with a beam of known current, allows the calculation of the actual beam

current from the Unser signal amplitude. Although the Unser is highly linear, its precision degrades
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Figure 3.4: Schematic of the Hall A beamline (not to scale). Only key components are shown.

over time due to signal drift. Therefore, it is used primarily for periodic calibration of the US and

The US and DS RF cavities are tuned to the fundamental CEBAF linac frequency of 1497 MHz.
The signal from each cavity is proportional to the beam intensity and is stable over long durations.
These signals are downconverted from 1497 MHz to 1 MHz for easier processing and then fed into
RMS-to-DC converters, which provide a DC signal proportional to the root-mean-square (RMS)
beam current. The DC output from these converters is split into multiple channels (two for the US

BCM and four for the DS BCM), each with a different amplification leve]ﬂ These amplified signals

5Different amplifications allow accurate measurements across a wide range of beam currents. For instance, at low
beam currents, higher amplification provides more reliable readings, while at high beam currents, lower amplification
is preferable.



are then read by voltmeters to provide a direct measurement of the beam current.

3.3.4.2 Beam Position Monitors

The Hall A beam position monitoring (BPM) system is a crucial part of the beam diagnostic
infrastructure, responsible for continuously tracking the position and trajectory of the electron beam
as it moves through the beamline. BPMs are strategically placed along the beamline, particularly
after beam-steering magnets and other focusing elements, to provide precise, real-time feedback on
the beam’s position in both the horizontal (X) and vertical (Y) directions. This ensures that the
beam remains precisely aligned with the target, helping to avoid various failure modes associated

with beam excursion.

Figure 3.5: Transverse cross-section of a beam position monitor (BPM), reproduced from [128§].

Each BPM consists of four wire antennas arranged symmetrically at 45° angles relative to the

hall coordinate system, as shown in Figure As the beam passes through the BPM, it generates
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signal in the antennas, the strength of which is proportional to the distance between the beam and
the antenna. The beam position coordinates (Z,o, Yrot) in the “rotated” coordinate system are

given by
LTy — T Y+ — Y-

) — ) 3.5
T + Yrot v + y_ ( )

ZTrot = C

where C' = 18.76 mm is a calibration constant [129] and x4, z_, y4, and y_ are integrated ADC
signals measured by the corresponding antennas. The beam position coordinates (x,y) in the hall
coordinate system are then calculated using a straightforward coordinate transformation of the

following form:

T cos45° —sin45° Lot
= (3.6)
Y sin45°  cos 45° Yrot

The Hall A BPMs operate in auto-gain mode, where the system adjusts the gain of each antenna

based on beam intensity to maintain a constant signal integral.

3.3.4.3 Beam Energy Measurements

Precise knowledge of the beam energy is essential for reconstructing the 4-momentum of the incident
electron beam, making it a critical component of physics analysis. CEBAF is designed to provide a
beam with highly stable energy, achieving an energy spread on the order of 10™* GeV or less across
all five energy passes. Real-time monitoring of the beam energy is conducted by multiple BPMs
positioned at the beginning, middle, and end of the Hall A arc, where the extracted CEBAF beam
is bent into Hall A by eight dipole magnets. These BPMs operate in fixed-gain mode, unlike the
standard Hall A BPMs, allowing their measured signals to be used in determining the deviation
of the beam energy from the nominal value. This measurement, however, is relative and requires
multiplication by a calibration constant—determined through absolute energy measurement—to
obtain the “true” beam energy. Following the CEBAF 12 GeV upgrade, this calibration constant
has been determined to be 1.003 [130].

Throughout the E12-09-019 experiment, real-time beam energy readings were recorded in the data
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stream via the Experimental Physics and Industrial Control System (EPICS), with a frequency
of one entry every 5-8 seconds. During analysis, the beam energy per run was determined by
calculating the arithmetic mean of all entries recorded for that run and then multiplying by the
calibration constant. The average beam energy for each kinematic setting, as listed in Table

was computed by taking the mean of the beam energies across all runs for that kinematic setting.

3.3.4.4 Beam Raster

Upon entering the hall, the electron beam is rastered to distribute the heat load on the target and
ensure uniform irradiation. This process is especially important when using thin or cryogenic tar-
gets, which are vulnerable to damage from localized heating caused by the intense beam. Rastering
is achieved using a set of dipole magnets that deflect the beam at a rate of 25 kHz, following a
pattern chosen by the user. During the E12-09-019 experiment, a square raster with dimensions of

2 mm X 2 mm was used.
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Figure 3.6: Raster map on a carbon foil target with a 2 mm hole at its center, using data from
run 13181 taken during Q2 = 7.4 (GeV /c)? kinematics.
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When establishing the beam in the hall—either at the beginning of each kinematic setting or
after a long downtime—the raster size was verified by directing the rastered beam onto a thin
carbon foil target with a 2 mm hole in the center. A well-centered, visible hole in the resulting
raster map, as shown in Figure [3.6] confirmed proper alignment. Additionally, the intrinsic beam
spot size before rastering was optimized by performing a “harp scan,” which involved passing an

array of conducting wires through the low-intensity (< 5uA) and low-duty-cycle unrastered beam.

3.4 Experimental Targets

The E12-09-019 experimental targets used for production and calibration were housed in the scat-
tering chamber, as shown in Figure [3.7] These targets were primarily categorized as cryogenic or
solid. Positioned on a ladder for precise vertical motion, they intercepted the electron beam path.
Upon interaction, some electrons scattered off the target while others continued to the beam dump.

Scattered particles exited through thin windows on either side of the chamber and were even-
tually detected by the BigBite and Super BigBite spectrometers. The scattering chamber, an
aluminum cylinder with 2inch thick walls and a 41 inch internal diameter, included exit windows,
beam entrance and exit ports, electrical feedthroughs, vacuum pump ports, and cryogenic target
plumbing. Maintained in a high vacuum (< 10~% Torr), it was connected directly to the evacuated
accelerator beamline to minimize secondary interactions before and immediately after scattering.
During data collection at Q = 13.6 (GeV/c)?, a 0.125in thick Al shiel was installed in front of
the exit window for scattered electrons to reduce background in the front Gas Electron Multiplier

(GEM) detectors, which remained in place for the remainder of the experiment.

"The first data run with the Al shield in place was run 12675. The Al plate replaced a 10 mm thick polyethylene
bar, which was briefly installed for runs 12556 to 12674. A small but significant portion of data collected at the
beginning of this Q2 had no extra shielding.
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Figure 3.7: Components of the experimental target system used in the E12-09-019 experiment. (a)
The outside view of the scattering chamber when looking upstream. (b) The inside view of the
scattering chamber showing the target ladder.

3.4.1 Cryogenic Targets

The cryogenic target, or cryotarget, system used in the E12-09-019 experiment comprised liquid
deuterium (/D7) and liquid hydrogen (IHz) loops. One of the major challenges associated with
the neutron form factor measurement is the absence of a stable free neutron target. However,
the deuteron, being a loosely bound system of a proton and a neutron with a binding energy of
approximately 2.2 MeV, serves as an excellent substitute for a free neutron target. Consequently,
ID, was used as the production target for the experiment, while data taken on [Hy were utilized
for detector calibrations.

The cryotarget cells are aluminum (Al 7075) cans with a shape of a “cigar-tube”, as depicted
in Figure |3.7b, Their dimensions are summarized in Table These cells are connected to their

corresponding recirculation loops for the continuous and stable flow of the target material. The
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Table 3.4: Density and cell dimensions of the cryotargets used in E12-09-019 . Note: Target
densities have been computed using the National Institute of Standards and Technology (NIST)
Chemistry WebBook, based on their temperature and pressure during the experiment (see Figure
. The cell diameters have been obtained from Dave Meekins through private communication.

Target Density Diameter Entrance window — Exit window Wall
loop (g/ml) (mm) thickness (mm)  thickness (mm) thickness (mm)
15cm Dy 0.16694 40.64 0.119 £ 0.003 0.155 £ 0.008 0.137 £ 0.015
15cm [Hy 0.07248 40.64 0.132 4+ 0.004 0.152 £+ 0.009 0.136 £ 0.009

ID, flowing through the target cell is maintained at 22 K and 24 psiA, while the [H, is maintained
at an operational temperature and pressure of 19K and 25 psiA, respectively. Each recirculation
loop comprises a heat exchanger for cooling the target material to its operational temperature and
a high-speed pumping fan, operating at 60 Hz, to propel the liquid flow through the loop. The
cooling at the heat exchanger is facilitated by a continuous flow of helium coolant supplied by an
End Station Refrigerator (ESR) at approximately 14 K and 12 atm, returning at around 20 K and

3atm.
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Figure 3.8: A screenshot of the target operator GUI captured during E12-09-019 on February
8, 2022, displaying a detailed view of the target ladder along with the temperature and pressure
readings of the cryotargets.

The incident electron beam deposits a significant amount of heat in the target, ranging from
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5—80 J/s during the E12-09-019 experiment, proportional to the beam current. The flow of helium
coolant to the heat exchanger can be regulated by a Joule-Thompson (JT) valve, ensuring that
the heat generated by the beam is compensated for, thereby preventing an increase in the target
temperature within the cell, a phenomenon known as target boiling. For safety, it is customary
to adjust the JT valve such that there is a buffer of at least 75 J/s beyond the anticipated beam
heating. The heat needed to compensate for this extra cooling is provided by a variable high-power
heater (P4, = 1 kW) and a variable low-power heater installed at the entrance and exit of the heat
exchanger, respectively. These heaters operate on PID feedback circuits to maintain the operational
temperature of the target within + 0.01 K by continuously receiving inputs from three strategically
placed thermometers: at the entrance and exit of the target cell, as well as at the entrance of the

heat exchanger.

3.4.2 Solid Targets

In addition to the cryotargets, several solid targets were available during the experiment, as depicted
in Figure These encompassed the dummy target employed for background estimation resulting
from scattering from the cryotarget shell, single and multi-foil optics targets utilized in BB optics
program, and carbon hole targets utilized for aligning the beam spot at the target. A summary

detailing the thicknesses and positions of these solid targets can be found in Table

Table 3.5: Thickness and position of the solid targets used in E12-09-019 [131]. Note: Both dummy
foils are at the same (vertical) position on the target ladder.

Solid target Material Thickness (g/cm?) Position in z (cm)
Carbon, 0.5% (1 foil) 99.95% Carbon 0.044 £+ 0.001 0
Optics 4 foil Carbon 0.044 4+ 0.001 +2.5, £7.5
Optics 5 foil Carbon 0.044 + 0.001 0, 5, £10
15 cm Dummy (Upstream) Al 7075 0.350 £ 0.0003 —7.5
15cm Dummy (Downstream) Al 7075 0.349 + 0.0003 +7.5
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3.5 The BigBite Spectrometer

The BigBite Spectrometer, or BB, is a non-focusing spectrometer located on the left side of the
beamline when looking downstream from the scattering chamber. It serves as the electron arm of
the E12-09-019 experiment, capable of detecting high-energy (1 — 4 GeV) scattered electrons with
an angular resolution of 1 — 2 mrad and a relative momentum resolution of ~ 1 — 1.5%. The BB
spectrometer features a large-aperture dipole magnet followed by the BigBite detector package,
which comprises many sub-detectors as depicted in Figure This section will discuss the design

and operation of the various sub-systems of the BB spectrometer.

3.5.1 BB Dipole Magnet

The BB dipole magnet, also known as the BB magnet, is a large-aperture, non-focusing, water-
cooled, H-shaped dipole magnet crucial for reconstructing the momentum of high-energy (1 — 4
GeV) scattered electrons entering the BB spectrometer. Positioned at the entrance of the BB
spectrometer, it is followed by the BB detector package, situated on a platform inclined upward by
10° relative to the ground to maximize acceptance, as depicted in Figure (3.9

The BB magnet was designed and built at the Internal Target Facility of the AmPS ring at
NIKHEF in collaboration with the Budker Institute for Nuclear Physics in Novosibirsk [132]. Sub-
sequently, it was acquired by Jefferson Lab and first used in the E01-015 experiment in Hall A
[133]. Its entrance face is perpendicular to the central trajectory, while the exit face has a pole face
rotation of 20° (see Figure , adjusting the field integral for particles entering the upper or lower
region [134]. This ensures a uniform dispersion across the spectrometer’s acceptance. Weighing
approximately 20 tons, the BB magnet is positioned on a movable platform in the Hall to facilitate
adjustments of spectrometer angles and the target-to-magnet distance to desired values, as listed
in Table B.1

The BB magnet has an opening of 95 x 25 cm? with a central yoke length of 71 cm. The dipole

field in the gap is in the horizontal direction perpendicular to the motion of the scattered particle.
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Figure 3.9: The BigBite Spectrometer in Hall A.

Throughout the experiment, the magnet was operated at its maximum operational current of
750 A with negative polarity, causing electron tracks to bend upwards. The resulting field integral
of approximately 1 Tm was sufficient to provide an average deflection of 4.6° to 3.6 GeV electron

tracks ensuring high resolution momentum reconstruction across all E12-09-019 kinematics.
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Figure 3.10: The BigBite dipole magnet in Hall A. (a) Back view. (b) Side view.

3.5.2 Gas Electron Multiplier

The addition of Gas Electron Multiplier (GEM) based trackers represents the most significant
upgrade to the BigBite Spectrometer compared to its older counterpart. The following features of
the GEMs make them indispensable for the SBS high-Q? EMFF measurement program including
the E12-09-019 experiment:

e Capability to handle very high background rates of the order of hundreds of kHz/cm?
e Excellent spatial resolution of approximately 70 pm for a single hit
e Large acceptance, covering up to 60 x 200 cm? active area

There are 5 GEM layers located in the BigBite spectrometer. The first four layers, also known
as the front trackers, are stacked one after another in parallel downstream of the BigBite magnet.

The fifth layer, or the back tracker, sits further downstream sandwiched between the Pre-Shower
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calorimeter and the GRINCH. Combining precise measurements of particle hit coordinates from
each GEM layer with the BigBite optics model allows for the reconstruction of scattered electron
tracks. The process of BB track reconstruction is involved and will be discussed in Section [£.1.6]

In this section we will delve into the design and operation of the SBS GEMs.

3.5.2.1 Design and Operation

The design of the SBS GEMs is derived from those used in the COMPASS experiment, which
were the first to be employed under high-rate conditions. A GEM detector typically consists of a
drift cathode foil, one or more GEM foils, and an electronics readout board (ROB). The effective
gain of a GEM detector can be optimized for a given high voltage (HV) by adjusting the number
of GEM foils. The SBS GEM detectors employ a “triple-foil” design, also known as the “triple-
GEM” design, incorporating three GEM foils between the drift cathode and the ROB. Figure [3.11

illustrates the working principle of a “triple-foil” GEM detector.
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Figure 3.11: Schematic of a “triple-foil” GEM detector.

Gas Mixture
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The GEM detectors are filled with gas that ionizes upon interaction with high-energy electrons,
creating an avalanche and generating recognizable signals recorded by the ROB. Choosing the gas
for the GEM detector is crucial, considering factors such as cost-effectiveness, chemical inertness,
and low ionization energy. While noble gas like Ar fits these criteria well, using pure Ar has
drawbacks, including energy loss via photon emission instead of secondary electron production upon
excitation. To suppress such spurious photon-induced effects, Ar is mixed with CO,, a polyatomic
gas, which absorbs photon energy through rotational and vibrational modes. Following gain and
detection efficiency optimization, a gas mixture of 75% Ar and 25% CO, was chosen for the SBS

GEMs, supplied to all five GEM detectors through a gas distribution system.
Drift Cathode and GEM Foil

The drift cathode, a thin copper foil, is maintained at the highest potential relative to the ROB,
which is grounded as the anode. The 3mm thick space between the drift cathode and the first
GEM foil constitutes the initial ionization region, known as the “drift region”. A GEM foil consists
of a 50-micron-thick layer of polyimide with a 5-micron-thick copper coating on both sides. Poly-
imide, a dielectric material with outstanding thermal stability, mechanical resilience, and chemical
resistance, insulates the two metal sides while serving simultaneously as an anode on one side and
cathode on the other when potential is applied across them.

Charged particles traverse the GEM foil through hourglass-shaped pores of very high density,
featuring an inner diameter of 50 microns and an outer diameter of 70 microns with a pitch of
140 microns as depicted in Figure The application of a very high voltage (approximately
400V) across the GEM foil generates a substantial electric field within these small hole regions,
accelerating electrons and ions and inducing ionization collisions with the gas atoms in the detector
volume. This process leads to an electron avalanche. Each avalanche produced by a single GEM
foil results in a 20x gain, making the effective gain of a “triple-foil” GEM detector 203x. Figure
illustrates a simulation of the electric field lines within a GEM hole. As mentioned above, a
“triple-foil” GEM detectors such as SBS GEMs have three GEM foils and the 2mm gap between
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two consecutive GEM foils is known as the ”transfer region”.

Polyimide

(a) (b)
Figure 3.12: Design of a GEM foil. (a) Various design parameters of a GEM foil [135]. (b) Electric
field lines within GEM holes.

Readout Board

The space between the third GEM foil and the readout board (ROB) is 3mm thick and known
as the “induction region”. The ROB comprises two sets of thin parallel copper strips separated
by a thin layer of polyimide. The widths of the strips in the upper (80 microns) and lower (340
microns) layers are unequal to account for the discrepancy in their charge sharing induced by
the gap between them. Combining the charge collected by the strips of one of these two layers
provides one coordinate of the position of the track. Two such coordinates measured by the two
layers associated with a single track give the precise location of the track in the GEM detector. The
relative orientation of the strips in the upper and lower levels defines the readout coordinate system.
Two different types of readout coordinate systems have been used in the SBS GEMs: XY Cartesian
and stereo angle UV. While the strips in the two layers are orthogonal in the XY Cartesian design,

their relative orientation is 60° in the stereo angle UV design, as depicted in Figure [3.13
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Figure 3.13: Two types of GEM readout strip orientation used in SBS GEMs. (a) XY Cartesian:
relative orientation of 90°. (b) Stereo angle UV: relative orientation of 60°.

Readout Electronics

The readout electronics of a GEM detector comprise Analog Pipeline Voltage 25 (APV25) chips
and their associated backplanes, VME-based Multi-Purpose Digitizers (MPDs), and VXS Trigger
Processors (VIPs). The APV cards are directly mounted onto the ROB and connected to the read-
out strips. Signals collected by the APV cards are transmitted to MPDs for high-speed digitization
via HDMI cables. Digitized signals from the MPDs are then conveyed to VTIPs through optical
fibers. The VTPs are tasked with data reduction via common mode subtraction and zero suppres-
sion, enabling online analysis. While the APV cards and their backplanes are radiation-hardened,
the MPDs and VTPs are not. Therefore, the MPDs are housed in a shielded area adjacent to the

detector stack, while the VIPs are located in the DAQ bunker.
Voltage Supply

Both high voltage (HV) and low voltage (LV) supplies are necessary for the operation of a GEM
detector. As evident from the above discussion, the operation of a GEM detector is enabled by
applying and maintaining a stable high voltage across the detector (3.7kV at 745 pA) and the
individual GEM foils (=~ 400 V). HV supplied by the W-IE-NE-R MPOD EHS 8060n power supply
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Figure 3.14: Types of SBS GEMs. (a) INFN XY GEM: 3 modules each with a dimension of 40 x 50
cm?. (b) UVA XY GEM: 4 modules each with a dimension of 60 x 50 cm?. (¢) UVA UV GEM: 1
module with a dimension of 40 x 150 cm? ||

is distributed to each GEM foil by a PCB fitted to the GEM detector. Additionally, the APV25
cards are powered by a 5V DC voltage supplied by a 120V power supply through a low voltage

regulator board.

3.5.2.2 SBS GEMs: INFN and UVA

The SBS GEMs are manufactured by the University of Virginia (UVA) and the Istituto Nazionale
di Fisica Nucleare (INFN). While the basic design remains consistent, there are differences between
the GEMs produced by these two institutions. INFN produces only one type of SBS GEM, known
as the INFN XY GEM. These GEMs feature an XY Cartesian readout coordinate system and are
divided into three GEM modules, each with dimensions of 40 x 50 cm?. However, UVA produces two
types of SBS GEMs - the UVA XY GEM and the UVA UV GEM. Similar to the INFN XY GEM,
the UVA XY GEMs feature an XY Cartesian readout coordinate system but are divided into four

GEM modules, each with dimensions of 60 x 50 cm?. As the name suggests, the UVA UV GEMs
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feature a stereo angle UV readout coordinate system and consist of a single GEM module with
dimensions of 40 x 150 cm?. Figure illustrates images of all three types of GEMs mentioned
above.

Table 3.6: BigBite (BB) GEM configuration during E12-09-019. Layer 0 is the first BB GEM
layer located downstream of the BB magnet and layer 4 is the back tracker located between the
Pre-Shower and the GRINCH.

GEM BigBite GEM Type in Layer Run
Configuration 0 1 2 3 4 Range
0 UVA UV INFN XY UVA UV INFN XY UVA XY 11180-12073
1 UVA UV INFN XY UVA UV UVAUV UVAXY 12078-13086
2 UVAUV UVAUV UVAUV UVAUV UVAXY 13095-13799

During the E12-09-019 experiment, all three types of GEMs were utilized in the BigBite (BB)
Spectrometer. Each of the five GEM detectors in the BB spectrometer constitutes a GEM layer,
with layer numbering starting from 0. For instance, the first GEM layer downstream of the BB
magnet is layer 0, and the last GEM layer, or the back tracker situated between the Pre-Shower and
the GRINCH, is layer 4. While the back tracker, a UVA XY GEM, remained constant throughout
the experiment, several front trackers had to be replaced. The E12-09-019 experiment commenced
with two UVA UV GEMs in layers 0 and 2, two INFN XY GEMs in layers 1 and 3, and a UVA
XY GEM in layer 4, labeled as GEM configuration 0. However, within two months of operation,
both INFN XY GEMs were substituted with UVA UV GEMs due to various issues, such as dead
modules and instability. Detailed descriptions of the BB GEM configurations during the £12-09-019
experiment can be found in Table

3.5.3 Gas Ring Imaging Cherenkov

The Gas Ring Imaging Cherenkov detector (GRINCH), positioned between the fourth and fifth
GEM layers, identifies electron tracks among background particles like charged pions. When elec-
trons enter the gaseous medium inside GRINCH, they emit Cherenkov radiation in a cone shape.

This radiation is reflected by a mirror placed along the particle’s trajectory and directed toward a
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PMT array for detection. The resulting detection cluster, a cross-section of the cone perpendicular
to the trajectory, forms a ring, giving the detector its name. The angle of Cherenkov radiation,
0., emitted by a charged particle traveling with velocity v in a medium with refractive index n, is
given by the equation:

cosf. = i, (3.7)
nov

where ¢ is the speed of light in vacuum. Since pions are heavier than electrons, they travel at
lower velocities for the same momentum, leading to a larger value of cosf. and, therefore, a
smaller Cherenkov angle 6.. As a result, in detectors like GRINCH, only electrons produce visible

Cherenkov light clusters, enabling effective pion rejection.
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Figure 3.15: Design and working principle of the Gas Ring Imaging Cherenkov (GRINCH) detector.

Figure shows CAD drawings of the GRINCH design. GRINCH has three main components:

1. Vessel: An air-sealed container, 88.9 cm deep, houses the detector assembly and heavy gas
medium needed for Cherenkov radiation. For the GMn experiment, the vessel was filled with
C4Fg heavy gas, which has a refractive index of 1.00132 at 405 nm and a pion threshold of

2.7GeV. Pions exceeding this energy threshold will form clusters in the GRINCH, reducing
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its pion rejection capabilities since the PMT array lacks the resolution to distinguish between

clusters formed by pions and electrons.

2. Mirror Assembly: Four highly reflective mirrors, each with an incident angle of 55°, are
arranged in a staggered configuration along a vertical plane that intersects the spectrometer
axis at 117.5°. The middle mirrors (75.02x 62.54 cm?) are slightly larger than the edge mirrors
(75.02 x 42.54 cm?), which are inclined (= 10°) about the backplane toward the spectrometer

axis to maximize acceptance.

3. PMT Array: The Cherenkov light reflected by the mirrors focuses onto the PMT array,
located in front of the mirror assembly at a 55° angle relative to the spectrometer axis. The
array contains 510 9125B 29 mm PMTs arranged in a honeycomb pattern. Signals from the
PMTs are transmitted to NINO ASIC-based amplifier/discriminator cards attached to the
detector frame. These processed signals are then sent to the DAQ bunker via 30 m long 34-pin
ribbon cables to be digitized and recorded by VETROC modules, which capture leading and

trailing edge times along with time-over-threshold (TOT) information per PMT signal.

Due to several issues, useful GRINCH data is not available for all GMn kinematics. GRINCH
was only filled with C4Fg gas midway through the experiment; before that, it contained CO», which
has a lower-than-optimal refractive index. This affected the two highest-Q? kinematics, where
additional pion rejection was most needed, and the lowest-Q? kinematics. While data taken at
Q% = 7.4 (GeV/c)? included the heavy gas, it was compromised by malfunctioning VETROC
modules. However, the GRINCH data quality for the remaining Q? = 4.5 (GeV/c)? datasets is
good. Still, the energy of many generated charged pions at high e kinematics exceeds the pion
threshold of C4Fg, reducing the effectiveness of pion rejection. As a result, the most effective

performance of GRINCH was observed during Q2 = 4.5 (GeV/c)? low-¢ kinematics.
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3.5.4 BigBite Calorimeter

The homogeneous electromagnetic calorimeter in the BigBite spectrometer, known as the BigBite
Calorimeter or BBCAL, consists of two segments: the Pre-Shower (PS) and Shower (SH) calorime-
ters. The PS is positioned downstream of the back-tracker, followed by a timing hodoscope (TH),
while the SH calorimeter is located downstream of the TH, thus completing the BigBite spectrom-
eter setup.

The PS detector consists of 52 lead-glass (LG) modules arranged in 26 rows and 2 columns, while
the SH detector includes 189 LG blocks arranged in 27 rows and 7 columns. Primary electrons lose
energy in the LG modules primarily through bremsstrahlung and ionization, which trigger a cascade
of electron-positron pair production and further bremsstrahlung processes, collectively known as an
electromagnetic shower. The Cherenkov radiation, emitted by both the primary electron and the
secondary charged particles in the visible to UV spectrum, is then detected by BBCAL PMTs. On
average, approximately 25 — 30% of the scattered electron’s energy is absorbed by the PS, with the
remainder captured by the SH. Together, the PS and SH reconstruct nearly 100% of the incident
electron’s energy, providing excellent energy resolution (5.4% at 3.6 GeV).

The Minimum Ionizing Particles (MIPs) like pions deposit only a small fraction of their energy
in the PS, allowing for easy identification and filtering from analysis, which effectively reduces
inelastic background. The high energy resolution of BBCAL enables the formation of a stable and
efficient electron-based trigger, which served as the main trigger for the E12-09-019 experiment, as
detailed in Section Additionally, the BBCAL cluster energy and position provides the initial
position and slopeﬁ of the scattered electron track, enabling track reconstruction under high-rate

conditions, such as those encountered in E12-09-019.

8Determining the slope requires additional input from the BigBite optics model and assumes that the electron
track originates from the target, as detailed in Section
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3.5.4.1 Detector Assembly

Although the basic components are more or less the same, there are significant differences in the
design of the SH and PS calorimeters. This section will detail the important aspects of their design,

pointing out the key differences.
Pre-Shower Detector

The Pre-Shower (PS) detector installed in the upgraded BigBite Spectrometer, often designated as
the “New” PS detector, was constructed in the Fall of 2020 at the Jefferson Lab. This construction
involved the replacement of counters and PMTs from the “Old” PS detector ﬂ with refurbished
counterparts sourced from the electromagnetic calorimeter employed in the HERMES experiment

[137]. The primary improvements of the “New” PS detector over the “Old” one are as follows:
1. More radiation-hardened: Achieved by replacing TF1 LG counters with F101 LG counters.

2. Better shielded against stray magnetic field: Achieved by installing mu-metal plates in be-

tween two consecutive rows.

The remaining part of this section will be dedicated to describing the design of the “New” PS
detector. For brevity, the term “New” will be dropped. Figure has a map of the PS detector
along with a summary of the important design parameters.

The PS detector consists of 52 F101 LG counters, each with dimensions of 29.5 x 9 x 9 cm?. Table
summarizes the chemical composition and important properties of F101 LG. The counters are
arranged in 26 rows of 2 columns, positioned facing each other and perpendicular to the spectrom-
eter axis. Signals generated in each counter are read out by a Philips XP3461/PA PMT. A PS
module, consisting of an LG counter and a PMT, serves as the basic unit of the PS calorimeter.

The PS detector frame is not light-tight. It is completely covered from the front and back but

remains open on both sides to allow passage for the attachment of signal and HV cables to the

9As a part of the old BigBite spectrometer, The “Old” PS detector has been used in multiple Jefferson Lab
experiments, including E-02-013, E-06-010, etc., during the 6 GeV era.
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Figure 3.16: Pre-Shower (PS) detector map (back view) with a summary of the important design
parameters.

PMTs. Such a design made it necessary to wrap each PS counter in the following two layers:

1. Inner layer: Constructed from aluminized mylar foil, with the mylar side facing inward, thus
making contact with the polished surfaces of the LG blocks. Such a layer improves light

collection.
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Table 3.7: Chemical composition and important properties of F101 LG [138].

Chemical Composition weight (%)

Pb3O4 51.23
SiO, 41.53
K20 7.0
Ce 0.2
Density 3.86 gcm ™3
Refractive Index 1.65
Radiation Length 2.78 cm
Moliere Radius 3.28 cm
Critical Energy 17.97 MeV

2. Outer layer: Constructed from black Tedlar film to provide optical isolation from outside

light.

The scattered particles must traverse at least 9 cm of F101 LG material while passing through the
PS, which corresponds to approximately 3 radiation lengths. This thickness is insufficient to stop

high-energy electron tracks, which are fully absorbed by the SH calorimeter further downstream.
Shower Detector

Similar to the Pre-Shower (PS) detector, the Shower (SH) detector used in the upgraded BigBite
Spectrometer is a refurbished version of its predecessor. Each SH module, constituting the building
block of the SH calorimeter, consists of a lead-glass (LG) counter and a PMT. As part of the refur-
bishment process, inefficient modules from different sections of the SH calorimeter were replaced
with modules from its top four rows. The missing modules in the top four rows were then filled
with the “Old” PS modules. Figure has a map of the SH detector along with a summary of
the important design parameters.

There are 189 TF1 LG counters in the SH calorimeter, each with dimensions of 8.5 x 8.5 x 34
cm?3. Table summarizes the chemical composition and important properties of TF1 LG. The

counters are stacked in 27 rows of 7 columns facing the spectrometer axis. Signals generated in

each counter are read out by a PMT attached to it.
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Figure 3.17: Shower (SH) detector map (back view) with a summary of the important design
parameters.
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Table 3.8: Chemical composition and important properties of TF1 LG [139, |140].

Chemical Composition weight (%)

PbO 51.2

SiO, 41.3

K20 7.0

A52 03 0.5

Density 3.86 gcm ™3

Refractive Index 1.65
Radiation Length 2.5cm
Moliere Radius 3.5cm

Critical Energy 15 MeV

Since some of the SH modules were replaced with the “Old” PS modules as part of the refurbish-
ment, there are currently two types of PMTs in the SH calorimeter: ITEP FEL 110 and Photonis
XP5321B. To enhance light collection by each PMT and screen the counters from each other, each
LG counter was wrapped in aluminized mylar foil before installation. All the SH modules are kept
in a light-tight box for optical isolation from external light sources. Additionally, mu-metal sheets
have been installed in between two SH rows and at the outer layers of the first and last SH columns
to provide shielding against stray magnetic fields.

The SH calorimeter adds 34cm TF1 LG material to the path of the scattered particles, which
is approximately 14 radiation lengths. Together the SH and PS calorimeters constitute a depth
of approximately 17 radiation lengths, providing sufficient material to fully contain high-energy

scattered electrons enabling high-resolution energy reconstruction.

3.5.4.2 Signal Circuit

The raw PMT signals from the SH and PS detectors were processed at the BBCAL front-end
located near the detector in the experimental hall. The front-end consisted of various NIM modules
assembled in a weldment, as illustrated in Figure The following outlines the path traversed
by the PMT signals through these modules:

SH PMT signals, after generation, were sent directly into a custom-made Summer/Amplifier

78



(S/A) module via 12.5m RG174 coaxial cables, where they were split into two copies:

1. One copy, exiting the back of the module, was amplified by approximately 5x and then
transmitted to the DAQ bunker via a 50 m long signal cable for digitization and recording by
the fADC 250 module.

2. The other copy, amplified by approximately 3.5x, was summed with signals from six other
SH modules in the same row. The summed output was then routed into a quad of the
Phillips Scientific (PhSc) 740 linear fan-in/fan-out (LFI/O) module, where it was combined
with signals from overlapping SH and PS detectors to form the trigger logic, as discussed in

Section B.7.11

The signals from the PS PMTs followed a slightly different path. After generation, they were
routed into a 2-output 10x PhSc amplifier via 12.5 m long signal cables. One copy of the amplified
signal was sent to the DAQ bunker via a 50 m long signal cable for digitization and recording by the
fADC 250 module. The other copy was sent into a custom-made 2-output splitter module. Each
output of the splitter module, with an effective gain of 5x the original PS signal, was routed into
a quad of an LFI/O module to sum signals from overlapping PS rows. The outputs of these quads
were then routed to another set of LFI/Os, where the final summing of signals from overlapping

SH and PS rows occurred to form the BBCAL trigger logic (see Step [2[ above).

Table 3.9: Saturation level of electronic modules in the BBCAL signal circuit.

Total Input Chan Output Chan Max Allowed Input
Modules per Module  per Module Signal Amp (mV)

Summer/Amplifier (S/A) 14 14 14+6 200
PhSc 776 Amplifier 4 16 16 300
PhSc 740 LFI/O 10 16 16 1200
LeCroy 428F LFI/O 3 16 16 700
fADC 250 16 16 N/A 2000

The BBCAL front-end was initially assembled in 2006 for the E-02-013 experiment. Similar to

the SH and PS detectors, the BBCAL front-end used in the E12-09-019 experiment is a refurbished
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Figure 3.18: The BigBite calorimeter front-end electronics and the implementation of BB electron
trigger. See text for more details.

version of the original. Any faulty modules were either repaired or replaced, and a comprehensive
characterization of all electronic modules was conducted. Table[3.9]lists the various types of modules
used in the BBCAL signal circuit, along with their respective saturation levels. The determination
of the saturation level of each type of module was crucial to decide at what amplitude every PS
and SH PMT signal should be aligned at the trigger level via PMT gain-matching. A detailed

description of the BBCAL trigger logic and its implementation can be found in Section [3.7.1
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3.5.4.3 HYV System

The High Voltage (HV) distribution system for the BBCAL PMTSs comprises two LeCroy 1458 HV
crates with built-in Raspberry Pi (rpi)-based software control, twenty-one LeCroy 1461N HV cards,
and 482 SHV cables. The HV crates are installed in a rack, one on top of the other, in the DAQ
bunker to avoid radiation damage.

Each LeCroy 1458 HV crate can hold sixteen type 1461N HV cards, each equipped with twelve
HYV supply channels. Such a design necessitates a total of twenty-one HV cards to be installed in
two HV crates to accommodate all 241 BBCAL PMTs. Among the twenty-one cards, eleven of
them are installed in the upper crate to supply HV to all the PMTs of the right column of PS and
rows 1 through 12 of SH. The remaining five HV cards in the upper crate are used to supply HV
to GRINCH PMTs, and the six empty slots in the bottom crate are kept as spares. HV from each
1461N HV card channel to the corresponding BBCAL PMT is carried by a 50m long SHV cable,
assembled by joining one 40 m long and another 10 m long SHV cable.

The rpi installed in each LeCroy 1458 HV crate enables software control by running the HV
server. The upper and lower crates run the “rpil7” and “rpil8” servers, respectively. Once the
servers are online, a JAVA-based Graphical User Interface (GUI) is used to set the HV value for
individual channels and monitor the corresponding voltage and current read-backs. It also offers
convenience features such as saving and loading an HV settings file containing the HV values for all
the BBCAL PMTs. One can also set the voltage and current trip limits for individual HV channels
to trigger an alarm in case of any failure. Similar to other sub-systems, three EPICS Process
Variables (PVs) are assigned to each BBCAL HV channel to keep track of the set voltage (VOSet),
voltage read-back (VMon), and current read-back (IMon). These variables are automatically logged

in the Hall A electronic loghook (HALOG) at the start of every production run.
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3.5.5 Timing Hodoscope

The Timing Hodoscope, or TH, in the BB spectrometer is a highly segmented scintillation detector
positioned between the Shower and Pre-Shower calorimeters, covering their entire active area. Its
main purpose is to provide a high-precision (o; ~ 200 ps) timing reference for the scattered electron
tracks across the full range of electron momentum detected by BB. It is designed to operate under
high-rate conditions to avoid imposing significant limitations on the experiment’s desired luminosity.

This section will be dedicated to discussing the design and operation of the TH.

3.5.5.1 Design

The TH comprises 89 vertically stacked Eljen Technologies EJ200 plastic scintillator bars, positioned
perpendicular to the spectrometer axis. Each bar, measuring 600 x 25 x 25 mm?, is wrapped in black
industrial paper for light-tightness. Electron Tubes ET 9142 single-channel PMTs are mounted at
both ends of each bar, totaling 178 readout channels. The PMTs are housed in light-tight enclosures
and connected to the bars via Eljen Technologies UVT acrylic rod light guides, with a diameter
of 24 mm. Exposed ends of the light guides are inserted into the PMT housing, sealed with foam
material and black electrical tape. Due to spatial constraints, the light guides alternate between
straight and curved geometries as they move vertically through the stack of scintillators, as shown
in Figure High-energy scattered electrons deposit energy in the EJ200 plastic scintillators,
which is then re-emitted as light with a peak wavelength of 425 nm and collected by the associated
PMTs.

3.5.5.2 Readout Electronics

Signals from the PMTs are transmitted to 12 custom-made 16-channel amplifier / discriminator
cards, each based on the NINO Application-Specific Integrated Circuit (ASIC). These cards are

attached to the detector, with six on either side, and connected to the PMTs via 1.5 m long type

0The original design of the TH included 90 scintillator bars, as mentioned in the citation. However, due to space
constraints, the 90" bar was never installed.
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Figure 3.19: Timing Hodoscope (TH) detector map and geometry [141] (a) TH bars with straight
(top) and curved (bottom) light-guides. (b) Stacking of the TH bars.

RG 174 coaxial signal cables. The NINO cards are carefully tuned to achieve fast and low-noise
processing of the PMT signals, which is essential for high-precision time measurements. Each card

can output two sets of processed signals through a pair of 34-pin ribbon cable connectors:

1. One set of output signals from all 12 NINO cards is transmitted to two CAEN V1190A multi-
hit TDCs located in the DAQ bunker via twelve 30 m long 34-pin ribbon cables, to record

signal time and NINO time-over-threshold (TOT) information.

2. Another set of NINO card outputs, from only 4 NINO cards (two on either side), is directed
to four 16-channel fADC modules located in the same crate as the CAEN V1190A TDCs.
These modules record the amplitude and integral of the associated PMT signals for calibration

purposes.

3.5.5.3 Voltage Supply

All the PMTs and NINO cards in the TH are powered by high-voltage (HV) and low-voltage (LV)
distribution systems, respectively. For the HV system, four 48-channel A1932A HV distributors,
housed in a CAEN SY1527LC mainframe, supply HVs to all 178 TH PMTs. These HVs are
transmitted from the DAQ bunker to four HV distribution boxes attached to the detector frame

via four 60 m long braided 48-channel multi-way cables. Subsequently, HV is delivered to individual
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PMTs through 178 4m long HV cables. Throughout the E12-09-019 experiment, the operational
HV values for TH PMTSs ranged between —700V to —1100V [141].

Similarly, the LV distribution system for powering the NINO cards follows a comparable struc-
ture. LV from a KEYSIGHT N5744A DC module is distributed from the DAQ bunker to the LV
distribution box attached to the detector frame via two 60m long 8-AWG power cables. From
there, twelve 5m long 20-AWG power cables connect the NINO cards to the LV distribution box,
ensuring a stable 5V DC voltage supply to individual NINO cards, each with a current draw of
1.3A.

3.6 The Super BigBite Spectrometer

The Super BigBite Spectrometer, or SBS, is located on the right side of the beamline when looking
downstream from the scattering chamber and constitutes the hadron arm of the E12-09-019 experi-
ment. It consists of a large-aperture (48 x 122 cm?) dipole magnet capable of separating high-energy
(1—9 GeV) scattered nucleons by charge, and a large-acceptance (1.8 x 3.6 m?) hadron calorimeter
capable of detecting nucleons with very high (> 90%) and comparable efficiencies. Figure
depicts the SBS in Hall A. This section will be dedicated to discussing the design and operation of

the SBS dipole magnet and the hadron calorimeter.

3.6.1 SBS Dipole Magnet

The SBS dipole magnet, also known as the SBS magnet or 48D48, is a large-aperture, non-focusing,
water-cooled dipole magnet capable of separating high energy (1 — 9 GeV) nucleons by charge.
It marks the entrance to the Super BigBite Spectrometer, with the hadron calorimeter directly
following. Its approximately 50 msr solid angle acceptance, up to 1.8 T dipole field strength, and
the capability to reach a forward angle of 10° make it indispensable for the SBS high-Q? EMFF
measurement program.

The Brookhaven National Laboratory (BNL) had four 48D48 magnets in storage, from which
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Figure 3.20: The Super BigBite Spectrometer in Hall A.

two were acquired for the SBS program . One of them was transformed into the SBS magnet
with several necessary upgrades, while the iron from the other was repurposed as a counterweight
to enhance the stability of the SBS magnet . The most significant upgrade to the BNL 48D48
magnet was the addition of a slot in its yoke (see Figure to allow passage for the downstream
beamline, enabling access to very forward angles (> 10°), essential to reach high-Q2. Weighing
more than 100 tons, the SBS magnet is positioned on a movable platform in the Hall for ease of
adjusting spectrometer angles to desired values, as listed in Table However, the distance from
the target to the magnet remained constant at 2.25 m throughout the experiment.

The SBS magnet has an aperture of 48 x 122 cm? and a yoke length of 1.22m. It is energized by
two coils, each with 120 turns, generating a horizontal dipole field perpendicular to the motion of the
scattered particles. During the experiment, the magnet was operated with positive polarity, causing
proton tracks to bend upwards. The maximum operating current was 2100 A, corresponding to a
maximum field strength, Bg'5%, which decreased significantly from 1.78 T to 1.28 T (see Table

due to modifications made between the Q2 = 3 & 9.9 (GeV /c)? kinematics to reduce stray fields.
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Figure 3.21: The SBS magnet in Hall A. (a) Back view. (b) Side view.

Despite this reduction, the field strength still provided an average deflection of 3.3° to 8.1 GeV/c
proton tracks, ensuring adequate separation between D(e,e'n) and D(e, e'p) events at the HCAL,
crucial for extracting R@F.

The SBS field settings for production data at each kinematic, listed in Table 3.2] were chosen to
maximize the separation of neutron and proton tracks while maintaining the upward-bent proton
tracks within the HCAL acceptance. Greater separation minimizes systematic uncertainty due to
nucleon misidentification from final-state interactions and/or the deuteron wave-function’s long tail.
Additionally, sufficient (D, and [Hy data were collected at various SBS field strengths to evaluate
the uniformity of the HCAL proton detection efficiency across the detector’s active area, which is

vital for determining the systematic uncertainty related to nucleon detection efficiency.
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3.6.2 Hadron Calorimeter

The sampling hadron calorimeter in the Super BigBite spectrometer, also known as the HCAL,
is designed for the detection of high energy nucleons (1—10 GeV) with very high and comparable
efficiencies. It is capable of detecting both neutrons and protons with excellent position and time
resolutions. The energy resolution, however, is degraded significantly due to the sampling of the
deposited energy.

The HCAL is located behind the SBS magnet, covering a large active area of 2 x 3.8 m?. Each
HCAL module consists of 80 interleaved layers of iron and scintillator plates, creating an effective
depth of 1m. This design provides sufficient interaction length for protons and neutrons across
the momentum range of interest for the SBS program, resulting in a very high detection efficiency
(greater than 90%) for both particles. When nucleons interact with the iron plates, they produce
hadronic showers of secondary particles, some of which generate signals in the associated PMTs by
interacting with the scintillator plates. Approximately 8% of the incident particle’s kinetic energy
is sampled in this process, defining HCAL’s sampling fraction.

While this low sampling fraction leads to poor energy resolution, the high segmentation of
HCAL’s active area and the broad spread of hadronic showers from high-energy nucleons pro-
vide excellent position resolution (5-6 c¢m), enabling precise separation of D(e,e'n) and D(e,e'p)
events essential for extracting ROF. Additionally, the excellent time resolution allows for strict
electron-nucleon coincidence time cuts, effectively reducing accidental background. Although a
nucleon-based trigger was created by logically summing HCAL signals, as discussed in Section
to be used in coincidence with the electron trigger, it wasn’t employed during E12-09-019

due to poor efficiency.

3.6.2.1 Detector Assembly

The design of the HCAL is based on the COMPASS HCALI calorimeter|144] at CERN. It comprises

288 detector modules, each measuring 15x 15 x 100 cm?, arranged in 24 rows of 12 columns, forming
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Figure 3.22: The hadron calorimeter (HCAL) in Hall A. (a) Front view of HCAL when looking
downstream from the target. A detector map has been overlaid on the image, indicating the position
of the detector modules with their corresponding module number (black digits), row number (red
digits), and column number (white digits). NOTE: The association may not be exact in some areas
due to imperfect alignment. (b) Side view of HCAL along with its front-end electronics.

the primary structure. These modules are distributed among four craneable sub-assemblies, each
containing 6 rows and 12 columns, allowing for relocation of this 40 ton detector.

In the center of each HCAL module lies a St. Gobain BC-484 wavelength shifter (WLS) bar,
linked to a PMT through a rectangular-to-cylindrical light guide, as illustrated in Figure [3.23
Flanking the WLS are 40 layers of 1.5 cm thick iron absorbers, alternating with 40 layers of 1cm
thick 2,5-Diphenyloxazole (PPO) plastic scintillators. These layers are slightly offset from one
another to enhance light output. The output spectrum of the PPO peaks at 385nm, aligning

closely with the peak absorption wavelength of the St. Gobain BC-484 WLS, thus optimizing light
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Figure 3.23: Anatomy of a Hadron Calorimeter (HCAL) Module. (a) Photograph of an actual
HCAL module, (b) Schematic representation of its cross-section [145].

Table 3.10: Important design parameters of the Hadron Calorimeter (HCAL). The angles of HCAL
and its distance from the target used during different E12-09-019 kinematics can be found at Table
Additionally, HCAL detector map can be found in Figure

Module dimensions (wxh) 15.24 x 15.24 cm?
Vertical gap between modules 0.635cm
Horizontal gap between modules 0.254 cm
Segmentation (rowsxcolumns) 24 x 12
Vertical offset of HCAL above beamline 75 cm

collection. The generated light is collected by the two types of PMTs installed in HCAL - 192
Photonis XP2262 2” 12-stage PMTs and 96 Photonis XP2282 2” 8-stage PMTs.
A summary of the key design parameters of HCAL is provided in Table These parameters

are crucial for the event reconstruction and simulation purposes.

3.6.2.2 Signal Circuit

The front-end electronics of HCAL are positioned on a mezzanine directly behind the detector,
ensuring consistent access to modules across the top and bottom rows. Raw PMT signals are then
transmitted from the detector to the front-end and subsequently to the DAQ bunker via 100 m long
RG-58 A/U coaxial cables. Here are the sequential steps individual HCAL PMT signals undergo

at the front-end:
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1. After reaching the front-end, the signal is directed to a 16-channel 10x Phillips Scientific 776
(PhSc 776) Amplifier. Each input channel of the PhSc 776 amplifier produces two identical
copies of the amplified PMT signal. A total of 18 such modules are installed to process signals
from 288 HCAL PMTs.

(a) One copy of the amplified signal goes into the fADC module located at the DAQ bunker

to get digitized and then recorded.

(b) Another copy goes into custom-made 16-channel splitter module.

2. As the splitter splits the output of 10x amplifier into two copies, the effective gain of each

copy becomes 5x.

(a) One of these copies undergoes dual discrimination using two sets of LeCroy 2313 Dis-
criminators. Eighteen such discriminators are positioned at the front-end, while another
set is situated at the DAQ bunker. Employing dual discrimination aims to mitigate any
distortion of logic pulses over extended cable lengths. Subsequently, the discriminated
signals are fed into five JLab-manufactured f1TDC modules, also housed in the DAQ

bunker, for digitization and recording.

(b) The remaining copy goes into the the 32-channel UVA-120 summing modules for the

formation of the nucleon trigger logic as discussed in Section [3.7.2]

3.6.2.3 HYV System

The High Voltage (HV) distribution system for the HCAL PMTs follows a structure similar to
the one used for BBCAL PMTs, as detailed in Section Twenty-four 12-channel 1461N HV
cards are evenly distributed between two LeCroy 1458 HV crates, accommodating HV channels for
all 288 HCAL PMTs. SHV cables exiting the LeCroy HV crates connect to twelve 24-channel HV
boxes, where they are bundled into larger HV cables, each 75 m long. These cables transport the
bundled HV signals from the DAQ bunker to twelve similar HV boxes attached to the HCAL. The
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HV boxes attached to the HCAL then split back the bundled HV signals and transport them to
individual HCAL PMTs.

The HCAL HV crates are situated in a rack within the DAQ bunker, stacked one on top of the
other. The upper and lower crates run “rpi20” and “rpi21” HV servers, respectively, enabling soft-
ware controls identical to those available for BBCAL. This includes automatic logging of the EPICS
PVs associated to HCAL HV parameters in the HALOG at the start of every data run. Throughout
the E12-09-019 experiment, the operational HV values for HCAL PMTSs ranged between —1200V
to —2300V.

3.7 Trigger and Data Acquisition

The E12-09-019 experiment used a trigger-based data acquisition system. The electron trigger
for the BigBite (BB) spectrometer was formed by BBCAL signals, while the nucleon trigger for
the Super BigBite Spectrometer (SBS) was formed by HCAL signals. Both of these triggers were
included in the Trigger Supervisor (TS). However, the BB single-arm trigger was primarily used for
production. The high efficiency and stability of the BB electron trigger allowed for the application
of a higher threshold, keeping the data acquisition (DAQ) rate feasible. During the commissioning
phase, subsystem-specific cosmic counter-based triggers were used. Additionally, the GRINCH and
HCAL had in-built LED-based trigger systems for gain-matching and the continuous monitoring
of the gain stability of the PMTs. Table lists the triggers available during E12-09-019.

3.7.1 BB Electron Trigger

The BB electron trigger is implemented at the BBCAL front-end using various NIM modules, as
shown in Figure Signals summed over individual SH and PS rows are combined logically to

form the final trigger and the underlying trigger logic is as follows.

1. Both PS and SH rows are divided into 25 groups each. The groups are numbered from 1 to

25 for both SH and PS, running from the bottom to the top of the detectors.
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Table 3.11: List of available triggers during E12-09-019. “TS input” refers to the input channel
number at Level 1 of the trigger supervisor (see Section [3.7.3)). “Trigger bits” are the corresponding
decimal bits. The “prescale” values used during production reduced the trigger rate by a factor of
gPrescale—1 (3 prescale of -1 disables the trigger). The “rate” column shows the range of prescaled
trigger rates observed during production. For more details on the BB electron trigger and the SBS
nucleon trigger, refer to the text.

TS  Trigger Prescale Rate Description Purpose
input bits (kHz) of the trigger

1 1 0 1-6 BB electron (BBHI) Physics

2 2 -1 0 SBS nucleon Calibration
3 4 -1 0 BB-SBS coincidence Unused

4 8 -1 0 Left HRS Unused

5 16 5 0.01 GRINCH LED Calibration
6 32 0 0.01 HCAL LED Calibration
7 64 -1 0 BB electron (BBLO) Unused

2. All the PS groups consist of two consecutive rows. However, only the first and last 7 SH
groups consist of two rows, while the remaining groups contain three. For instance, PS group
1 (or PG-1) is the sum of the signals from PS rows 1 and 2, and SH group 1 (or SG-1) is the
sum of the signals from SH rows 1 and 2, and so on. Similarly, PG-8 is the sum of PS rows

8 and 9, but SG-8 is the sum of SH rows 8, 9, and 10 (see Table [3.12)).

3. The corresponding SH and PS groups are then summed together to form 25 trigger sums. For
instance, sum of SG-1 and PG-1 forms SC 1-2, the first trigger sum, and SG-25 and PG-25

are combined to form SC 25-26, the last trigger sum.
4. Finally, a global OR of the 25 trigger sums form the BB electron trigger.

The inclusion of three SH rows instead of two in the 11 trigger sums formed by the middle rows
of the SH and PS detectors gives more weight to the events generated within the BB acceptance.
Additionally, such a design accounts for the slight mismatch in alignment between SH rows and

their corresponding PS ones.
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Table 3.12: List of BigBite electron trigger sums formed by the Shower (SH) and Pre-Shower (PS)
rows. See text for details on implementation.

Trigger Sums SH & PS Groups Associated SH & PS Rows

SC 1-2 SG-1 4+ PG-1 SH-1 4 SH-2 + PS-1 4 PS-2

SC 2-3 SG-2 4+ PG-2 SH-2 4+ SH-3 + PS-2 4 PS-3

SC 3-4 SG-3 4+ PG-3 SH-3 4+ SH-4 + PS-3 + PS-4

SC 4-5 SG-4 + PG-4 SH-4 4+ SH-5 + PS-4 4+ PS-5

SC 5-6 SG-5 4+ PG-5 SH-5 4+ SH-6 + PS-5 4+ PS-6

SC 6-7 SG-6 + PG-6 SH-6 4+ SH-7 4+ PS-6 + PS-7

SC 7-8 SG-7 4+ PG-7 SH-7 4+ SH-8 + PS-7 4 PS-8

SC 8-9 SG-8 4+ PG-8 SH-8 + SH-9 + SH-10 + PS-8 + PS-9

SC 9-10 SG-9 4+ PG-9 SH-9 + SH-10 + SH-11 + PS-9 + PS-10
SC 10-11 SG-10 + PG-10  SH-10 + SH-11 4 SH-12 + PS-10 + PS-11
SC 11-12 SG-11 + PG-11  SH-11 + SH-12 + SH-13 + PS-11 4 PS-12
SC 12-13 SG-12 + PG-12  SH-12 4 SH-13 + SH-14 + PS-12 + PS-13
SC 13-14 SG-13 + PG-13  SH-13 4 SH-14 + SH-15 + PS-13 + PS-14
SC 14-15 SG-14 + PG-14  SH-14 4 SH-15 + SH-16 + PS-14 + PS-15
SC 15-16 SG-15 + PG-15  SH-15 4 SH-16 + SH-17 + PS-15 + PS-16
SC 16-17 SG-16 + PG-16 ~ SH-16 + SH-17 4 SH-18 + PS-16 + PS-17
SC 17-18 SG-17 + PG-17  SH-17 4 SH-18 + SH-19 + PS-17 + PS-18
SC 18-19 SG-18 + PG-18  SH-18 4 SH-19 + SH-20 + PS-18 + PS-19
SC 19-20 SG-19 + PG-19  SH-20 + SH-21 + PS-19 + PS-20

SC 20-21 S5G-20 + PG-20  SH-21 + SH-22 + PS-20 + PS-21

SC 21-22 SG-21 + PG-21  SH-22 + SH-23 + PS-21 + PS-22

SC 22-23 SG-22 + PG-22  SH-23 + SH-24 + PS-22 4 PS-23

SC 23-24 SG-23 + PG-23  SH-24 + SH-25 + PS-23 4 PS-24

SC 24-25 SG-24 + PG-24  SH-25 + SH-26 + PS-24 4 PS-25

SC 25-26 SG-25 + PG-25  SH-26 + SH-27 + PS-25 + PS-26

3.7.1.1 Implementation

As outlined in Section [3.5.4.2] signals from the SH and PS PMTs are amplified and split into two
copies at the BBCAL front-end. First copies of the signals are recorded via fADCs located at the
DAQ bunker, while the second copies are logically summed together to form the SH and PS groups,

as discussed above. Following steps are then taken to sum the SH and PS groups to create the final

electron trigger (see Figure [3.25)).

1. Phillips Scientific model 740 (PhSc 740) Quad Linear Fan In/Fan Out (LFI/O) modules are
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used to sum associated SH and PS groups. Summed signals from all the SH rows correspond-
ing to an SH group and the signal from the associated PS group are given as inputs to one
quad of an LFI/O module. The output of this quad is nothing but the corresponding trigger
sum. For instance, an LFI/O quad outputs trigger sum SC 1-2 when the corresponding inputs
are the summed signals from SH rows 1 and 2, i.e., SG-1, and the signal from PG-1. A total
of 7 PhSc 740 LFI/O modules are used to from all 25 trigger sums. Each quad has four

identical output channels out of which three are used:

(a) One copy of the output gets carried to the DAQ bunker via a 50m long signal cable
to be recorded through a fADC 250 channel. A total of two fADC modules, which are
located in the BB timing hodoscope VXS crate, are used to record signals from all 25

trigger sums. This is a part of the trigger performance monitoring system.

(b) Remaining two copies of the LFI/O outputs are used to form two identical sets of BB
electron triggers - BBCAL High (BBHI) and BBCAL Low (BBLO) E Among these
two, only BBHI was used during E12-09-019 experiment. Hence, going forward, we will

focus exclusively on the implementation of the BBHI trigger set.

2. Significant DC offsets and baseline fluctuations were noticed in some of the LFI/O outputs
during the commissioning phase, affecting the stability of the trigger. Summer/Amplifier
(S/A) modules sitting upstream of the signal circuit and the overheating of the NIM crates
were identified as the main sources of these issues. High-pass filters were fabricated for each
LFI/O output and installed in LEMO connector-based 16-channel NIM patch panels to filter
out any DC offset and related fluctuations. Figure shows a circuit diagram of the filter

that is used.

3. The filtered trigger sum signals are processed by two 16-channel PhSc 706 Discriminators,

which have been modified in-house to allow for remote threshold adjustments. Users can

1Two identical sets of triggers were implemented to allow setting up a veto between them while keeping one of
the triggers at a higher threshold (BBCAL High) than the other (BBCAL Low). This would help achieve a cleaner
selection of pion events for E12-21-005 & E12-20-008 experiments.
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in out

Figure 3.24: Circuit diagram of the high-pass filter installed in the BB trigger circuit.

adjust the discriminator thresholds within a range of —10mV to —1V using a Python-based
GUI. This GUI interacts with a DAC module located in one of the HCAL VXS crates at
the DAQ bunker, connected to the discriminators via 50 m long signal cables. Additionally,
an rpi-based read-back system is implemented to continuously monitor the threshold values
through the same GUI. The pulse widths of both discriminators, however, were kept constant

at 40 ns, throughout the experiment.
4. Each channel of a PhSc 706 discriminator has two identical outputs:

(a) One copy of the output is carried to the DAQ bunker to record the trigger counts and
time via a series of electronics including two 16-channel PhSc 726 Level Translators, one
32-channel SIS3820 Multi Purpose Scaler, and one 128-channel CAEN V1190A Multihit
TDC.

(b) The second copy of the discriminated trigger sum signals go into two PhSc 757 Mixed
Logic FI/O modules, which are operated in octal mode to compute logical OR of all the

input signals. Outputs of these two modules are then ORed by feeding them into a PhSc
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Figure 3.25: Schematic of BigBite electron trigger logic used for E12-09-019. See text for details.
Note: “PhSc” is used as an abbreviation for Phillips Scientific instead of the standard “PS” to
avoid confusion with Pre-Shower.
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754 Quad Four-Fold Logic Unit to form the BB electron trigger.

5. A copy of the final trigger is made available at the DAQ bunker via 50 m long signal cable

for the following purposes:

(a) Inclusion in the Trigger Supervisor (TS) to enable triggering data acquisition by all the

detector sub-systems.

(b) Recording trigger counts and time via various VME modules.

3.7.1.2 Calibration

A PMT can operate within a range of gains by adjusting the HV supplied to it, and those installed
in BBCAL are no exception. Therefore, if not properly gain-matched, the amplitude (and integral)
of signals coming from different BBCAL PMTs can vary for the same amount of energy deposition
in the corresponding lead glass (LG) counters. Summing such signals via LFI/O modules will result
in a highly biased and inefficient trigger. Avoiding this situation by ensuring proper gain-matching

of all BBCAL PMTs is the primary goal of the BB electron trigger calibration process.
BBCAL PMT Gain-Matching

High-energy cosmic-ray muons lose energy as Minimum lonizing Particles (MIPs) in LG material.
The total energy deposition in a single SH (or PS) LG counter due to a nearly vertical cosmic
event is approximately 72 MeV[T_zL irrespective of its position in the detector. Such uniform energy
deposition across the detector during a cosmic run allows us to calculate an optimized set of HV
values to match the PMT gains by aligning the corresponding signal amplitudes to a target value.

First of all, good cosmic events are selected for analysis by requiring verticality cuts. A cosmic

event in a given SH counter is considered good if:

1. the top two and the bottom two neighbors of that module have good hits, while

2. its immediate horizontal neighbors do not have good hits.

12This is a rough estimate, solely based on experimental observations.
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For the PS modules, however, no cuts on the horizontal neighbors are applied, as the PS detector
has only two columns. As is clear from the verticality cut definition, the modules at the edges of

the SH and PS detectors are slightly less constrained than those inside.
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Figure 3.26: Effect of gain matching on PreShower (PS) and Shower (SH) PMTs.

The amplitude distributions of the good cosmic signals from individual BBCAL modules are
then fitted using Gaussian functions to extract the corresponding peak positions. The desired HV

to shift the cosmic signal amplitude peak position of a PMT to a target value is calculated using

Equation [3.8

1
Aar et \ @
HVnew = H‘/old < 54 l2t> (38)

where:

« PMT gain factor;

HV,4 HV before gain-matching;

HV,ew Desired HV;

Agig Signal amplitude before gain-matching;

Atarget  Target signal amplitude after gain-matching;

Figure [3.26] shows the effect of gain matching on SH and PS PMTs. The « values for all BBCAL

PMT's were determined through comprehensive HV scans. The approach involved collecting cosmic

98



data at various HV settings to span the PMTSs’ entire operational range{ﬂ Peak positions versus
HYV plots for each PMT were then fitted using a polynomial function as defined by Equation (3.8
to extract the corresponding o parameter. Throughout E12-09-019, these o parameters remained

constant for all BBCAL PMTs, confirming the stability of their gains.
Signal Amplitude Determination at Trigger

As discussed above, aligning the individual BBCAL PMT signals recorded by the fADC is straight-
forward. However, for trigger calibration, aligning the signal amplitudes at the trigger level, specif-
ically at the input of the LFI/O modules in the front-end, becomes necessary. Establishing a
map between the signal amplitudes at the trigger level and those at the input of the fADC for
each BBCAL PMT is a challenging task. The main complication arises from the fact that the
Summer/Amplifier modules in the SH signal circuit, which split the SH signals into two copies for
trigger formation and data acquisition, have different amplifications at the back and front output

channels. Additionally, the gain of each Summer/Amplifier input channel is variable.
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Figure 3.27: Trigger to fADC signal amplitude ratios (Ry/p) across BBCAL modules.

1310-30 mV signal amplitude (A) corresponding to cosmic energy deposition.
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During the commissioning phase, a test setup was established in Hall A to determine the ratio
of signal amplitude at the trigger to that at the fADC for all BBCAL PMTs. The procedure had

the following steps:

1. SH and PS signals were replaced with pulses of known amplitude as inputs to the Sum-
mer/Amplifier modules and the PhSc 776 amplifier modules, respectively. Inputs were given

to one BBCAL channel at a time.

2. The signal amplitude at the input of the PhSc 706 discriminator was measured and recorded

using an oscilloscope.

3. A run was then started to record the corresponding signal amplitude at the fADC via the

data acquisition system.

4. Finally, the ratio of trigger to fADC signal amplitudes was computed for all BBCAL channels

by taking the ratio of the values recorded in steps 2 and 3.

Knowing these ratios for all channels, aligning the signal amplitudes at the trigger level by

analyzing the fADC data is straightforward and can be achieved using Equation [3.9
Srig = Rér/p * A% apc (3.9)

where:

) BBCAL channel index;
RiT I Trigger to fADC signal amplitude ratio;

Az‘

Trig Signal amplitude at trigger;

AZfADC Signal amplitude at FADC;

The resulting Ry /p values were approximately 1 across all BBCAL modules, with some occasional
outliers, as shown in Figure |3.27] This study allowed us to accurately calibrate the BB electron
trigger using cosmic rays via BBCAL PMT gain-matching, resulting in a highly stable and efficient

trigger.
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3.7.1.3 Threshold Determination

Due to the high luminosity, over 43,000 detector channels, and significant reduction in data acqui-
sition livetime beyond an event rate of 3.5 kHz during the E12-09-019 experiment, a high trigger
threshold was required. This was achieved through a well-calibrated trigger system, precise thresh-
old value determination based on physics, and reliable threshold conversion factors.

As detailed in Section the physics process of interest for E12-09-019 is quasi-elastic (QE)
electron-nucleon scattering. Thus, the trigger threshold was set according to the energy of QE
electrons. The energy distribution is broad due to the large acceptance of the BB spectrometer,
the lower edge of which was estimated via realistic QE Monte Carlo simulation (see Table[3.13)). The
threshold was then set at least 200 MeV below this estimate to account for calibration uncertainties

and potential fluctuations in the trigger electronics.

Table 3.13: Threshold conversion factors for E12-09-019 kinematics. Q? is the central Q?, Fpeam
is the beam energy, Opp(dpp) is the BigBite central angle (target-magnet distance), E. is the
average scattered electron energy, F, range represents the spread of the scattered electron energy

distribution, A%‘;;’ is the maximum allowed trigger amplitude due to cosmic ray for the given
Set

experimental configuration to avoid saturation in the BBCAL signal circuit, ATMg is the chosen
trigger amplitude during experiment, and Theop is the corresponding threshold conversion factor.
A%ﬁi ; is chosen to be the nearest multiple of 5 of A%‘f;‘, for convenience. A slight difference between

the two is acceptable, as the estimation of A%f;g is conservative.

Q? FEyeam OB dpp FE. E,range (GeV) AMar ASet Ther

Tri Tri
(GeV/c)? (GeV) (deg) (m) (GeV) Low/High (mV% (ngj (mV/MeV)
3.0 3.73 36.0 1.79 212 1.88/2.39 19 20 0.35
4.5 4.03 49.0 155 1.63 1.43/1.86 24 25 0.44
4.5 5.98 26.5 197 3.58 3.09/4.14 11 10 0.18
7.4 5.97 46.5 1.85 2.00 1.75/2.31 19 20 0.35
9.9 791 400 1.85 2.66 2.27/3.15 14 15 0.26
13.6 9.86 42.0 1.55 2.67 2.29/3.25 14 15 0.26

This estimated threshold value is in energy units. However, as discussed in Section [3.7.1.1] the

trigger threshold is set in units of millivolts (mV), representing the minimum signal amplitude for
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acceptance. The conversion factor, Thop, between energy unit and mV is defined as:

A T
Thep = ;9 mV/MeV (3.10)

where Ar,;4 is the signal amplitude at the trigger after gain matching, and 57 MeV is an empirical
value derived by studying the correlation between BBCAL cluster energy and the threshold value.

The choice of Ar,;, for each experimental configuration is influenced by the saturation levels of
the trigger electronics, summarized in Table The saturation level of the Summer/Amplifier
(S/A) module, at 200 mV, is the lowest and determines the saturation of the entire BBCAL signal

circuit, including the trigger system. Using this saturation value and the maximum expected

scattered electron energy (EM?®) from simulation, an upper bound for Atrig, A%%, is calculated
as:
5 0.072
M

This calculation accounts for signal amplification at the front-end and attenuation in the long signal
cable from the front-end to the DAQ bunker. A%‘;; values for each E12-09-019 configuration guided
the selection of target trigger amplitudes for cosmic-ray gain matching of BBCAL PMTs, defining
the threshold conversion factor via Equation A summary of the maximum trigger amplitudes

and corresponding threshold conversion factors used during E12-09-019 is presented in Table [3.13

3.7.1.4 SBS Fringe Field Effect Mitigation

One of the key takeaways from the above discussion is that trigger calibration is driven by the gain-
matching of the BBCAL PMTs. Any instability in the gains may worsen the calibration, resulting
in a highly biased and inefficient trigger. Such a situation occurred during the commissioning of
the E12-09-019 experiment, posing one of the biggest challenges related to data quality.

This issue was driven by the unexpectedly large fringe field effect of the SBS magnet on the

BBCAL PMT gainﬁ While comparing the scattered electron energy distributions as detected

14 According to a crude field measurement performed towards the end of E12-09-019, the fringe field strength at
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by the SH and PS detectors from various runs taken at the same experimental configuration but
with different SBS magnet field strengths, we noticed significant shifts in their peak positions. This
would imply that the scattered electron energy is correlated with the SBS magnet field strength,
which is absurd! The only explanation for this observation is that the BBCAL PMT gains are
severely affected by the fringe field of the SBS magnet.

All BBCAL PMT gains were impacted, with some experiencing more severe effects than others.
A clear correlation was observed between the PMT position in the detector and the extent of the
impact. Notably, PMTs located at the edges were most affected. Overall, the PS PMTs suffered
greater impact than the SH PMTs, as shown in Figure [3.:28|likely due to the partially open and less
shielded PS detector frame (see Section . In some cases, the impact was so severe that the
signals were entirely lost! Given the proximity of the BB dipole magnet and the beam-line corrector
magnets to BBCAL, we carefully assessed the effects of their fringe fields on the BBCAL PMTs as
well. While the impact from the corrector magnets seemed negligible, the BB dipole magnet did
affect the PMT gains, albeit to a lesser extent than the observed effects from the SBS magnet.

As evident from the above discussion, mitigation of the SBS fringe field effect became a priority
for the continuation of experimental data taking. To achieve this, a simple yet highly effective and

easy-to-execute plan (see Figure [3.28]) was proposed, which included the following steps:

1. Ensure the configuration change is fully completed. Specifically, wait until the spectrometers
have been relocated to their designated positions for the Q? point, thereby fixing the distance

between BBCAL and the magnets.

2. Take a cosmic run with the BB and SBS dipole magnets turned off. Use the data to gain-
match BBCAL PMTs to a very high target signal amplitude (> 25mV) at trigger, following
the procedure outlined in Section This ensures that the signal from any PMT is not

lost when the magnets are turned on, regardless of the severity of the fringe field effect.

3. Turn on the SBS and BB dipole magnets to the field strengths that are required for production.

the BBCAL was of the order of 50 G. However, the BBCAL PMTs were designed to handle a maximum of 35 G, and
the mu-metal plates installed in the detector could provide shielding against an external field of up to 25G.
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Figure 3.28: The impact of the SBS fringe field on BBCAL PMTs and the mitigation steps. Note:
In step three, SH and PS signal amplitudes were aligned at a lower value (10 mV) from the initial
25 mV. Starting with a high amplitude prevents the loss of PMT signal due to the SBS fringe
field, ensuring proper calibration across all BBCAL PMTs. The final low amplitude avoids the
saturation of PMTs in beam. This value is kinematic-specific, as summarized in Table

4. Take another cosmic run, but this time with the magnets on. Upon analysis, this run provides

the effective BBCAL PMT gains in the presence of the fringe fields.

5. Use the run from the previous step to gain-match BBCAL PMTs to the target trigger ampli-
tude, A%}; > as given by Table This ensures that the BBCAL PMTs are gain-matched

in the presence of the fringe fields, confirming that the trigger is properly calibrated.

Once the trigger is properly calibrated in the presence of the fringe fields, we can trust the threshold
values and resume normal data acquisition. This procedure was conducted whenever there was a
change in the spectrometer positions or magnet field strengths during the E12-09-019 experiment,

consistently yielding the expected results.
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3.7.2 SBS Nucleon Trigger

At the HCAL front-end, the raw PMT signals undergo amplification, splitting, and eventual sum-
mation to create an NIM-electronics-based analog nucleon trigger as outlined in Section [3.6.2.2

The underlying trigger logic is as follows.

1. 288 HCAL modules are grouped into eighteen 4 x 4 blocks (G1-G18). Signals from 16 PMTs
within a group are summed using nine 32-channel UVA-120 summing modules operated in

the dual sum mode.

2. Signals from four adjacent groups are further summed together using five 4-channel UVA-133

summing modules to form 10 regions of 8 x 8 blocks (R1-R10) of 64 modules.

3. The summed signals from 10 regions of 8 x 8 blocks are then fed into a modified PhSc 706
discriminator. This modified discriminator module has the same features as the ones used in

the BB electron trigger as described in|3.7.1.1

4. The discriminated signals are then combined to form the final trigger.

The poor energy resolution of HCAL makes the trigger calibration unreliable leading to ambiguity
in the threshold conversion factor. Hence, the SBS nucleon trigger threshold was kept at very low
value (= —20mV) throughout the experiment and the BB single-arm electron trigger was used for

production data acquisition.

3.7.3 Data Acquisition

After receiving an acceptable trigger, the raw data from all the detector subsystems are recorded for
the event that caused the trigger. The system governing the process of accepting and distributing
triggers, transferring raw data to buffers, building events, and then recording them to file is known
as the data acquisition (DAQ) system. It comprises sophisticated hardware and software tools
that work in sync to accomplish these tasks. The CEBAF Online Data Acquisition (CODA)

is a collection of state-of-the-art software and hardware tools necessary to implement a scalable
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and distributed data acquisition system as required by large-scale nuclear physics experiments at

Jefferson Lab.
The Platform in a Nutshell

Figure[3.29shows a high-level schematic of the SBS DAQ system used during E12-09-019. It consists
of multiple CODA components such as front-end electronics, including crates, ROCs, and payload
modules, a Data Concentrator (DC), an Event Builder (EB), an Event Transfer (ET) system, and
an Event Recorder (ER). At the front end, raw data from all detector sub-systems are processed
and sent to the DC based on the accepted trigger. The DC aggregates and organizes the raw data
from various sub-systems and transmits them to the EB. The EB constructs complete CODA events
by consolidating the payload-specific data provided by the DC. Each payload module’s raw data is
preceded by a header block containing key metadata such as ROC ID, event number, event type,
run number, and payload module ID. The built CODA event is then transferred to the ET system,
which manages the flow of these events, distributing them to various consumers, such as online
data quality monitoring or data storage via the ER. The Multi-Agent Framework for Experiment
Control Systems (AFECS) provides an integrated control system environment that links the various
CODA components mentioned above, ensuring coordinated operation and communication between
them. A Run Control (RC) GUI is used to conveniently interact with the platform, allowing users

to manage and monitor the system efficiently.
The Trigger Supervisor System

The DAQ front-end hardware primarily consists of electronic crates that support a highly versa-
tile asynchronous backplane bus system, such as Versa Module Eurocard (VME) and VME-bus
Switched Serial (VXS), along with their associated payload modules. The primary purpose of this
hardware is to collect and process signals from the detector channels and transfer the processed
data to the next stage of the DAQ system based on the acknowledged trigger signal. The Read-Out

Control (ROC) system installed in each crate communicates with the Trigger Supervisor system
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Figure 3.29: High-level schematic of the SBS DAQ system. See Table for a list of the ROCs
and payload modules used during E12-09-019.

and the CODA platform to enable this entire operation.

The trigger modules contribute to constructing the Trigger Supervisor system, which links the
experiment-specific triggering system and the ROCs |146]. The system utilized during E12-09-019
comprised a single Trigger Supervisor (T'S) module, a couple of Trigger Distributor (TD) modules,
and eight Trigger Interface (TI) cards, each corresponding to a front-end crate. The TS and TD
modules were installed in a VME crate, specifically sbsTS21, while the TIs were installed in their
respective crates.

The TS module serves as the central control point for data acquisition activity, accepting and
prescaling multiple sources of triggers, including both physics and calibration types. The TD mod-

ule receives trigger, clock, and synchronization signals from the TS and distributes them to up to
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Table 3.14: Summary of sub-system-specific payload modules used during E12-09-019 along with
the available data types.

Sub-system ROC Payload modules Available data type
GEM bbgemROC19 APV /MPD ADC
GRINCH grinchROC7 VETROC TDC

TH bbhodoROC5 V1190A TDC

BBCAL bbshowerROC6 fADC250 ADC, ADC time
HCAL hcalROC16/17 fADC250, f{1ITDC ADC, ADC time, TDC
BB Trigger sbsvmeROC21 SIS3820 Scaler counts

eight crates in the front-end data acquisition system via a custom serial link to the TIs, maintaining
fixed latency from the TS. It also receives status information from each crate, generating a “busy”
signal and tracking various status registers of the front-end crates and communicate those to the
TS. The TS accepts new trigger only if no trigger is currently being latched and the “busy” signal
is not asserted from any of the front-end crates.

The Trigger Supervisor (TS) allows for three logical trigger levels, with Level 1 (L1) capable of
processing up to twelve independent trigger streams simultaneously. During E12-09-019, only L1
was used, with seven inputs as listed in Table Once the TS is ready to accept new triggers,
any L1 trigger passing the prescale circuitry latches the TS and starts a coincidence time window.
Any other L1 triggers occurring within this interval are also latched. A pattern of Level 1 Accept
(L1A) signals is then generated to create ADC gates and TDC start/stop signals, dictating data
transfer from the front-end payloads to the next stage of DAQ system.

Table presents a summary of the sub-system-specific payload modules employed during E12-
09-019, along with the available data types. Since these modules are not radiation-hardened, they
were housed in the DAQ bunker, located far from the spectrometers and shielded by thick concrete
blocks. Raw signals from the detector front ends were transmitted to the DAQ bunker via long

cables, either 50 m or 100 m, as discussed earlier in this chapteI{El

15The MPD modules for the GEMs, however, were placed in a smaller concrete bunker situated behind the BigBite
spectrometer. The raw data from the GEMs were sent to these modules using shorter HDMI cables.
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Chapter 4

Data Analysis

Rigorous analysis of the raw data collected during E12-09-019, as detailed in the previous chapter,
is necessary to extract meaningful physics results. Four major analysis steps precede the extraction
of physics observables: event reconstruction, event selection, detector calibration, and realistic
Monte Carlo simulation. The collected raw data from both spectrometers are first decoded and
then combined to reconstruct the scattered electron tracks. Various cuts informed by physics
and detector geometry are then applied to select physics events of interest. Several passes of
detector calibrations are performed to achieve the best resolution. Only after these steps can
reliable raw counts corresponding to D(e,e’n) and D(e,€'p) events be extracted. Realistic Monte
Carlo simulations are performed in parallel, incorporating various physics and detector effects, and
are then compared to the data to extract the corrected counts. In this chapter, we will discuss in
detail the steps and methodology of data analysis that lead to the extraction of E12-09-019 physics

observables.

4.1 Event Reconstruction

The process of decoding experimental raw data event by event to extract integrated charge and/or
time information from individual detector channels, and then combining this data to reconstruct

relevant kinematic variables, is known as event reconstructionE] In this section, we will discuss the

'Processing the entire E12-09-019 dataset (=~ 2PB) takes a few hundred K-core-hours of CPU time.
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important parts of event reconstruction in detail.

4.1.1 Software Tools

The process of event reconstruction can become quite complex, especially with large and intricate
spectrometers like BigBite and Super BigBite. To manage this complexity, sophisticated software
tools are essential. A key tool in this context is the Hall A C++ analyzer, known as Podd [147].
Podd is a modular and extensible software framework designed for event reconstruction in Hall A
experiments, catering to both tracking and non-tracking detectors.

Podd is built on top of ROOT, a data analysis framework developed by CERN. It facilitates
event-by-event analysis for a specific CODA run, maintaining a consistent workflow from reading
the CODA raw data files (EVIO) to writing the reconstructed physics information to disk in ROOT
file format. Written in an object-oriented style, Podd offers classes that can be inherited to develop
detector-specific decoding and reconstruction code. A huge effort went into the development of
event reconstruction software specific to the BigBite and Super BigBite spectrometers giving birth
to SBS-offline [148], a C++ library built on top of Podd.

The analysis is configured using spectrometer- and detector-specific database (DB) files. These
files contain various parameters that are crucial for defining the spectrometer and detector settings,
including spectrometer position, detector geometry, analysis thresholds, and calibration coefficients.
Some of these parameters remain constant throughout the experiment, while others do not. For
instance, the detector geometry is expected to stay unchanged across different experimental con-
figurations, but the spectrometer position will vary. Such changes are marked by appropriate
timestamps in the DB files. When parsing the DB files, Podd matches these timestamps with
the one in the EVIO file to read the correct values. The DB files used for the reconstruction of
E12-09-019 dataset are hosted in SBS-replay [149] repository.

Now that we are familiar with the software tools used for event reconstruction, let us provide a

broad overview of the overall analysis flow.
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4.1.2 Analysis Flow

The event reconstruction analysis of a given CODA run is executed by a C++ script, known as the
replay script. Before starting the analysis, the following important parameters are set within the

script:

e Mode of decoding ADC and/or TDC data for all detectors.

Order in which the detectors will be analyzed.

Path to the directory containing database (DB) files.

Format of the output file names and path to the output directory.

Metadata associated with the run, including the run number and start time.

Finally, the analysis is initialized by reading all the relevant database (DB) files and making the
entries available globally. After initialization, the output ROOT file is created and a C++ object
containing the run metadata is written to it. The ROOT file remains open throughout the event
reconstruction process to enable writing out reconstructed data at any stage of the analysis.

Now, we are ready to begin the event-by-event analysis of all the CODA events stored in the
associated EVIO file. The following tasks are carried out within the event loop in the specified

order:

1. One CODA event is read from the EVIO file. It includes a header block with important
metadata, such as ROC ID, event number, event type, run number, and payload module 1D,

which precedes the payload module-specific raw data.

2. The appropriate analysis mode is determined based on the event type. There are two possible
analysis modes: slow control analysis and physics analysis. The former is performed for
scaler and EPICS events, while the latter is performed for physics events. We will focus on
the physics analysis methodology going forward. The following steps are carried out during

physics analysis:
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(a)

entire run.

Event Decoding: A map between the ROC payload module channel and the detector
channel is established. Subsequently, pedestal and/or reference channel subtracted and
calibrated ADC and/or TDC data from all the detector channels are read out. This pro-
cess is repeated for all detectors, with tracking detectors processed before non-tracking

detectors, and each group processed in the order specified in the replay script.

Coarse Reconstruction: ADC and/or TDC data from all the channels of a detector is
then combined based on a detector-specific algorithm to form a cluster of hits associated

with the same scattering event.

Track Reconstruction: Once the clusters are formed for all detectors in the BigBite
spectrometer, the scattered electron tracks are reconstructed to extract the correspond-

ing kinematic variables.

Fine Reconstruction At this stage, the process of event reconstruction for the associ-
ated CODA event is essentially complete. This enables the calculation of other important
kinematic variables, such as the squared four-momentum transfer of the virtual photon

and the squared invariant mass of the virtual photon-nucleon system.

Once the analysis of all the CODA events is completed successfully, a log file is created with
important summaries related to analysis cuts and processing time. Typically, each CODA run has
one associated EVIO file. However, each EVIO file can have multiple segments, as a new segment is
created once the file size exceeds a user-specified limitE] Podd is designed to handle multi-segment

analysis, maintaining the correct order and tracking the global event number and time across the

As is evident from the above discussion, event decoding, cluster formation, and track reconstruc-
tion are key steps in physics event reconstruction. In the rest of this section, we will discuss these
steps in greater detail. However, before delving into the event reconstruction methodology, it is

necessary to familiarize ourselves with the various coordinate systems (Csys) used in this process.

2During E12-09-019, each EVIO file segment was limited to 20 GB, with the number of segments per run ranging
from 1 to 500.
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4.1.3 Coordinate Systems (Csys)

Events from different subsystems are reconstructed independently and then combined for physics

analysis. To manage the complexity due to differences in design, position, and orientation, various

coordinate systems (Csys) are used. Understanding these coordinate systems and their interconnec-

tions is crucial for performing the necessary coordinate transformations. Below is a brief description

of the key coordinate systems used for event reconstruction:

Hall/Vertex Csys: The origin is at the center of the cryotarget cell, with Z pointing down-
stream along the beamline, § pointing vertically upward toward the hall ceiling, and X point-
ing to beam left when looking downstream, forming a standard right-handed coordinate

System.

Target Csys: Derived from the Hall Csys by an anti-clockwise rotation of the BB angle
(0pp) about the Y-axis, followed by an additional anti-clockwise rotation of 90 degrees about
the Z-axis. Here, Z points downstream along the BB spectrometer axis, ¥ points to beam left

when looking downstream, and X points vertically downward toward the hall floor.

Focal Plane/Ideal Optics Csys: Derived from the Target Csys by an anti-clockwise ro-
tation of 10 degrees, the tracker pitch angle, about the Y-axis, and shifting the origin down-
stream along the BB spectrometer axis to the ideal position of the first GEM layelﬂ as defined

in the simulation.

GEM Internal Csys: Follows the same convention as the Focal Plane Csys, but its origin
and rotation angle about the Y-axis are based on the observed position and orientation of
the first GEM layer rather than the ideal values. These parameters are determined from
the geodetic survey and fine-tuned through BB optics calibration before being added to the

database (DB) file for use in event reconstruction.

3In the Focal Plane Csys, the distance from the front of the BB magnet to the first GEM layer is 1.1087 m,
indicating that the first GEM layer is approximately 0.9 m from the BB magnet mid-plane.
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e Local Detector Csys: In this system, the X-Y plane aligns with the front face of the
detector. The origin is at the physical center of the detector, with the X pointing downward
toward the hall floor and the ¥ pointing to beam left when looking downstream, following
the right-handed convention. Cluster centroids obtained from event reconstruction are given

in the Local Detector Csys.

4.1.4 Event Decoding

The process of event decoding varies with the type of ROC payload module and the detector
geometry. Even data from the same type of payload module can be decoded differently based on
the data-taking mode. However, the basic algorithm is the same and has the following primary

steps:

1. Begin loop over all the payload module channels based on the associated detector map. Each
entry of the map contains the crate/ROC ID, slot number, start and end channel numbers,

and an optional reference channel number.

2. Establish a map between the payload module channel and the associated detector channel
based on the channel map provided in the DB file. A detector channel can be connected
to multiple payload module channel. For instance, HCAL data is read by both fADC and

f1TDC modules to measure ADC and TDC information, respectively.

3. If the channel has an ADC pulse with an amplitude exceeding a specified threshold, the
pedestal-subtracted amplitude, the integral of the pulse, and its time, referred to as the ADC

time, are extractedlﬂ

4. If the channel has TDC pulse(s) with an amplitude greater than a specified threshold, extract
the leading edge and /or trailing edge time, as well as the time over threshold, after subtracting

the reference channel values. Then, convert these values to nanoseconds (ns).

“A detailed overview of the algorithm for ADC time calculation can be found at [150].
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5. Once the loop is complete, call the method to find a good TDC pulse per channel for this

event based on its proximity to user defined good time cut.

Decoding GEM data involves additional nuances. For example, it requires two steps to establish
the mapping between the GEM strips and the MPD channels. Initially, the APV map assigns the
type of each GEM module across all five GEM detectors. Based on the GEM type (see Section
, a map between the APV card and the associated GEM strips is created. Each entry in the
channel map then associates each APV card with an MPD channel, a VTP fiber/MPD module,
and a VTP crate/ROC. Additionally, the presence of multiple types of APV data adds further
complexity to the decoding process, with differences arising from the presence or absence of online
common mode noise subtraction and/or zero suppression.

With the available good ADC and/or TDC data per detector channel for this event, we are now

ready to form clusters based on the algorithms discussed below.

4.1.5 Cluster Formation

When a high-energy particle passes through the detector, it leaves a trail of hits in different modules.
Clustering algorithms group these hits based on spatial and temporal proximity, enabling the
reconstruction of the particle’s path, energy, and other properties. Due to multiple scatterings,
multiple clusters can form per CODA event. The best cluster is selected based on specific criteria
for each detector. This section discusses the methodology for cluster formation across all non-

tracking detectors in the BB and Super BB spectrometers.

4.1.5.1 Calorimeter Clustering

Clusters for the BB Shower (SH) calorimeter and the hadron calorimeter (HCAL) are formed
using the same algorithm. The process begins by creating a “hit array” with the detector chan-

nels/modules with energy depositiorﬂ higher than the cluster hit threshold. Each element of the

SADC integrals per channel are converted to energy units by applying the calibration constants. Details on the
calibration process can be found in Section
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hit array is a C4++ struct containing the position, time, energy, and index of the corresponding
module.

The cluster formation process begins by iterating through the hit array elements, sorting them
by energy in descending order. The element with the highest energy is checked against the cluster
seed threshold. If its energy exceeds the threshold, it is designated as the seed, added to a newly
created array to hold the cluster elements, and removed from the hit array.

Using the “Island” algorithm, a cluster is formed around this seed. A pointer is set to the seed
element, and an inner loop begins to process the remaining hit array elements. Each element is
added to the cluster if its center is within a specified radius of the current cluster element and if
the difference between its ADC time and that of the seed is within a specified limit. Subsequently,
the total energy (F.yus) and the energy-weighted centroid (Z,7) of the cluster are updated using

the following equations:

Eclus = Z Ez

1€[1,Nepus)
_ v By
xTr =
. Z Eclus (4'1)
7'G[la]\[clus]
_ (%
Y . Z Eclus
7fe[la]\/clus]

In these equations, (z;,v;) are the coordinates of the center of the i'" element in the cluster, E; is
its energy, and N,y is the current size of the cluster. The ADC and/or TDC time of the cluster
remain set to the time of its seed.

Once all the eligible neighbors of the seed are added to the cluster, the pointer is incremented
to point to the next element of the cluster, and the process is repeated. This continues until all
eligible neighbors of all the elements already added to the cluster are included. This allows the
cluster to grow in any direction within the spatial limit.

Finally, if the total energy of the cluster exceeds a specified threshold, it is added to the cluster
array for the event. The process continues iteratively, looping over the remaining hit array elements

to form additional clusters until the array is empty.
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Figure 4.1: Comparison of HCAL cluster multiplicity (left) and size (right) distributions using
H (e, e'p) events from the lowest and highest Q? datasets, with average struck nucleon momentum
(pn) of 2.4GeV /c and 8.1 GeV /c, respectively.

The ”island” algorithm allows clusters to grow in any direction within specified limits, with cluster
size proportional to the energy of the incident particle. The cluster centroid (Z,7y), formulated in
Equation ensures better position resolution for larger clusters. For example, the average HCAL

cluster size increases by about a factor of 4 from the lowest to the highest @ dataset, as shown in
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Figure resulting in a 20% improvement in position resolution.
Pre-Shower Clustering

At this stage, all shower (SH) clusters in this event are available, but Pre-Shower (PS) clusters have
not yet been formed. Once both SH and PS clusters are available, they can be combined to form
the BigBite Calorimeter (BBCAL) clusters, facilitating the energy reconstruction of the scattered
electron.

PS clusters are formed by matching PS hits with available SH clusters in an event. The process
begins by creating a hit array with valid PS hits, similar to what was done for SH and HCAL.

First, the algorithm loops over the SH clusters to find associated PS clusters. For each SH cluster,
the position, energy, and time are retrieved. An inner loop then processes the elements of the PS
hit array. If an element is not already part of any PS cluster in this event, its position and ADC
time are evaluated against the current SH cluster using specified criteria. The absolute differences
between the PS element center and the SH cluster centroid in both the vertical (x) and horizontal
(y) directions must be within specified limits, as must the absolute difference between their ADC
times.

If a PS element matches these criteria, it is marked as used to prevent it from being added to
another PS cluster in the event. A PS cluster is then created with the matched PS element as
the seed, and the cluster is added to the PS cluster array. If the cluster was formed in a previous
iteration, the element is added to it, and the cluster centroid and energy are updated. The inner
loop ends once all eligible neighbors are added to the PS cluster.

Next, the PS cluster energy is added to the energy of the current SH cluster to keep track of
the matching SH and PS clusters with highest total energy in this event. This process continues
iteratively, looping over the SH cluster array until all elements are checked and all possible PS

clusters are formed.

Best Calorimeter Cluster Selection
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Figure 4.2: Comparison of Shower and Pre-Shower cluster multiplicity (left) and size (right) dis-
tributions for H (e, e'p) events at Q? = 4.5 (GeV/c)® high e kinematics, with E, = 3.6 GeV, the

highest among all E12-09-019 kinematics.

The SH and PS cluster pair with the highest total energy in an event forms the best BBCAL
cluster. However, due to HCAL’s poor energy resolution (40-70%), selecting the best cluster based
solely on energy is less effective. Therefore, other methods have been explored, leveraging HCAL’s

high temporal (~ 1.3 ns) and spatial (5-6 cm) resolutions. Two particularly effective criteria are:
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e In-time Criterion: This criterion selects the highest energy HCAL cluster that is “in-time”.
A cluster is considered in-time if the difference between its ADC time and that of the best

SH cluster is within a specified limit.

e Smallest ¢,, Criterion: This criterion selects the highest energy cluster that is in-time and
has the smallest 0,4, which is the angle between the reconstructed nucleon momentum and

the momentum transfer vector.
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Figure 4.3: Comparison of various criteria for HCAL best cluster selection. The distributions
represent the difference between observed (x%l,’é 4z,) and expected (2% ;) positions of H (e, €'p)

protons at HCAL in the dispersive direction at Q? = 7.4 (GeV/ 0)2. Notably, the “in-time” selection
criterion maximizes the yield of desired physics events.

Both criteria enhance the yields of physics events of interest compared to the highest energy cluster
selection alone, as depicted in Figure However, the smallest 6, criterion can introduce bias
due to non-negligible nucleon mis-identification probability. Consequently, the in-time criterion has

been deemed superior and is used to select the best HCAL cluster in an event.
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Output Variables

The position, energy, time, multiplicity, index, and module ID of the seed of all clusters are recorded
in the Podd-generated output ROOT tree for advanced physics analysis. Additionally, the same
information for all elements in the best cluster is stored primarily for calibration purposes. It is
worth noting that the “in-time” selection criterion to find the best HCAL cluster is applied in later
stages of analysis. Therefore, in the Podd-generated output ROOT tree, the best HCAL cluster in

an event is the one with the highest total energy.

4.1.5.2 TH Clustering

Timing Hodoscope (TH) bars with good TDC hits in both PMTs are used for clustering. A TDC
hit is deemed good if its leading edge, trailing edge times, and Time over Threshold (ToT) fall
within user-specified limits. After filtering, time walk corrections are applied.

The clustering algorithm starts by identifying local maxima from a list of good bar IDs, defining
the maximum cluster size, and initializing a vector for local maxima indices. It iterates over the
list of good bar IDs, calculates the ToT for each bar, and checks if the current bar’s ToT is greater
than those of its neighbors, marking it as a local maximum if true. This ensures that bars with no
direct neighbors or only one neighbor are also considered as potential maxima.

After identifying local maxima, the algorithm aggregates elements around each local maximum,
setting minimum and maximum indices based on half-cluster size. It checks if neighboring elements
are contiguous and compatible in position and time with the local maximum. If these conditions
are met, the element is added to the cluster. Subsequently, the mean ToT, and the ToT-weighted
time and position of the cluster are updated.

The process ensures all elements are processed and clusters are formed based on local maxima,

considering proximity and compatibility in position and time.

Best TH Cluster Selection
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The algorithm for finding the best timing hodoscope cluster involves matching a track to clusters
based on their positions. It begins by obtaining the vertical (x) and horizontal (y) coordinates of
the track at the TH’s local coordinate system and initializes variables to track the best match and
minimum x-difference.

Iterating over all available clusters, the algorithm calculates each cluster’s mean x and y positions.
It checks if the absolute differences between these positions and the track’s coordinates fall within
predefined matching cuts for x and y.

If a cluster meets these conditions, the algorithm evaluates whether the x-difference is smaller
than the current minimum. If so, it updates the best match to this cluster. This process continues
for all clusters, ensuring the selection of the cluster with the smallest x-difference relative to the

track, provided it also satisfies the y-position condition.
Output Variables

The index, multiplicity, mean ToT, and ToT-weighted time and position of the best cluster are
written to the output ROOT tree for advanced physics analysis. Additionally, the same information
for all bars in the best cluster, along with the ToT, time, and position of the associated left and

right PMTs, are recorded in the output ROOT tree primarily for calibration purposes.

4.1.5.3 GRINCH Clustering

The clustering algorithm processes a list of unused PMTs iteratively until all PMTs are assigned
to clusters.

First, the algorithm selects the initial PMT from the unused PMT list. If this is the first PMT
being processed and no clusters exist yet, a new cluster is created starting with this PMT. The
selected PMT is then removed from the unused PMT list and added to the first cluster. Next, the
algorithm examines all remaining unused PMTs, checking each one against the first PMT based
on a maximum separation criterion. The separation between PMT centers is 3.1 cm in the same

row and approximately 3.5 cm between adjacent rows due to column staggering. To accommodate
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a common event topology where several PMTs fire in a ring with a hole in the center, the optimal
maximum separation is set to 7 cm. Any PMTs that meet this criterion are added to the cluster and
removed from the unused PMT list. This is done in a separate pass to avoid issues with modifying
the list while iterating over it.

If clusters already exist, the current unused PMT is compared against all PMTs in all existing
clusters. If a match is found, the PMT is added to the corresponding cluster and removed from the
unused PMT list. If no match is found, the PMT is used to seed a new cluster. It is then removed
from the unused PMT list, and the algorithm searches for neighboring PMTs to add to this new
cluster based on the same separation criterion.

This process ensures that at least one PMT is removed from the unused PMT list during each
iteration of the main loop, and the algorithm continues until all PMTs are processed and assigned

to clusters.

Best GRINCH Cluster Selection

The process of identifying the best cluster based on track matching begins by projecting the best
track onto the GRINCH entry window. The correlation between the cluster’s mean x and y coor-
dinates and the track projection is then analyzed.

To achieve this, specific matching cuts are defined for each of the four mirrors. These mirrors
have designated ranges for allowed x track projections, along with a defined slope for the linear
correlation between track and cluster positions, an offset, and a standard deviation. This precise
definition ensures that the matching process is accurate and reliable.

When a cluster passes the track match cut for at least one mirror, it is considered a “match”.
The corresponding track index is then assigned to that cluster and all the hits it contains, ensuring
that the track and cluster data are properly correlated.

Additionally, matching parameters are defined for the y direction. While the correlations in the
y direction are not perfectly linear and the cuts are broader, they still contribute significantly to

the matching process, helping to refine the accuracy of the cluster identification.
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Figure 4.4: Correlation between the best GRINCH cluster mean position and the best track
projection to the GRINCH entry window in the dispersive (x) direction. The discontinuities at the
edges are due to slightly different orientation of the mirrors to maximize light collection efficiency.
H(e,e'p) data from the Q2 = 4.5 (GeV/c)?, low e configuration was used to generate this plot.

If any track-matched clusters are found, the one with the largest number of PMTs fired is selected
as the best cluster. If no track-matched clusters are found, the largest cluster from among all clusters
is chosen. This approach ensures that the most significant cluster, whether track-matched or not,

is identified for further analysis.
Output Variables

The index, multiplicity, mirror ID, mean position, time, and ToT of the best cluster are written to
the output ROOT tree for advanced physics analysis. As discussed in Section GRINCH data

is only usable/useful for Q? = 4.5 (GeV/c)* kinematics.
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4.1.6 Track Reconstruction

Cluster formation in the non-tracking detectors of the BB spectrometer sets the stage for recon-
structing the scattered electron tracks using GEM hits. Initially, 1D clusters are formed along
each GEM axis and then combined to create 2D hits. These hits across all five GEM layers are
matched to form a track. However, due to very high luminosity (= 103® cm=2s7!), a large number
of GEM stripﬂ receive signals in a given CODA event, resulting in an overwhelming number of
combinatorial possibilities, making track reconstruction impractical.

To address this challenge, the position and energy of the best BBCAL cluster, along with the
position of the matched TH cluster, are used to define constraint regions on each of the GEM layers
as shown in Figure [4.5] The track search is then performed only within these regions, reducing the
search area to just 2 — 3% of the GEM active area, thereby making reconstruction feasible. This
section will discuss the methods of constraint point calculation and GEM clustering, followed by

the algorithm for finding tracks.

4.1.6.1 Back and Front Constraint Points Calculation

The track reconstruction process in the BB spectrometer is performed in reverse order. First, the

centroid of the constraint point for the back tracker (Zpcp, Ybep, 2bep) is calculated using the following

equations:
2 TdWg
Tpepy = =5—2, d € {SH,PS, TH}
N 2aWg
Yy = VL 4.2
e >4y (42)
Zd,i ZdWy

Zbep = 1 €E4T
b Zd,i wh b uk

Here, (z,y, z) are the cluster centroids of the associated detector in the transport coordinate system,
and the weight factors, wfi, are the inverse squares of the corresponding resolution parameters. The

SH calorimeter, with its high position resolutions (11—14mm) in both vertical (dispersive) and

5During E12-09-019, raw GEM occupancies reached as high as approximately 30% in the worst-case scenario.
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Figure 4.5: Event display showing hits on all five GEM layers in a single triggered event for
Q? =4.5 (GeV/ 0)2 low € dataset. GEM event display courtesy of Xinzhan Bai, UVA.

horizontal directions, has the strongest contribution. In contrast, the PS’s poor horizontal position
resolution makes its contribution to y., negligible. The TH’s contribution is optional and only
considered if a TH cluster is found that matches the best BBCAL cluster.

Next, the back constraint point is projected to the upstream GEM layers by estimating the
track slopes in both the vertical (z},,) and horizontal (y;,,) directions. Assuming that the track
originated from the center of the target, y; cp CAN be expressed in terms of the back constraint points
and the first-order optics coefficients as:

Ybep = % (4.3)

8001
tg
MOIOO

Zbep —

where M are the elements of optical matrix defined in Equation £.6] Estimating the vertical slope

is more complex due to the momentum-dependent dispersion of tracks introduced by the BB dipole.
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However, BBCAL enables this by reconstructing the scattered electron’s energy (equivalently, the
track momentum) with high resolution (5.4 — 6.5%). The estimated track energy, back constraint

points, and the first-order optics coefficients provide enough constraints to define xgcp as:

) x/
EE/BCAL(lOO + Ml(t)%oxbcp) —A(1+ BMl(t)%ObeP)
! zh !} )
AB(M06910 - Moéglozbcp) + EeB/BCAL(l - Moégw + Mof)glozbcp)

xg)cp = (4'4)
where A and B are the momentum reconstruction coefficients defined in Equation ESBCAL is
the BBCAL cluster energy, and 10° is the pitch angle of the focal plane coordinate system relative
to the target coordinate system.

Once the slopes are determined, the back constraint point is projected to the first GEM layer to

calculate the front constraint point (x fep,Yfep, 2fep) Using the following equations:

Zfep =0
Tfep = Thep + x;)cp(szP — Zbep) (4.5)

Yfep = Ybep + yllacp(szp - Zbcp)

Projection at any intermediate GEM layer is also straightforward since their positions relative to
the first GEM layer are known with sub-millimeter accuracy from the geodetic survey.

Finally, the search regions are defined around the back and front constraint points based on user-
specified widths. Typically, around the back constraint point, widths of approximately 5cm in the
dispersive direction and 7cm in the non-dispersive direction are chosen. For the front constraint
point, the width in the dispersive direction is set to be roughly twice that of the back constraint

point to account for estimation uncertainty.

4.1.6.2 GEM Clustering

The availability of pedestal and common mode noise-subtracted, zero-suppressed signals from in-

dividual GEM strips during the event decoding phase, combined with predefined search regions,
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sets the stage for GEM clustering. Key parameters for clustering include the ADC sum, which
represents the total signal strength; the ADC sum cut, a threshold for considering a strip; and the
weighted strip time and position, calculated from the ADC sums. These parameters are calibrated
using runs with lower occupancies to ensure accurate and efficient clustering.

The algorithm begins by performing clustering separately on each axis before combining the
results into 2D clusters. Initially, individual strips along each axis are examined to identify local
maxima, which are strips where the signal strength is higher than that of adjacent strips. To
identify a local maximum, the signal strength is compared to adjacent strips, ensuring the signal

exceeds a predefined threshold, and confirming that the strip timing is close to the expected mean

times.
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Figure 4.6: BB GEM 1D cluster multiplicity (left) and average cluster size (right) distributions
using data from Q% = 7.4 (GeV/c)2 on the [Hy target at a beam current of 10,, uA. Notably, the
cluster multiplicity shown here is limited to the track search region, not the entire detector, which
would exhibit a much higher multiplicity depending on the run conditions.

Once local maxima are identified, the algorithm evaluates these peaks in relation to their neigh-
boring strips. If two maxima are within eight strips of each other, the algorithm examines the
minimum signal between them—referred to as the ’valley’—to determine peak prominence. Promi-
nence, calculated as the signal difference between a peak and the valley, is compared against noise

thresholds. Peaks with prominence below these thresholds are not considered separate clusters.
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After establishing the local maxima, the algorithm expands each cluster by incorporating adjacent
strips (up to four on each side) that meet specific criteria. These criteria ensure that the timing of
adjacent strips aligns closely with that of the local maximum and that the signals are sufficiently
correlated. For each GEM strip, six time samples per event are recorded at a 24-ns interval. These
samples are used to evaluate GEM timing, calculated as the ADC-weighted mean sample time, and
to compute a correlation coefficient. This coefficient, which measures the correlation of two sets of
six APV25 samples in time, approaches 1 when the samples originate from the same hit.

The iterative process continues until all qualifying strips are added, forming a comprehensive 1D
cluster for each axis. The properties of these clusters—such as total signal strength, timing, and
position—are calculated based on the weighted contributions of individual strips and time samples.

Next, the algorithm forms 2D clusters, or “hits”, by combining 1D clusters from both axes.
Each possible combination undergoes further validation to ensure the cluster positions are within
the search region, the time difference between the two clusters is within an acceptable range, the
correlation between the signals is strong, and the signal asymmetry between the two axes is within
an acceptable range. 2D-hit candidates passing these validation checks are compiled to identify

tracks corresponding to real particles.

4.1.6.3 Track Finding

With a list of potential 2D hits for each layer, the track-finding algorithm aims to identify straight-
line trajectories indicative of particle tracks. This process involves several steps:

First, each tracking layer is divided into a uniform 2D rectangular grid with a bin width of
1 x 1 cm?, approximately 100 times the spatial resolution along each dimension. The algorithm
accumulates a list of 2D-hit candidates within each grid bin.

Next, the algorithm ensures there are at least three GEM detectors with 2D hits to form a viable
track. It then iterates through all possible combinations of 2D hits from the two outermost layers
(within the search region) to form straight-line projections extending to the inner layers. Each

proposed track’s consistency is verified by projecting it to the target and then back to the focal
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plane using a forward optics model based on simulation estimates.
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Figure 4.7: BB GEM tracking residuals, averaged over all planes.

For each combination, the algorithm evaluates every 2D hit on the intermediate layers near the
projected tracks, looping over all potential 2D-hit combinations within grid bins that align with
the straight-line projection from the outer layers. It identifies the 2D-hit combination with the
best x? per degree of freedom (NDF). Basic track quality, track slope, and optics-based constraints
are imposed on track candidates to eliminate poorly matched hit combinations within the search
region.

In each iteration, tracks with the largest number of GEM layers with hits are prioritized. Tracks
with hits on all five GEM layers are identified first, followed by those with a minimum of four hits,
and so on down to three-hit tracks. This process continues until no new tracks are found, and all
remaining combinations of 2D-hit candidates are exhausted.

Finally, the algorithm compiles a list of tracks that pass all criteria, designating the one with

the largest number of GEM layers with hits and the lowest x?/NDF as the best track in the event.
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Figure shows the tracking residuals, averaged across all planes, using H (e, e'p) data from the

Q2 = 7.4 (GeV/c)? dataset. The final resolution achieved is approximately 92 pm (1o).
Output Variables

Arrays containing the position and slope of the track in the GEM internal coordinate system, total
number of tracks in the event, and x?/NDF values for all the tracks are written to the output
ROOQT tree. The first elements of these arrays carry information regarding the best track in the

event.

4.1.7 BB Optics

Reconstructing the track position and slope in the GEM internal coordinate system fully defines
the scattered electron’s trajectory within the detector stack. However, the task of reconstructing
the trajectory back to the interaction vertex is still remaining. Once the trajectory bend angle is
known, the track momentum can be reconstructed, leading to a full kinematic characterization of
the scattered electron. The primary purpose of the BB optics program is to enable this task.

A trajectory originating from the target and passing through the BB dipole magnet is defined
by its position in the dispersive (z44) and non-dispersive (y;4) directions at the origin, the angles
(z'tg,y'tg), and the deviation of its momentum from the central value (§ = %) Given the
small raster size (2mm x 2mm) and the relatively thin production target, assuming x¢; = 0 is
reasonable. The task then becomes determining the remaining variables based on the known track
position and slope at the BB detector stack.

Although analytical calculation is possible, it has several shortcomings. The transport matrix

formalism is preferred, where the target variables are expressed as polynomials of the known detector

"The effectively infinite momentum bite of BB invalidates momentum reconstruction in terms of §, requiring an
alternative approach as discussed in Section
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variables:

i+jHk+HISN
Sg= > M) W) (@) W) S € {ahg Ulgs vrg: Otg} (4.6)

1,5,k,1=0
where (2 ¢p, Yfps :c’fp, y}p) are the focal-plane trajectory coordinates and N is the order of expansion.
In this formalism, the BB optics is determined by the optical “matrix” formed by the expansion
coefficients ./\/liEjt,fl.

BB optics is sensitive to the distance between the target and the BB dipole magnet. Consequently,
dedicated optics data was taken at every E12-09-019 configuration. Although the target-to-magnet
distance was the same between the Q2 = 9.9 & 7.4 (GeV/c)? configurations, the replacement of
GEM layers at the beginning of the latter necessitated dedicated optics runs. Data was taken on
very thin C foil targets with known z-positions, as listed in Table while a sieve slit collimator
was installed in front of the BB dipole magnet. The sieve slit is a 1.5in thick rectangular lead
plate with several circular and a few rectangular holes, as depicted in Figure The rectangular
holes are included to avoid orientation ambiguity. The positions and dimensions of these holes
are known from surveys. The known z-position of the thin foil target, along with the sieve slit
collimator, provides enough constraints for the electron tracks passing through the sieve holes to
optimize BigBite optics with the desired resolution.

The program consists of three major steps: zero-field alignment of the GEM layers, angle and ver-
tex reconstruction, and momentum reconstruction. Each of these steps will be discussed in greater
detail in the remainder of this section. As evident, the optics program starts with fragmented infor-
mation from various trajectory locations, each provided in different coordinate systems. Combining
these pieces for overall reconstruction requires multiple coordinate transformations, specifically us-
ing the GEM Internal, Focal Plane, Target, and Hall/Vertex coordinate systems. Refer to Section
for their definitions.
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4.1.7.1 Zero-Field Alignment

The purpose of zero-field alignment is to align the GEM stack with the focal plane coordinate

system and to determine the distance from the target to the sieve slit with greater accuracy.
Data from a single foil C target is used for this purpose. The BB and SBS magnets were kept

off during data collection to obtain straight tracks, which are then used for GEM alignment —

¢

hence the name “zero-field” alignmentﬁ The process relies on precise knowledge of the following

parameters:

e The C foil is placed at zpqu = 21y = 0. Due to its negligible thickness, it acts as a point source
of straight-line rays originating from the global origin and passing through the sieve holes

into the GEMs.
e The position and orientation of the magnet relative to the target.

e The position of the sieve slit relative to the magnet, along with the positions and dimensions

of the holes in the sieve slit.

e The positions and orientation of the BB detector stack relative to the magnet and the positions

of the detectors relative to the first GEM detector, as shown in Figure

e The dimensions of the GEM layers, which are internally aligned using cosmic rays before data

taking.
The analysis begins by selecting good electron tracks using the following cuts:
e The track should have hits on four or more GEM layers.

e The track’s x2/NDF should be less than 30.

e The position of the track projected on the SH should be within a 3 cm radius of the SH cluster

centroid.

8During Q? = 7.4 (Ge\//c)2 single foil data taking, the SBS magnet was mistakenly kept on at 1470 A. This could
have influenced track directions due to the fringe field, but the effect is considered negligible.
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Figure 4.8: Engineering drawings of the BB spectrometer. (a) BB position and dimensions relative
to the beamline. (b) Relative z distances of the detectors in the BB detector coordinate system

(Csys).
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e PS cluster energy should be greater than 200 MeV.

e BBCAL cluster energy should be above a threshold chosen based on the central electron

momentum.

The positions and slopes of these tracks are known in the GEM internal coordinate system which can
then be transformed into the focal plane coordinate system by estimating the origin (x?p, y?[p, z?fp)
and angles (x’fp,y}p) of the first GEM layer in that coordinate system. Simultaneously, the ex-
pected positions and angles of the same tracks in the same coordinate system can be calculated by
associating each track with the respective sieve hole it passed through and projecting a straight
line from the point target to the first GEM layer. Discrepancies between the observed and ex-
pected values in the focal plane coordinate system are then minimized by tuning the parameters

x(}p, y?cp, z?p, x’fp, y}p, and the target-to-sieve distance. The x? has the following form:

Gk i A il M Bk U ik 10 i
X = 2 + 2 (4.7)
Oy Tty

where (:E?cl;f, yjocgs , 93;?;’5, y%’s ) and (x;f)p , y;gp , x/feg P y}e; Py are the observed and expected focal-plane
coordinates, respectively. The position (0,,) and slope (0,,/) uncertainty parameters are assumed
to be 0.1 mm and 6 x 107, respectively, for this analysis.

Precise knowledge of the GEM position and orientation in the focal plane coordinate system,

along with the target-to-sieve distance obtained from zero-field alignment, sets the stage for angle

and vertex reconstruction.

4.1.7.2 Angle and Vertex Reconstruction

Angle and vertex reconstruction involves optimizing the expansions of the xgg, y,’fg, and y;, param-
eters, as described in Equation |4.6

For this purpose, data is collected from four- and five-C foil targets with the BB and SBS |E|

9The non-negligible effect of SBS magnet’s fringe field on trajectory direction is accounted for in the optical matrix
elements by keeping the magnet on at its production settings during the optimization process.
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Figure 4.9: Hole pattern of the BB sieve slit collimator. (a) The actual sieve slit installed in front of
the BigBite dipole magnet. (b) Reconstructed hole patterns from projecting tracks onto the sieve
slit. Electron tracks with a central angle of 49°, originating from five C-foil targets, were used. The
yellow circle indicates the central hole in both images for reference.

magnets turned on at production settings. These foils provide nine interaction points at zpqy; =
0, £2.5cm, £5cm, £7.5cm, and +10 cm, covering more than the entire 15cm thickness of the
production target. In addition to the precise locations of these foils, the exact positions and
orientations of the GEM layers in the focal plane coordinate system, along with the target-to-sieve
distance, are known from zero-field alignment.

The same analysis cuts used to select good electron tracks during zero-field alignment are used
here as well. The focal-plane coordinates (x fp,yfp,x’fp,y}p) of the tracks, obtained from track
reconstruction, constitute the right-hand side of the expansion in Equation [£.6l These coordinates
are compared to initial track slopes (7y,,¥;,) and position (yi,) in the target coordinate system,
obtained by associating the known position of the interaction point with the known position of
the small sieve hole it passed through. Multiple such events, covering most of the BB acceptance

. / / . . . . Etg
in 44, Yig, and yig are then combined to calculate the respective expansion coefficients, M; kD
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Figure 4.10: Reconstructed gy, distribution from optics data taken during Q? = 4.5 (GeV/ 0)2
low-€ kinematics, resolving all five C foil targets.

corresponding to the most optimized solution. Expansions up to the second order (N = 2) for each
target variable have been deemed optimal to balance between overfitting and underfitting.

Figure [4.9D] shows the reconstructed sieve hole patterns obtained by projecting tracks onto the
sieve slit. Displayed are electron tracks with a central angle of 49°, originating from five C-foil
targets positioned at zpqy = 0,15 cm, and £10cm. The reconstructed z positions of these targets
in the hall/vertex coordinate system, denoted as v, can be calculated from the reconstructed v

values using the following equation:

ytg
- _ 4.8
vz sinfpp + y;, cospp (48)

where Opp is the BB central angle, and the negative sign arises because the BB is located on the
left side of the beam line when looking downstream.

Figure shows the y;, distribution, resolving all five C foil targets with an approximate
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resolution of 6 mm. This resolution is lower than expected, primarily due to multiple scattering from
air molecules between the scattering chamber and the first GEM layer. The “true” vertex resolution

from simulation produces a significantly better result of approximately 2 mm, as anticipated.

4.1.7.3 Momentum Reconstruction

The momentum reconstruction in terms of §, as formulated in Equation has proven highly
successful for Jefferson Lab’s high-precision spectrometers including HRSs, HMS, and SHMS. How-
ever, an effectively infinite momentum bite of the BB spectrometer makes this method less effective.

Therefore, a slightly different approach has been adopted, which will be discussed in this section.
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Figure 4.11: The product of the calculated track momentum and the trajectory bend angle as
a function of the dispersive plane angle, zj,, from (a) simulation and (b) data. H(e,e'p) events

at Q? = 3 (GeV/c)® were used to generate these plots. A and B are first-order momentum
reconstruction parameters defined in Equation

Studies using the simulation to track electrons through the BigBite magnetic field have revealed

the following findings [151]:

e The product of the track momentum (p) and the trajectory bend angle (6pepnq) is primarily
sensitive to the dispersive plane angle of the trajectory, xgg, given the angle (App), distance

(dpp), and field strength (Hpp) of the BB dipole magnet.
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e The relationship between pfyenq and xy, is linear (see Figure 4.11a)) and exhibits the following

properties:

— The intercept depends solely on Hgp and is proportional to it.

— The ratio of the slope to the intercept depends only on dgpg.
e To first order, pfyenq is not sensitive to Opp for constant dpp and Hpp.

Hpp was kept constant throughout the experiment by operating the BB magnet only at 750 A.
However, Opp and dpp varied significantly across configurations, as listed in Table [3.1} Combining
these facts with the above findings, pfpe,q can be expanded to first order in x;g in the following

form:

POpend = A(l + B(l + CdBB).’L‘;g) (49)

However, the considerations of point-to-point systematic uncertainties related to the estimations
of beam energy, 6pp, and absolute Opc,,q While combining data from different configurations were
deemed inefficient. Consequently, C was set to zero, simplifying the task of momentum reconstruc-
tion to optimizing A and B for each conﬁgurationm

As is evident, it is crucial to select clean H (e, e’p) events from data for optimal results. The data
collected on the [Hy target at each configuration provides sufficient statistics for this optimization
process. The clean selection of H(e,e'p) events is ensured by applying stringent electron and
exclusivity cuts, some of which are kinematic-dependent as detailed in Section[£.2] The optimization

process for a given configuration involves the following steps:

1. Calculation of Initial Momentum: The initial momentum (pg,s) of the elastically scat-
tered electron at the reconstructed polar scattering angle () is calculated for each event

using;:

Ebeam
) 4.10
Pelas 1+ E?\Z%(l — cos 9) ( )

0The SBS fringe field invalidated the assumption of universality for the A and B parameters within a configuration,
necessitating separate momentum calibration for datasets recorded at different SBS field strengths.
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Figure 4.12: Results of momentum reconstruction from various kinematics with target-to-BB mag-

net distances (dpp) and average scattered electron energies (E.): (a) dpp = 1.79m, E, = 2.12GeV,
(b) dpp = 1.97m, E. = 3.58GeV, (c) dgp = 1.55m, E. = 1.63GeV, (d) dgg = 1.55m, E, =
2.67 GeV. Refer to the text for more details.

where Epeqnm is the beam energy corrected for the energy loss in the target before scattering.
Subsequently, the incident momentum at the BB magnet is obtained by subtracting the post-

scattering energy loss from pejgs.

2. Determination of True Bend Angle: The “true” bend angle (0penq) of the corresponding
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trajectory is then calculated from the reconstructed track directions at the target (&;,) and

at the focal plane (&y,) using:

Obena = arccos(&yy « &44) (4.11)

3. Optimization of Parameters: The plot of pejusOpend Vs. még for all elastic events are fitted
with the equation [£.9] to extract optimized parameters A and B, enabling momentum recon-
struction for events in this configuration. Figure shows an example of such optimization

for Q2 = 3 (GeV/c)? dataset.

Figure shows the deviation of reconstructed momentum from pe;,s across four configurations,
revealing a BB momentum resolution of 1 — 1.4%. Notably, the resolution worsens significantly
at the highest Q?, likely due to increased survival of inelastic events through exclusivity cuts,
biasing the optimization. Interestingly, the high e dataset at Q2 = 4.5 (GeV/c)?® shows better
momentum resolution than the low e dataset. Although higher 6,4 at lower E, should theoretically
improve resolution, increased multiple scattering from air molecules at lower E, worsens it, evidently

dominating the result.

4.2 Event Selection

The reconstructed events include both signal and background, and event selection aims to separate
the two. E12-09-019 measurements rely on isolating quasi-elastic electron-nucleon scattering events
from the [D» target to extract G7,;. Additionally, selecting elastic electron-proton scattering events
from the [Hy target is crucial for calibration. However, various sources of background—such as
inelastic scattering, multiple scattering, target end-window scattering, and accidental two-arm co-
incidences—make this separation challenging. Among these sources, inelastic scattering generates
the most abundant background events, with their number increasing with rising Q2. The primary

processes contributing to this background include pion electroproduction, photoproduction, and
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deep inelastic scattering.

The innovative design of the BB and Super BB spectrometers enables robust background rejec-
tion. The upward tilt of the BB detector stack optimizes acceptance for up-bending particles while
excluding most down-bending 7 tracks. The Pre-Shower and GRINCH detectors, optimized for
particle identification, effectively reject 7~ tracks. On the hadron arm, negatively charged pions
are deflected from HCAL acceptance by the strong SBS dipole magnet field. Additionally, simul-
taneous detection of scattered electrons and nucleons allows for coincidence timing cuts, effectively
reducing accidental background.

These features allow for the application of several analysis cuts to select good electron and nucleon
events detected by BB and Super BB spectrometers, respectively. Quasi-elastic and elastic event
selection cuts, based on kinematic constraints and eN kinematic correlations, are then applied to
isolate the physics events of interest. The details and definitions of these cuts will be discussed in

this section.

4.2.1 Good Electron Event Selection

The cuts to select good electron events originating from the target consist of various track quality
and PID cuts discussed below.

4.2.1.1 Track Quality Cuts

The quality of the reconstructed tracks are assured by the following cuts:

¢ Minimum Number of GEM Layers with Hits (NGFM) — Tracks with hits in more
GEM layers are considered more reliable. Typically, we select tracks with hits in at least four
out of five BB GEM layers. However, for the highest Q?, this requirement is reduced to three

due to the failure of the first GEM layer halfway through data collection.

e Cut on Track x?/NDF — This ensures the quality of the straight-line fit for track recon-

struction. A loose cut of y?/NDF < 50 is used for tracks with hits on four or more GEM
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layers. However, when three hit tracks are also accepted, as in the case of the highest Q2
dataset, using a much stricter cut of x?/NDF < 15 dramatic reduces the number of fake

tracks.

e z-Vertex (v,) Cut — A cut of |v,| < 0.075, on the reconstructed z-position of the interaction
vertex (v,) ensures that the corresponding track originates from the target, reflecting the
cryotargets’ thickness of 15cm. KEvents beyond this range are not necessarily background,
as the resolution of BB vertex reconstruction is finite at approximately 6 mm (discussed in
Section . Due to this finite resolution, some contamination from the target’s entrance

and exit windows in the selected events is also expected.
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Figure 4.13: The reconstructed z-position of the interaction vertex (v) for [Dy and dummy targets
at Q% =3 (GeV/ c)2. Only events passing the exclusivity cuts are shown. The relative normalization
between [Dy and dummy data is arbitrary.

Figure shows the v, distributions for IDy and dummy targets from the Q% = 3 (GeV /c)?
dataset, plotting only events passing the exclusivity cuts. It qualitatively shows the severity of

contamination from target end-window scattering in quasi-elastic event selection. Reducing or
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extending the cut range by one o of the dummy target v, distribution from both sides changes
the statistics by approximately 3%. Given these caveats, determining a fixed cut range is non-
trivial. Therefore, we choose the optimal v, cut range at the later stages of analysis based on

the stability of the physics observable studied for each E12-09-019 configuration individually.

Optics Validity Cut — This cut selects the region of uniform field within the BB magnet,
as the performance of the BB optics model degrades with field non-uniformity. Although
a higher-order optics model can improve performance, it is computationally expensive and
increases the risk of overfitting. The track coordinates projected to the BB magnet mid-plane,
(rBB,YBB), are used as the cut variables, which can be calculated as follows:

rpp = xpp — 0.92, (412)

yBB = Ysp — 0.9y},

where (:Efp,yfp,aj}p, y}p) are the focal plane coordinates of the track, and —0.9m is the z-

position of the BB magnet mid-plane relative to the focal plane coordinate system.

Figure shows the correlations of these variables with W2, highlighting the regions of
non-uniformity in both the dispersive and transverse directions, which guided the determi-
nation of the cut ranges. Notably, the acceptance of the BB magnet varies with kinematics,
necessitating the optimization of the optics validity cut region for each experimental config-

uration.

4.2.1.2 PID Cuts

Tracks passing quality assurance cuts are not guaranteed to be associated with electrons. The

largest contamination comes from negatively charged pions generated due to inelastic scattering,

the rate of which increases with rising Q2. The following cuts help select electron tracks by rejecting

pions:

e PS Energy (Eps) Cut — As discussed in Section [3.5.4.1} the segmented design of BBCAL
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Figure 4.14: The evaluation of BB optics validity cut region for H(e,e'p) events at Q? = 7.4
(GeV/c)Q. Good electron events passing a loose 0, cut are shown. xpp and ygp are the recon-
structed track coordinates projected to the mid-plane of the BB magnet. Refer to the text for more
information.

effectively rejects pions. High-energy scattered electrons deposit only a fraction of their energy
in the PS blocks through electromagnetic showers, while hadrons (mainly pions) behave as
minimum ionizing particles (MIPs) in this momentum range. This results in two distinct
peaks in the PS cluster energy distribution: one for electrons and one for MIPs. Therefore, a
simple threshold cut on the PS energy to exclude the MIP peak effectively filters out much of
the pion background. Figure shows the PS energy distribution using high-quality tracks
from the Q2 = 4.5 (GGV/C)Q, low € dataset. A threshold of 200 MeV, chosen as the cut limit,

clearly removes the MIP peak contribution.

e Eppcar/p Cut — Assuming the electron’s rest mass is negligible, the reconstructed scat-
tered electron energy measured by BBCAL (Eppcar) should match its momentum (p) from
momentum reconstruction. This assumption doesn’t hold for pions. Therefore, selecting

events with Eppcar/p values close to unity helps reject pions and reduces fake tracks.
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Figure 4.15: The evaluation of Pre-Shower (PS) cluster energy (Epg) threshold based on the
position of MIP peak using high-quality tracks from the Q? = 4.5 (GeV/ 0)2, low € dataset.

e GRINCH Cluster Cut — According to its design, only electron tracks should form clusters
in the GRINCH. Thus, selecting events with a good GRINCH cluster effectively rejects pions.
Figure shows GRINCH’s PID capability using high-quality tracks from the Q? = 4.5
(GeV /c)?, low e dataset. However, it is important to note that GRINCH data is only usable for
the Q2 = 4.5 (GeV/c)? datasets. Even among Q2 = 4.5 (GeV/c)? datasets, its performance
is less effective for the high e point, as the high-energy pions generated in this configuration
often have energy higher than GRINCH’s pion threshold of 2.7 GeV. Refer to Section [3.5.3

for more details.

4.2.2 Good Nucleon Event Selection

Unlike BB, the Super BB spectrometer lacks high-precision particle trackers and PID detectors
to cleanly select nucleon tracks. However, the detected HCAL events can still be cleaned up

significantly using the cuts discussed below.
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Figure 4.16: PID by GRINCH at Q? = 4.5 (GeV/c)2, low e configuration. High-quality tracks
with (without) an associated GRINCH cluster correspond to the electrons (MIPs) in the PS cluster
energy (Epg) distribution, as expected. A GRINCH cluster is considered good if it is track-matched
(see Section ??) and consists of more than two PMTs.

4.2.2.1 HCAL Cluster Energy Cut

Rejecting events with very low HCAL cluster energy (Fpcar) significantly reduces background
from inelastic scattering, as shown in Figure However, determining the cut limit is challeng-
ing due to its high sensitivity to the concurrent loss of quasi-elastic scattering events. Additional
complications arise from discrepancies observed in the Fycay distributions for neutron and pro-
ton events. The poor energy resolution of HCAL (40 — 70%) further complicates the situation.
Therefore, as described in Section cut sensitivity study is performed for each experimental

configuration to determine the optimal Egc4r cut limit.
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Figure 4.17: HCAL cluster energy (Egcar) distribution using quasi-elastic D(e, e’ N) events at
Q2 = 7.4 (GeV/c)?. The red vertical line indicates a typical threshold cut.

4.2.2.2 Electron-Nucleon Coincidence Time (tc0i,) Cut

Electron and nucleon tracks from the same scattering events should be in sync. Thus, rejecting out-
of-time events effectively reduces background from accidental hits. One can use the time difference
between HCAL and the timing hodoscope (TH) or HCAL and Shower (SH) to form the electron-
nucleon coincidence time distribution. The goal is to achieve the best possible resolution with
minimal loss of statistics.

In BB, the best time resolution is expected from TH TDC data, but in reality, it appears to be
much worse, as discussed in Section[4.3.3] Additionally, HCAL TDC data is missing for a significant
portion of good elastic events, especially for high-Q? kinematics where we cannot afford to lose any
statistics (see Section [4.3.5). Due to these issues, we are currently unable to use TH and HCAL
TDC data for E12-09-019 analysis, despite their potential suitability. However, we are hopeful that

a more concentrated effort in improving the timing analysis will make this data useful for at least
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some of the kinematics.
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Figure 4.18: HCAL-SH ADC coincidence time distribution for Q2 = 4.5 (GeV /c)? low € dataset.

Using TH and HCAL TDC data would be beneficial but is not strictly necessary for E12-09-019
analysis. This is because the coincidence between HCAL and SH ADC time, which can be calculated
for the entire experimental dataset, provides excellent resolution in the range of 1.2 — 1.4 ns. Figure
shows the distribution of HCAL-SH ADC coincidence time (o) using good electron events
from Q? = 4.5 (GeV/c)Z, low e dataset. The signal sits on a flat background attributable to
accidental hits, with a significant portion of this background surviving the exclusivity cuts.

Typically, selecting events within 3.5 ¢ around the mean of the coincidence peak effectively
eliminates accidental background. However, similar to the Eycar cut, a kinematic-specific cut
sensitivity study is performed to determine the optimal .., cut range (see Section In the
rest of this document, a coincidence time cut refers to a cut on t..;,, which is the difference between

HCAL and SH ADC time.

149



4.2.3 eN Kinematic Correlation: HCAL Ax & Ay Distributions

In Born approximation, the four-momentum of the virtual photon (gq) in elastic electron-nucleon

scattering, e + N — e + N, is defined as follows:

k—K =q=(v,q) (4.13)

where k (k') is the four-momentum of the incident (scattered) electron and v (q) is the energy
(momentum) transfer in the scattering process. The deviation of the scattered nucleon momentum
from the direction § = q/|q| indicates the inelasticity of a scattering event. Therefore, selecting
events with forward 6,, angles, defined by the angle between the q and the reconstructed nucleon
momentum p, effectively isolates quasi-elastic (and elastic) electron-nucleon scattering events, as
desired by E12-09-019. Equivalently, selecting events with minimal difference between the observed
nucleon position at HCAL and the expected value, calculated based on §, should serve the same
purpose.

The observed nucleon position at HCAL, (x%?sc AL,yj’L}’g 1), is the HCAL best cluster centroid,
available directly from event reconstruction, as discussed in Section Calculating the ex-
pected nucleon position, (x?fg n L,yifg 47), is more complex and based solely on the kinematics of
the scattered electrons detected by BB. This involves calculating q and projecting it onto the face of
HCAL to determine the expected nucleon position coordinates. This section will provide a detailed

discussion of this process.

4.2.3.1 Calculation of q

4-Vector Method

In the lab frame, the components of k and k' can be expressed in terms of known parameters as
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follows:
= (B k) = (EE00,. 0.0, E§0,)

beam» beam

(4.14)
Kt = (EL K') = (B, ES?™ sin 0, cos ¢e, ES"" sin 0 sin ¢e, B cos 0,)

where Epo'" is the beam energy corrected for energy loss in the target before scattering, EZ™" is
the reconstructed scattered electron momentum corrected for energy loss after scattering™] and 6,

and ¢, are the reconstructed polar and azimuthal scattering angles, respectively. Now, substituting

Equation [£.14] into [£.13] we obtain:

q = (—E" sin O, cos e, —E" sin O, sin ¢, Epon — E" cos 6) (4.15)

beam

Notably, q, as calculated here, utilizes both angle and momentum reconstructions. Alternatively,
q can be derived using either reconstructed angles or momentum alone, as one can be expressed
in terms of the other assuming elastic scattering. The calculation using reconstructed angles as
the independent variable, known as the “angles-only” method, is important and will be discussed

below.
Angles-Only Method

In this approach, the components of & and k' in the lab frame are expressed as follows:

kM = (Ee,k) — (Ecorr 070,Ecorr )

beam> beam

(4.16)
KH = (Eé, k/) = (pelasa Delas SIN Oc COS Ge, Pelas SIN O SIN P, Pejqs COS 96)

where peiqs is the momentum of the elastically scattered electron calculated based on 6, using

Equation [4.10] Additionally, the four-momentum of the incident and scattered nucleons can be

"Energy loss in the target material, target wall, scattering chamber window, and any external Al or polyethylene
shield is considered in the calculation.
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Figure 4.19: A conceptual and exaggerated diagram displaying the formulation of HCAL Ax
and Ay variables as a difference between the reconstructed (33%)50 AL,yj’L}% ) and the expected
(:L‘(;{zg A L,yifg 4z,) hucleon position at HCAL. The reconstructed positions are available from HCAL
clustering while the expected ones are obtained by projecting the estimated q to HCAL’s front
face. See text for more details. NOTE: The presence of the SBS magnet has been ignored here.

defined as:

p=(p",p) = (My,0)
(4.17)

/

p = (p’o,q) = (My + v, —|q|sin Oy cos ¢, —|q| sin Oy sin ¢, |q| cos On)

where v = Efo'T

bomr. = Delas is the energy transfer in the scattering process. Clearly, in this approach,

the calculation of q comes down to the estimation of |q| and the nucleon scattering angles 6 and
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N

Squaring the four-momentum of the virtual photon, ¢ = (v, q), yields:
¢ =v?—|q (4.18)

Alternatively, from four-momentum conservation:

=p?—2p -p+ My
(4.19)

= 2(M} — (My +v)My),
= —2Mnv

Combining Equation and
lal = Vv? +2Myv (4.20)
Coplanarity requirement of the elastic scattering yields:

ON =27 — ¢ (4.21)

Conserving the z-component of the momentum in the scattering process, we obtain:

|a|cosOn = Eporr. — Deias €OS O
corr __ COSG
= @y = arccos —beam Pelas < (4.22)
al
Therefore, the q calculated using “angles only” method can be written as:
q = (—|q|sinfy cos o, —|q| sin Oy sin P, |q| cos On) (4.23)
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where |q|, Oy, and ¢ are given by Equations 4.20] [4.21] and [4.22] respectively.

The “4-vector” method is optimal for D(e, e’ N) events as it offers better separation of inelastic
background. In contrast, the “angles-only” method provides better resolution for H (e, ¢'p) events,
as these events are free from nuclear effects and uncertainties regarding the struck nucleon type.
Consequently, the “4-vector” method will be the default for calculating q for D(e,e'N) events,
while the “angles-only” method will be used for H(e,e'p) events in the analyses presented here,

unless stated otherwise.

4.2.3.2 Calculation of 2%/, and y55 4,

The expected nucleon coordinates at HCAL in the dispersive (z};¢,;) and transverse (yy&ar)
directions can be determined by projecting a straight line from the interaction vertex to the HCAL

face along the direction of q using the following steps:

1. First, the parametric distance between the interaction vertex and the expected nucleon posi-

tion at HCAL, s, is calculated in the following form:

where O and v are vectors to the HCAL origin and the interaction vertex from the Hall center,
respectively, and Z is a unit vector normal to the HCAL front surface pointing downstream.

All these parameters are known from event reconstruction and geodetic survey.

2. The vector from the Hall origin to the expected nucleon position, h, can then be calculated
as follows:

h=v+s4

3. Finally, the coordinates of the expected nucleon position in the dispersive (xffg 41,) and hor-
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izontal (Y37 4;) directions in the HCAL coordinate system can be calculated as follows:

K84 = (h—0)-%
Yioar = (h—-0)-§
where X and y are directions along the respective HCAL coordinate axes.

Notably, this calculation, based on straight-line projection, does not account for the deflection
of charged particle tracks by the SBS dipole. Therefore, it is exact only for neutral particles like
neutrons. The expected proton positions calculated this way will be offset by the magnitude of the

SBS kick, as discussed below.

4.2.3.3 HCAL Az and Ay Distributions

The difference between the observed and expected nucleon positions at HCAL in the dispersive
(Az) and horizontal (Ay) directions are defined as:

Az = m%lf)é’AL - xf{chL
(4.24)

Ay = yHear — Yiear
The distributions of each of these variables reveal very interesting features and are crucial for the
extraction of physics observables from E12-09-019 data.
Figure shows Az distributions for (quasi) elastically scattered electron events, obtained with
a strict cut on W? (see Section [4.2.4.1)), from both [H, and ID, targets. Key observations from

these distributions include:

1. The [H, target distributions, resulting from H(e,e’p) events, display a sharp peak at the
origin or shifted left, depending on whether the SBS magnet is off or on. In contrast, the
D(e, ¢’ N) event distribution from the /D, target, with the SBS magnet on at the same field
strength, features two peaks that align with the H (e, ¢’p) event peaks. This trend is explained

by the effect of the SBS dipole magnet on the scattered nucleon trajectories.
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Figure 4.20: The comparison of Ax distributions generated using elastic and quasi-elastic events
from Q% = 3 (GeV/c)? taken with multiple SBS field strengths. The scaling between different
datasets is arbitrary.

It is crucial to note that the deflection of charged particles by the SBS dipole magnet is
not accounted for in the calculation of :L'?g 41+ the expected nucleon position at HCAL in
the dispersive direction. While neutron tracks pass straight through the dipole, proton tracks
are deflected upwards by the field, with the magnitude of deflection determined by the SBS
field strength, nucleon momentum, and SBS magnet-to-HCAL distance. Consequently, for
scattered proton tracks, .I‘%l;é« 41, is shifted upwards from :I:?fg 4z, by the deflection introduced
by the SBS magnet, causing a leftward shift in the corresponding Az distribution. In contrast,
scattered neutron tracks remain unaffected by the SBS field, causing their Ax distribution
to peak at the origin. However, when the SBS magnet is turned off, the Az distribution for

scattered proton events should also peak at the origin, which is observed in Figure [£.20]

For the [D, target, the peak at the origin is due to D(e, e'n) events, while the other peak is

due to D(e, ¢'p) events. The widths of these peaks are comparable, but their heights are not,
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indicating a much higher probability of quasi-elastic electron scattering off the proton within
the deuteron than off the neutron at a given Q2. This discrepancy in scattering cross-sections

is due to fundamental differences in the internal structures of the nucleons.
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Figure 4.21: Comparison of Ay distributions obtained using elastic and quasi-elastic events from
Q? = 7.4 (GeV/c)? dataset. The former is calculated using the 4-vector method, while the latter
uses the angles-only method. The scaling between datasets is arbitrary.

2. The distributions for D(e, e’ N') events are significantly broader than those for H (e, €’p) events,
primarily due to nuclear effects in the deuteron nucleus, including the Fermi motion of nucle-
ons. For a given target, the peaks sharpen with increasing @2, driven by kinematic focusing
and the improved position resolution of HCAL at higher nucleon momenta, resulting from

the larger cluster size.

Such clear separation of D(e,e'n) and D(e, ¢'p) events in the Ax distribution allows for the extrac-
tion of corresponding event counts to form the ratio R9F, the direct experimental observable of
E12-09-019, defined in Section[3.1] Refer to Section[d.6]for a detailed discussion on the methodology

of experimental observable extraction from Az distribution.
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The Ay distribution, being the nucleon position difference in the non-dispersive (horizontal)
direction, features only one peak for both H (e, e'p) and D(e, e’ N) events, as shown in Figure m
Good e-N coincidence events passing a strict W?2 cut (see Section at Q> = 7.4 (GeV/c)?
have been used. Like Az, the resolution of Ay is worse for D(e,e’N) events, largely due to the

Fermi motion of the nucleons in the deuteron nucleus.

4.2.4 Exclusive Event Selection

Selecting good electron and nucleon events does not restrict the underlying scattering process.
However, to extract physics observables from E12-09-019, we need to exclusively select (quasi)
elastic scattering events. Exclusivity cuts, based on energy-momentum conservation, are necessary

for this purpose. This section will discuss the definition and implementation of these cuts in detail.

4.2.4.1 Invariant Mass Cut

The invariant mass squared, W2, of the virtual photon - struck nucleon system is a crucial kinematic

variable for identifying elastic scattering events. It is a Lorentz invariant quantity, defined as follows:
W2 = (q+p)? (4.25)

where ¢ and p are the four-momenta of the virtual photon and the struck nucleon, respectively.
Assuming the struck nucleon is at rest, W2 can be reconstructed for each event using the known
beam parameters and the measured scattered electron kinematics by BB.

Applying four-momentum conservation, ¢ = p’ — p, to Equation yields:

2

W2 =y (4.26)

where p’ is the four-momentum of the scattered nucleon. Therefore, W? should equal the mass

squared of the nucleon, MJQV, for elastic eN scattering events. My is defined as follows based on
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the type of the target:

=

, for [H, target
My = (4.27)

%(Mp + M,), for ID, target

For [D, target, the average nucleon mass is assumed to account for the fact that the type of the

struck nucleon is not known a priori.
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Figure 4.22: Reconstructed W? distributions for inclusive electron-nucleon scattering from /H, and
[Dy targets. The peak near the proton mass squared (MPQ) is due to elastic scattering events.
Comparison of W?2 resolution for elastic scattering events: (a) with increasing @2 and (b) between
IHy and ID, targets at Q% = 3 (GeV/c)?.

Figure shows the reconstructed W? distributions for inclusive electron-proton scattering
from IHy at Q* = 3 & 7.4 (GeV/c)®>. The peak near the proton mass is attributed to elastic
scattering. The spread of this peak depends on various factors, including detector resolution,
uncertainties in beam parameters, and radiative effects. Notably, W? resolution worsens with
increasing Q? due to the sensitivity of the measured scattered electron kinematic variables to
initial conditions, a phenomenon known as “kinematic broadening”. Additionally, for a D> target,
various nuclear effects become significant. For instance, the Fermi motion of the target nucleon
within the deuteron increases sensitivity to initial conditions by violating the assumption that the

target nucleon is at rest, resulting in further broadening of the W?2 distribution at a given Q?, as
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shown in Figure
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Figure 4.23: Effect of W2 cut on quasi-elastic event selection at Q% = 9.9 (GeV /c)?.

Elastic electron-nucleon scattering events can be isolated by applying cuts around the elastic
peak in the reconstructed W? distribution, as shown in Figure This cut region slightly varies
with configuration to account for kinematic-dependent smearing. The optimal W?2 cut region
for each configuration is determined based on realistic MC simulation and the stability of physics
observables, a process discussed later in this chapter. Additionally, smearing of the W2 distribution
introduces background from inelastic scattering under the elastic peak, with this background rate
increasing with 2, making elastic event selection more challenging. The following exclusivity cuts,

based on electron-nucleon coincidence, greatly reduce this background.

4.2.4.2 eN Angular Correlation/Az-Ay Correlation/6,, Cuts

Simultaneous detection of scattered electrons and nucleons allows for the formation of exclusivity

cuts based on their kinematic correlation. The Az and Ay variables, defined in Section
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Figure 4.24: Comparison of HCAL Ax-Ay correlation between elastic H (e, e'p) (left) and quasi-
elastic D(e,¢’N) (right) events using the Q2 = 3 (GeV /c)? SBS 50% field strength dataset. Good
electron-nucleon coincidence events passing a strict W2 cut (identical in both cases) are shown.
Expected nucleon positions have been calculated using the “angles only” method for H(e,€'p)
events and the “4-vector” method for D(e,e’N) events. The elastic spot is very sharp and shifted
away from the origin in Az, indicating proton deflection by the SBS field. The quasi-elastic spots,
while not as sharp due to nuclear effects, are clearly visible and well-separated. The spot from
D(e,e'n) events is centered at (0,0), whereas the spot from D(e, ¢'p) events is shifted in Az by the
same amount observed in the H (e, e'p) events, as expected.
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measure the deviation of the nucleon position at HCAL from the predicted values, calculated under
the assumption of (quasi) elastic scattering. Selecting events where these deviations fall within a

user-specified tolerance effectively isolates (quasi) elastic scattering.
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Figure 4.25: Effect of Az-Ay correlation cut on elastic event selection at Q2 = 7.4 (GeV /).

Figure shows the correlation between the Az and Ay variables for D(e,e’N) events at
Q* =3 (GeV/ C)Z. Only good electron-nucleon coincidence events passing the W? cut are plotted.
The elliptical spots represent quasi-elastic events: the one at Az = 0 corresponds to D(e,e'n)
events, while the other corresponds to D(e,€’p) events. By forming elliptical cuts using the Az
and Ay variables, one can exclusively isolate D(e,e'n) (within the red circle) and D(e, €'p) events
(within the blue circle). The cut ranges along Az and Ay are guided by the widths of the corre-
sponding distributions. A typical 20 cut around the peak in both directions effectively suppresses
inelastic background at Q2 = 7.4 (GeV/ (:)27 as shown in Figure However, there is room for

optimization.

0pq Cut Formation and Its Equivalence to the Az-Ay Correlation Cuts
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Instead of cutting on the Axz-Ay correlation, which can be inconvenient due to its elliptical na-
ture, a cut on the angle between the q and the reconstructed nucleon momentum p, 6,4, can be
imposed with an equivalent outcome. The concept behind calculating 6,4 is similar to determining
the expected nucleon coordinates at HCAL, but the process is reversed. For expected nucleon
coordinates, a ray is projected from the interaction vertex to HCAL along the q direction, while for
0pq, a ray is projected from the observed nucleon positions at HCAL back to the interaction vertex.
The angle between this ray and the q gives the desired angle. This calculation is straightforward
for neutron tracks, which travel directly through the SBS dipole magnet. However, complexity
arises because the observed proton coordinates include the SBS kick. Therefore, making the 0,
calculation meaningful for protons requires accurately estimating their deflection by the SBS dipole
event-by-event.

Fortunately, SBS is a simple dipole magnet with a nearly uniform field within the gap, allowing
a straightforward yet sufficiently accurate event-by-event calculation of the proton track deflection

(0xsps) at HCAL using the equation:

0rsps = tan Openg (dHCAL — (dSBS + dg‘g’s/Z)) (4.28)

where dgoar, and dgpg are the distances of HCAL and the SBS magnet front-face from the target,
diEs ~ 1.22 m is the SBS dipole gap, and 6peng = 0.3 x BdL/|p| is the proton track deflection
angle. Here, B, representing the SBS field strength, is estimated by analyzing the correlation
between Az and |p| across [Hp runs taken with different SBS field settings for a given kinematics.
Ideally, the maximum SBS field (By,qz) should be consistent across all kinematics, however, three
distinct values were observed. At the start of E12-09-019, during the lowest Q? kinematics, Baa
was approximately 1.78 T. It was subsequently reduced to 1.275'T by deactivating certain coils
to mitigate stray fields. This value remained consistent for other kinematics, except for the high
e dataset at Q% = 4.5 (GeV/c)Q, where By, appeared to be 1.23T, roughly 3.5% lower than

expected. This discrepancy also affected the BBCAL cluster energy, as discussed in Section
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Figure 4.26: Effect of 6, cuts on quasi-elastic event selection at Q? = 7.4 (GeV/ 0)2. The top row
shows the 6, distributions calculated using the neutron hypothesis (left) and proton hypothesis
(right), with the red lines indicating typical 6,, cut regions for quasi-elastic event selection. The
bottom row displays the Az-Ay correlation without (left) and with (right) the 6,, cuts applied.
The elliptical spots for D(e,e'n) and D(e,e’p) events resulting from these cuts replicate the Ax-
Ay correlation cuts shown in Figure confirming their equivalence. A 6,, < 0.02 rad cut is

approximately equivalent to a 20 Ax-Ay correlation cut
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and is suspected to be related to hysteresis, though this remains unconfirmed.

The 6,, angle calculated using the proton hypothesis, accounting for the mentioned proton de-
flection, can be used to isolate quasi-elastic (and elastic, for [Hp data) ep events. In contrast, the
same angle calculated with the neutron hypothesis, without accounting for the SBS kick, isolates
quasi-elastic en events. Together, these cuts effectively select quasi-elastic D(e, e’ N) events from

ID, data, as required by E12-09-019. The equivalence of these cuts to the Az-Ay elliptical cuts is
shown in Figure

4.2.4.3 Ay Cut
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Figure 4.27: Effect of Ay cut on the reduction of inelastic background in the Ax distribution at
Q2 =7.4 (GeV/c)%

As discussed above, the clear separation of D(e,e'n) and D(e, €'p) events in the Az distribution
is used to extract quasi-elastic yields from E12-09-019 data. Therefore, the Axz-Ay correlation
cut cannot be used for this purpose. Instead, cutting only on the Ay variable can help reduce

background in the Az distribution, leading to a cleaner extraction of physics observables. Figure
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shows the effect of the Ay cut on background reduction in the Az distribution for good
electron-nucleon coincidence events passing the W? cut at Q? = 7.4 (GeV/c)Q. Similar to other
cuts discussed, the optimal Ay cut range is determined via a cut sensitivity study, as discussed in
Section [4.6.3]

In summary, the exclusivity cuts used to isolate quasi-elastic scattering events for extracting
physics observables from E12-09-019 include the W2 cut and the Ay cut. The optimal ranges of
these cuts vary slightly across kinematics and are determined via cut sensitivity studies. It is worth
noting that the W2 and Ay variables are correlated, so the cut on one variable should be relaxed

during the optimization of the other. Refer to Section [4.6.3] for a detailed overview of this process.

4.2.5 HCAL Fiducial Cut

A fiducial cut, based on the reconstructed electron kinematics detected by the BB, can be applied
to the direction of q (as defined in Section to restrict the trajectory of elastically scat-
tered nucleons within a desired phase space. Applying the same fiducial region for both D(e,e'n)
and D(e, e'p) events minimizes relative acceptance and efficiency differences, thereby significantly
reducing systematic errors associated with the measurement of the ratio RQF.

As discussed in Section[1.2.3] the reconstructed q can be mapped to the expected nucleon position
at HCAL in terms of xi}pg 4z, and yifg - The 2D correlation between these variables forms an
“envelope” of the expected nucleon position at HCAL, as shown in Figure The proton
envelope accounts for the deflection of proton tracks by the SBS dipole magnet (dzsps), shifting it
vertically towards the top of HCAL. To determine if a specific electron-deuteron scattering event
falls within the fiducial region, we calculate 2, 4, and yj;& 4, for both proton and neutron events
with the same underlying kinematics. The event is considered within the fiducial region if both
particles fall within HCAL’s active area, delineated by the red dashed lines in Figure The
HCAL active area is generally defined as the full physical area, excluding the outermost rows and
columns.

Fermi motion in quasi-elastic events causes additional smearing of the observed nucleon position,
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Figure 4.28: Effect of fiducial cut on quasi-elastic events at Q2 = 3 (GeV/c)®. Green and red
boundaries represent HCAL physical and active area, respectively. The gap between the red and
blue boundaries defines the safety margin with a width of loa, (1oay) in the dispersive (transverse)
directions. With the fiducial cut applied, the effective acceptance matching between the proton
and neutron envelopes is clearly visible.
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introducing further acceptance loss. To mitigate this, a safety margin is established between the
fiducial region and HCAL’s active area on all four sides, represented by the blue dashed lines in
Figure The width of this margin in the dispersive (transverse) directions is based on the
widths of the Az and Ay distributions, typically set at 1.50 around their peaks. However, the cut
range is optimized for each kinematic setting via cut-sensitivity studies.

Equipped with all the event selection cuts discussed in this section we are now ready to extract
yields for D(e,e'p) and D(e,e'n) events to form the ratio R?F from which G%, can be extracted.
However, it is of utmost importance to ensure the best possible calibration for all the detector
sub-systems before the extraction of experimental observables to minimize both statistical and

systematic uncertainties.

4.3 Detector Calibration and Performance

Detector calibration is one of the most arduous yet crucial steps in data analysis. It is essential
to ensure accurate and efficient event reconstruction and optimal signal to background ratio. Each
detector sub-system is calibrated separately according to the experimental configuration, undergo-
ing multiple rounds of calibration. Initial calibrations are performed using cosmic rays to ensure
high-quality data collection. Subsequently, they are fine-tuned using elastic H (e, €’p) events. The
most up-to-date calibration parameters from all the detector sub-systems are then used to recon-
struct the entire experimental dataset. The second pass of fine-tuning the detector calibration and
reconstructing the entire E12-09-019 dataset was completed in February 2024, and the resulting
data have been used for the analysis presented in this thesis. In this section, we will briefly discuss
the calibration steps, resulting detector performance, and any potential areas for improvement for

all the detector sub-systems.
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4.3.1 Gas Electron Multipliers

The calibration of the BB Gas Electron Multiplier (GEM) detectors involve several steps as listed

below [151]:

1. Alignment: The initial step of GEM detector calibration involves aligning individual GEM
modules relative to the position of the first GEM layer. The resulting positions and angles
of the individual GEM modules are recorded in the database (DB) file (see Section
for use during event reconstruction. This analysis is conducted using low current data runs
taken throughout E12-09-019. Dedicated alignment is necessary for data taken in-between
events that could potentially cause misalignment of the GEM layers, such as experimental
configuration changes and the replacement of a faulty GEM layer. The special resolution

averaged over all five GEM layers after alignment is observed to be approximately 100 pm.

2. Gain Matching: The gains of individual APV channels (see Section [3.5.2) within a GEM
module are matched to zero ADC asymmetries across all GEM detectors. The resulting gain
coefficients are added to the DB file. This calibration requires a lot of statistics, so both [H»

and [D; runs were used. New gain matching is necessary whenever an APV card is replaced.

3. ADC Threshold Calibration: This is the immediate next step after ADC gain match-
ing. Various ADC thresholds are calibrated to cleanly select good GEM hits. This includes
thresholds for individual ADC samples, 1D clusters, and 2D clusters. The calibrated threshold

values are added to the DB file to ensure clean and efficient track reconstruction.

4. Timing Calibration: Several time cuts are implemented at the level of GEM strips to
cleanly select good GEM hits that are in time. Fine-tuning these cut ranges using low current
runs is necessary to avoid bias. Similar to ADC threshold calibration, timing calibration also

requires the successful completion of gain matching.

5. Track Search Region Constraint Calibration: The track search region constraints,

defined in Section [4.1.6.1] need to be fine-tuned whenever there is an update in the BBCAL
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energy calibration and/or optics calibration to avoid bias.

Following the second pass of fine-tuning GEM calibration, the performance of track reconstruction

has been deemed sufficient to extract preliminary results.

4.3.2 Gas Ring Imaging Cherenkov

The primary calibration of Gas Ring Imaging Cherenkov (GRINCH) TDC data involves aligning
the leading edge (LE) times of all the PMTs relative to a common reference. This alignment
accounts for relative offsets among detector channels due to differences in the electronic circuitry,
cable lengths, and PMT response. Achieving uniform calibration requires illuminating the entire
detector. However, this cannot be done using cosmic or electron beam data due to GRINCH’s
unique design relative to other detector subsystems, as discussed in Section [3.5.3] Therefore, LEDs
installed in the frame of the mirrors, capable of illuminating the entire detector, are used. Signals
with known characteristics (1ns FWHM, 100 Hz) generated from a signal generator were used to
light up the LEDs, allowing for precise determination of offsets in the LE time for all the detector
channels [151]. Figure shows the aligned LE TDC times from all the detector channels using

LED data. The effect of such alignment on elastic H (e, e'p) events at Q* = 4.5 (GeV/c)? (low €)

dataset is depicted in Figure

Figure 4.29: Result of leading edge time alignment for GRINCH PMTs [151].

The correlation between the GRINCH cluster position and the projected electron track position at
the GRINCH entry window varies slightly between kinematics. This variation likely arises because
electrons from different kinematics strike a given position on the GRINCH mirror at different angles.

These electrons are deflected by varying amounts by the BB dipole due to momentum differences,
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which alters the position of the associated Cherenkov light cone on the PMT array. To address this,
a combined analysis of elastic H(e, ¢'p) events from Q% = 4.5 (GeV /c)? low- and high-¢ kinematics
was conducted to determine a universal set of parameters [151], enabling accurate matching of the

GRINCH cluster with the track for optimal cluster selection.

4.3.3 Timing Hodoscope

The calibration of the timing hodoscope (TH) leading edge (LE) TDC data involves fine-tuning

several correction factors. The corrected TDC time for a TH PMT, t..--, can be expressed as:

teorr = traw - 750 - tTW - tprop (429)

where t,4, is the raw PMT signal and %o, t7w, and t,., are correction factors accounting for
unknown zero offset (including PMT response and cable length differences), time-walk in the NINO
ASIC discriminator, and variation in light propagation time in the scintillator bar, respectively. The

calibration procedure includes the following steps:

1. Initial Offset Alignment: Align the TDC times for each PMT to an arbitrary value,
initially set to zero. This involves aligning the time difference distribution for each bar to
have a mean of zero, providing initial offsets for the left and right PMTs. Then, adjust the

mean time to zero, further refining the offsets for each PMT. Record the resulting offsets in

the database (DB) file (see Section {4.1.1)).

2. Time-Walk Correction: Correct for time-walk in the NINO ASIC discriminator, indicated
by the correlation between the LE TDC time and the Time Over Threshold (TOT)E for
each PMT, which is linear in nature. Fit a straight line to the distribution, and record the

intercept (a) and slope (b) in the DB file.

12The TOT is calibrated using the cosmic signal amplitude available via fADC data for a handful of PMTs. This
calibration is crucial since the production data lacks fADC information for all PMTs, making TOT essential for time
walk correction.
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Figure 4.30: Result of leading edge time alignment for timing hodoscope PMTs ||

3. GEM Track Matching: Match GEM tracks to the hodoscope plane. Fit the correlation
between the time-walk corrected left and right PMT time difference (t4:¢f) for each bar and

the GEM track hit position on the bar (y.) with a straight line:

Ytr

Uscint

taiff = to +

The slope provides the effective light propagation speed (vseint) in the bar, accounting for
physical non-uniformity, and the intercept aligns the t4;7s of the bar with the GEM tracks.

Record these values in the DB file.

Repeat the above steps several times to achieve the best possible calibration. Figure |4.30] shows

the alignment of LE times of all the TH PMTs after calibration.
Performance of TH during E12-09-019

The intrinsic time resolution of a TH bar, oy, is determined by calculating the difference in mean
time between that bar and an adjacent bar within the same cluster, which cancels out common
uncertainties, such as the trigger time resolution. The average intrinsic resolution across all TH

bars (d;) serves as a key benchmark for performance, with an expected value of approximately
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200 ps by design [151].
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Figure 4.31: Current status of the Timing Hodoscope (TH) calibration for E12-09-019. (a) Profile of
the RMS of the mean time difference between two consecutive TH bars in a cluster. (b) Distribution
of the cluster mean time. These plots were generated using [Hy data from the Q* = 3 (GeV/c)?
kinematics.

Analysis using cosmic data from the E12-09-019 experiment shows a &; of approximately 300 ps,
closely aligning with expectations. However, analysis using good electron events at Q% = 3 (GeV/ c)2
yields a significantly worse &y of approximately 500ps [151]. The cause of this degradation in
resolution with electron beam data is not fully understood and is expected to improve with better
calibration.

Additionally, random variations in o; across TH bars, as shown in Figure exceed the
expected intrinsic resolution and do not correlate with physics observables like electron time-of-
flight (TOF). This suggests that the current zero offsets for TH PMTs (tg) and bars are suboptimal.
Further analysis across all E12-09-019 kinematic points shows a variation in ¢ from 450 ps to 750 ps,
depending on the scattered electron momentum. This trend of degraded resolution with increasing
momentum is likely due to the spatial spread of hits on the TH bars, caused by the electromagnetic
shower from the electron track in the Pre-Shower calorimeter located just upstream of the TH,

as supported by simulation [151]. However, the magnitude of this degradation is expected to be
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reduced with improved calibration.
For E12-09-019 analysis, the goal is to achieve the best possible resolution for the two-arm
coincidence time, defined as the difference between the HCAL cluster time and the TH cluster

mean time. However, several challenges must be addressed:

e With the current calibration, the width of the TH cluster mean time distribution is approxi-
mately 2 — 3 ns, as shown in Figure which is about ten times the intrinsic resolution
of TH. This poor resolution, primarily dominated by trigger time resolution and its variation
within the acceptance, limits the effectiveness of additional background rejection beyond the

existing event selection cuts.

e The optimal coincidence time resolution should come from the difference between TH and
HCAL TDC times. However, as discussed in Section [4.3.5.1, HCAL TDC data is missing
for many quasi-elastic events, particularly at high-Q? points, necessitating the use of HCAL

ADC time, which has worse resolution than HCAL TDC time.
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Figure 4.32: Issues related to the computation of the time difference between the Timing Hodoscope

(TH) TDC and HCAL ADC. Data shown is from [H, at Q® = 3 (GeV /c)? kinematics. See text for
details.

e TH TDC data and HCAL ADC data are not directly comparable. TH TDC data is reference
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time subtracted, while HCAL ADC data is not. The trigger time, used as the reference, has
exhibited random shifts of approximately 12 ns throughout E12-09-019, likely originating from
the Trigger Supervisor and affecting all detector subsystems equally. This shift is removed
from TH TDC data but remains in HCAL ADC data, causing a double-peaking structure in
the coincidence time distribution, as shown in Figure This double peak complicates

the selection of good coincidence events.

Although adding the trigger time back to TH TDC data before subtracting HCAL ADC
time addresses the above-mentioned issue, it reveals multiple peaks separated by 4ns, as
shown in Figure This structure is suspected to be an artifact of the 4ns sampling of
the fADC, but further investigation is needed before it can be corrected and used for physics

analysis.

Additionally, the different internal clocks associated with the CAEN 1190 TDCs (24 ns)
and fADC 250s (4 ns) introduce a random 24 ns jitter in the former relative to the latter.

Corrections to remove this jitter have yet to be developed.

Due to these issues, TH data has not been used to calculate the two-arm coincidence time for

the analysis presented in this thesis. However, the individual TH bar mean times are used as a

common reference to align the times of BBCAL and HCAL modules.

Thoughts on Future Improvements

The existing TH calibration was conducted using cosmic data from early in the E12-09-019 run.

Recalibration with elastic H (e, ¢'p) events is expected to yield improved results. Furthermore, im-

plementing kinematic-specific calibration should help address the correlation with scattered electron

momentum, as previously mentioned.

The particle arrival time measured by the TH can be biased due to variations in the trajectory

path length from the interaction vertex to different bars of the detector. Although this variation

is small (ranging from 14.8 to 15.6 ns within acceptance at E. = 1.63 GeV), it matters at the
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scale of our desired resolution of 0.1 — 0.2 ns [151]. The current TH calibration framework, as
expressed in Equation does not account for this correction factor, known as the time-of-flight
(TOF) correction. Recalibrating TH data with the TOF correction implemented is expected to

significantly improve o; observed during FK12-09-019.
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Figure 4.33: RF time structure obtained by subtracting the RF time (t%D C) from the raw Timing
Hodoscope (TH) time (t%ngLtgggig) recorded during Q? = 4.5 (GeV /c)” high-¢ kinematics. Only
IHo events where TH bar 44 is the primary bar in the cluster are shown.

Proper analysis of the accelerator Radio Frequency (RF) time data recorded during E12-09-019
allowed us to reconstruct the electron beam bunch spacing of 4ns with a very high resolution of
approximately 0.6 ns, as shown in Figure This is expected to mitigate the effect of poor trigger
time resolution, which tends to dominate the individual bar mean time resolution as mentioned
above. Implementation of such an analysis is a work-in-progress, but once available, it should
significantly improve the current situation.

In summary, TH performed very well during E12-09-019, though there is room for improvement

in its calibration, which is currently being addressed. However, it is important to note that further
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enhancement of TH performance, while beneficial, is not essential for E12-09-019 analysis. The
resolution achieved from the BBCAL-HCAL ADC coincidence time is already sufficient to effec-
tively suppress accidental background across all kinematic points and still has potential for further

improvement.

4.3.4 BigBite Calorimeter

The BigBite calorimeter (BBCAL) measures both the energy and arrival time of scattered electrons.
To enhance its overall performance, both energy and time calibrations are performed. As discussed
in Section BBCAL has a segmented design, consisting of Pre-Shower (PS) and Shower (SH)
calorimeters. Therefore, optimal performance can only be achieved by calibrating all channels

associated with both SH and PS.

4.3.4.1 BBCAL Timing Calibration

The BBCAL data, unlike TH and GRINCH, is not read out by TDCs; instead, timing information
is derived from the ADC time, which is essentially the leading-edge (LE) time calculated from the
ADC pulse recorded by the fADC. For optimal resolution, channel-specific offsets in the ADC time
must be aligned across all detector channels, similar to TDC alignment. Given that TH is designed
with better timing resolution than BBCAL, the ADC time offsets for all BBCAL channels are
determined relative to TH. This alignment is carried out separately for each SH and PS channel

through the following steps:

1. For each event that passes good electron event selection cuts, two histograms are filled. The
first histogram records the difference between the TH best cluster mean time and the ADC
time of the highest energy module in the SH cluster. The second histogram records the same

difference for the highest energy module in the PS cluster.

2. After processing all events, the distributions for each SH and PS channel are fitted, and

their mean values are extracted. Channels outside of the acceptance may have insufficient
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Figure 4.34: Effect of ADC time alignment on (a)
= 9.9 (GeV/c)? kinematics.

generated using all [Hp and [D, data taken at Q2

statistics, but this is not considered problematic.

3. The extracted means are used to calculate the ADC time offsets for each SH and PS channel,
which are then updated in the database files. During event reconstruction, these offsets
are subtracted from the uncorrected ADC times of the corresponding channels, resulting in

well-aligned ADC times across the detector.

Alignment has been performed separately for each kinematic point. All the [Hy and /D runs
were used in combination to ensure enough statistics for calibration for channels near the edge of
the acceptance to maximize uniformity. Figure[£.34]shows the improvement of ADC time alignment

across all SH and PS channels with calibration at Q2 = 9.9 (GeV /c)?.
Notable Issues and Mitigation
Several issues related to BBCAL ADC time observed during E12-09-019, their underlying causes,

and the mitigation strategies employed are discussed below.

e ADC Time Shift Within a Configuration: An overall shift of the same magnitude in

the ADC times of all SH and PS channels was observed in certain runs taken during the
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Q? = 7.4 & 13.6 (GeV/c)? kinematics, as shown in Figure Specifically, the Q? = 7.4
(GeV /c)? data showed an approximate —12ns shift in a few initial runs, which then returned
to normal and remained stable. In contrast, a —5ns shift occurred midway through the

Q2 =13.6 (GeV /c)? production.

The cause of these abrupt time shifts is unclear, but identical shifts observed in HCAL
ADC times rule out a detector-specific issue. The fact that payload modules across multiple
ROCs were affected similarly points to a possible DAQ-related problem. Although these
shifts followed experimental downtimes, the reasons behind those downtimes do not appear
correlated, suggesting that DAQ system adjustments during these periods might have caused

the shifts, which is plausible given the DAQ system’s volatility during £12-09-019.

. Q2=7.4GeV2

t4R¢ (ns)
£40¢ (ns)

t40¢ (ns)
£35€ (ns)

AllRuns

All Runs

(a) Before Correction (b) After Correction

Figure 4.35: Mitigation of ADC time shift between runs observed during Q2 = 7.4 & 13.6 (GeV /c)?
kinematics. See text for details.

Fortunately, correcting these shifts with calibration is straightforward. The process involves
grouping runs with the same latency within a configuration and performing timing calibration
for each group separately. This ensures that the resulting offsets align the ADC times from all
runs to zero, regardless of the shifts. Figure demonstrates the successful mitigation of
SH ADC time shifts through calibration across all affected runs, with similar results observed

for PS ADC times as well [151].
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e ADC Time Shift Within Runs: The aforementioned ADC time shifts occurred across
runs, but random shifts of approximately —12ns were also observed for a fraction of events
within runs throughout E12-09-019 production, leading to a double-peaking structure in the
ADC time distribution, as shown in Figure 7?. This shift is evident in all the plots in Figures
and ADC times from all the detector subsystems, including SH, PS, and HCAL,
were affected. However, this shift cancels out in the decoded TDC data due to reference time

subtraction.
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Figure 4.36: Effect and scope of the ADC time shift observed within a given CODA run throughout
E12-09-019. (a) The Shower (SH) ADC time distribution, where the secondary peak at —12ns is
clearly visible. (b) The correlation between the SH and HCAL times, showing that the perfect
correlation observed for events in the secondary peak implies the shift affected both detectors
equally.

ADC
HCAL

t

T T
—
—
L1
(ns)
N
o
TTTTTTTT T T T T T T T T T T T T T T T

w
o

As shown in Figure the SH and HCAL ADC times are similarly correlated for both
the shifted and normal events. The same holds true between PS and HCAL as well. This
suggests that the data from different subsystems recorded by different ROCs were similarly
affected, indicating that the shift is related to the trigger time, which is common to all ROCs
in the DAQ system. The Trigger Supervisor (TS) distributes the BBCAL singles trigger,

primary trigger for the E12-09-019 experiment, to all the ROCs. A copy of the BBCAL
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singles trigger, taken from upstream of the T'S in the DAQ circuit, is recorded by a CAEN
V1190 TDC module based on the trigger received from the TS. If the —12ns shift originated
from any electronics module upstream of the TS, the BBCAL singles trigger time recorded
by the V1190 should not exhibit it. However, the same shift is observed in the raw BBCAL
singles trigger time signal, perfectly correlating with the shift seen in other detectors. This

strongly suggests that the random shift in question was introduced by the TS itself.

Since events within a given run are randomly affected by this shift, it cannot be straightfor-
wardly corrected through calibration as in the previously mentioned case. Fortunately, only
a fraction of events are impacted by the shift, allowing us to use the primary peak for tim-
ing calibration. Additionally, because HCAL and SH ADC times remain perfectly correlated
despite the shift, the double-peaking structure vanishes in the SH-HCAL coincidence time,
resulting in a sharp Gaussian distribution. This enables the formulation of a strict two-arm
coincidence time cut to effectively suppress accidental background as necessary for the physics

analysis.

Out-of-Time Hits in SH Clusters: The ADC time difference between the primary and
secondary modules in a SH cluster shows a double-peaking structure, with a small secondary
bump peaking approximately 17ns away from the primary peak. However, no such shift is

observed in PS data.

The out-of-time hits contributing to the secondary bump have very low energy, about 15%
or less than that of the primary module in the cluster, as illustrated in Figure Further
analysis reveals that these out-of-time hits predominantly occur when the electron track hits
near the center of a SH module (see Figure, and the secondary modules are in a different
row than the primary module. These observations suggest that the low-energy out-of-time
hits originate from multiple scattering of low-energy events, which are remnants of the main
electromagnetic shower. The row-dependent bias is likely due to the presence of Mu-metal

plates installed between SH rows, which may enhance the probability of multiple scattering.
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Figure 4.37: Out-of-time hits within a Shower (SH) cluster. (a) Correlation between the time
difference of the secondary and primary modules in a shower cluster and the ratio of the secondary
module’s energy to that of the primary, with low-energy out-of-time hits clearly visible. (b) Time
difference as a function of the transverse track position (yr,) projected onto the shower, where
secondary modules are in the same row as the primary and the primary modules lie exclusively in
the fourth SH column. Out-of-time hits predominantly occur when the track hits the center of a
SH module.

Preliminary studies with full optical photon simulations support these hypotheses. However,

a more in-depth analysis is necessary for any conclusive remarks.

For the purpose of E12-09-019 analysis, understanding whether to include these modules
in the cluster or not is sufficient. Rigorous analysis across several kinematics has consistently
shown that excluding these events from SH clustering yields better energy resolution. Ad-
ditionally, an optimal cut range of 410 ns on the difference between the ADC time of the
cluster seed and the secondary module has been implemented for both SH and PS clustering.
Even though PS events don’t exhibit a secondary peak, implementing the aforementioned cut

helps reduce some background.

Performance Parameters

After second pass fine-tuning of BBCAL timing calibration, the intrinsic ADC time resolutions
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Figure 4.38: Intrinsic resolutions of (a) Shower (SH) and (b) Pre-Shower (PS) ADC times, obtained
by taking the difference between the ADC times of the primary and secondary modules in SH and
PS clusters, respectively. These plots were generated using [H» events passing good electron and
W2 cuts at Q? = 4.5 (GeV/c)? (low €). Note: The hard cut-offs at +10 ns are artifacts of the
ADC time cut implemented during BBCAL cluster formation to filter out “out-of-time hits in SH
clusters”, as discussed in the text.

of SH and PS, obtained by taking the ADC time differences between the primary and secondary
modules in a cluster, are observed to be approximately 1.2 — 1.3 ns across E12-09-019 kinematics
(see Figure [4.38). Achieving such high resolution using ADC time meets or even exceeds our

expectations.

4.3.4.2 BBCAL Energy Calibration

The amplitude and integral of the signal generated by a BBCAL PMT are proportional to the
energy deposited in the corresponding lead-glass (LG) module. The primary goal of BBCAL energy
calibration is to determine the proportionality constant, known as the ADC gain coefficient, for all
Shower (SH) and Pre-Shower (PS) channels with high precision.

For the E12-09-019 analysis, BBCAL energy calibration involved two stages: an initial cosmic

calibration followed by in-beam calibration using [H, data.
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Cosmic calibration was conducted during commissioning to ensure high-quality data acquisition.
It began with gain-matching all BBCAL PMTs by adjusting their operating high voltages (HVs),
as described in Section [3.7.1.2] This process leverages the well-defined energy deposition of cosmic
ray muons in the LG as minimum ionizing particles (MIPs). After gain matching, the ADC gain

coefficients (¢;) for all BBCAL channels were calculated as follows:

A IEcosmic
¢ = R o (4.30)
Trig

where R?/ T'is the ratio of signal amplitude to integral of the ith BBCAL module, Eeosmic 1S the

Set
Trig

estimated average cosmic energy deposition in each BBCAL module, and A is the signal am-
plitude corresponding to each BBCAL module for E.,smi. energy deposition after gain matching.
Multiplying the ADC integral of a given BBCAL channel by its corresponding ¢; value, convention-
ally expressed in GeV/pc, yields the associated energy deposition, which is meaningful for physics
analysis.

Cosmic calibration was performed at the start of each £12-09-019 kinematic configuration, with
updated A%‘;’; g values based on Table Additionally, the effect of the SBS fringe field on BBCAL
PMT gains, as detailed in Section required updated calibrations within a kinematic point
whenever the SBS magnet field strength was adjusted. With cosmic calibration, the energy resolu-
tion of BBCAL, evaluated using elastic H (e, €'p) events by considering the scattered electron energy
obtained from BB optics as the true energy deposition, was observed to be about 10 — 12%, which
is suboptimal. This is expected due to various uncertainties associated with cosmic calibration,
including the ambiguity in the precise knowledge of E.,smic. However, the quality of the cosmic

calibration was sufficient to establish unbiased track search region constraints, facilitating proper

track reconstruction during data collection and enabling effective online data quality monitoring.

In-Beam calibration using [H; data employs a more statistically rigorous approach to fine-
tune the ADC gain coefficients obtained from the initial cosmic calibration. This process involves

minimizing a x? function, defined by the difference between the “true” and the reconstructed
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scattered electron energy:
2

N M
=> [Ei - ¢4 (4.31)

i=1 §=0
Here, N is the number of events and E? represents the track momentum (effectively energy, as the
electrons are relativistic) of the it" event, as determined by BB optics, and is considered the “true”
scattered electron energy. The term Z]M:O ch;'- denotes the BBCAL cluster energy (E%po4;) for
the same event, representing the reconstructed scattered electron energy. This cluster includes M
SH and PS modules, where ¢; is the ADC gain coefficient and Aé- is the ADC pulse integral for the

4" module. Now, minimizing y? with respect to c; gives:

M i Al
_o:>Z<AZ ZAE? ,;):0 (4.32)

This results in a system of 243 linear equations representing all 189 SH and 52 PS modules, which
can be trivially solved using standard linear algebra libraries to obtain the calibrated ADC gain
coefficients.

This method depends heavily on the quality of momentum reconstruction from BB optics, mak-
ing it crucial to use events with accurate momentum reconstruction for calibration to avoid bias.
Although cleanly selected good electron events should suffice, BB momentum reconstruction is less
reliable for inelastic scattering events, as discussed in Section However, using only events
passing strict elastic event selection cuts can lead to low statistics per BBCAL module, potentially
resulting in poor calibration. To balance this, loosely selected elastic H (e, €’p) events were used
for BBCAL in-beam calibration. The selection criteria included all good electron event selection
cuts defined in Section except for the Fppcar/p cut. Loose cuts on Axz-Ay correlation and
p/pelaﬂ, as shown in Figure were applied to isolate elastic events. An active area cut was

also used to exclude events with clusters centered in the outermost rows and columns of the SH

13The ratio of reconstructed track momentum to the elastically scattered electron momentum (calculated using
the reconstructed scattering angle), p/peias, is strongly correlated with W?2. While cutting on one effectively impacts
the other, p/peias more clearly identifies regions of good momentum reconstruction, making it preferable for BBCAL
calibration.
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Figure 4.39: Elastic H (e, e'p) event selection cut ranges for BBCAL energy calibration. (a) A
very loose 60 p/peias cut, combined with a 50-60 Az-Ay correlation cut, was used for Q% = 9.9
(GeV/ 0)2, the most statistically challenged setting. (b) Much stricter cuts, including a 40 p/peias
cut and a 20 Ax-Ay correlation cut, were applied for the Q% = 4.5 (GeV/ 0)2 high € setting, where
statistics were most abundant.

detector to prevent bias introduced by potential energy leakage.

In-beam calibration was conducted separately for each kinematic point and for data taken with
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different SBS fields within a kinematic, following the same rationale as for cosmic calibration. For
some kinematic points, separate calibrations were required even within datasets recorded with the

same SBS field strength to avoid biases observed across runs, as discussed later in this section.
Quality Assurance of BBCAL In-Beam Calibration

The quality of each BBCAL in-beam calibration, after the second pass of fine-tuning, was assessed
using several criteria discussed below. Example plots from one or two settings are shown here due

to space constraints, but representative plots from all settings can be found at [151].

e Energy Resolution: The ratio of reconstructed (Eppcar) to “true” (E.) scattered electron
energy for elastic H (e, e'p) events serves as a measure of BBCAL energy calibration quality.
Ideally, this ratio should be 1 for all events, but in practice, it forms a distribution with finite
width. Better calibration shifts the mean of this distribution closer to 1 while simultaneously
reducing its width, which defines the energy resolution of BBCAL. A significant improvement
in energy calibration using IH, data over cosmic data for the Q? = 4.5 (Ge\//c)2 high e
dataset is clearly visible in Figure

The improved resolutions observed for the high and low e datasets are 5.4% and 6.4%,
respectively. BBCAL energy resolution is expected to be better for higher average scattered
electron energy (E.) due to larger cluster size, which explains the difference between these
resolution values. As summarized in Table E, associated with the Q% = 4.5 (GeV /c)?
high (low) e dataset is the highest (lowest) across E12-09-019 kinematics. Therefore, Figure
illustrates the upper and lower bounds of BBCAL energy resolution from the second

pass of fine-tuning, which meets or even exceeds our expectations.

e Uniformity Within Acceptance: Uniform BBCAL energy calibration within the accep-
tance is crucial to avoid bias during event reconstruction. Any position-dependent non-
uniformity in calibration would appear in the correlation between Eppcar/E. and track

positions and angles. Figure shows these correlations using elastic H (e, ¢'p) events from
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Figure 4.40: Eppcar/E. distributions after the second pass of BBCAL energy calibration fine-
tuning for H (e, ¢'p) data at Q* = 4.5 (GeV /c)?: (a) high-¢ and (b) low-e datasets. The former plot
clearly shows the significant improvement in calibration using (H, data compared to cosmic data.

the Q% = 4.5 (GeV/c)? low e dataset, demonstrating excellent uniformity of calibration across

the entire acceptance.

e Correlation with p: The BB spectrometer has a large momentum bite, making uniform
BBCAL energy calibration across the entire range essential. Figure illustrates the im-
proved uniformity of Egpcar/E. with respect to track momentum after calibration for elastic
H(e,e'p) events in the Q? = 4.5 (GeV/c)? high e dataset. The apparent non-uniformity at

large p is due to lack of statistics.

e Uniformity Across Runs: Calibration for a given experimental configuration should affect
all CODA runs taken under the same conditions similarly. Therefore, the mean and o of
the Eppcar/FE. distribution should remain uniform across all runs in a dataset sharing the
same BBCAL energy calibration constants. This uniformity was ensured for all calibration
settings. For example, Figure demonstrates near-perfect uniformity in the mean and o
of the Egpcar/E. distribution across all [Hp runs recorded during Q% = 4.5 (GeV/c)? high

€ data with the SBS magnet turned off. As in previous examples, these plots were generated
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Figure 4.41: Uniformity of BBCAL energy calibration within the BB acceptance after the second
pass of fine-tuning. Elastic H (e, 'p) events from the Q2 = 4.5 (GeV /c)? low-¢ dataset are shown.

using elastic H (e, e'p) events.

Notable Issues and Mitigation:

In a few settings, significant non-uniformity of Eppcar/FE. across runs was observed, with varying

trends:

1. One or two CODA runs exhibited a significant shift in the Eppcar/E. distribution. For

instance, [Hp run 13240 from the Q2 = 7.4 (GeV/c)? 70% SBS field settings and runs 13656
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Figure 4.42: Improved uniformity of Eppcar/E" vs track momentum with calibration for Q% = 4.5
(GeV /c)? high e dataset.

and 16657 from the Q = 4.5 (GeV/c)? low e dataset (see Figure showed a leftward
shift of 5-6% in the Egpcar/FE. distribution, while the rest of the [Hy runs recorded under
the same settings peaked at 1. A similar but less pronounced shift was observed in a few [H»
runs from the high-Q? production settings as well. These runs were conducted with a much
lower beam current than the rest, and in some cases, a different BBCAL trigger threshold

was used.

No significant variation in the distribution of p between high and low current runs was
observed, confirming that the shift originated from changes in the Egpcas distribution.
Further analysis revealed that this shift was primarily due to changes in the SH cluster
energy distribution, as no significant differences were observed in the PS distribution (see
Figure .

These observations strongly suggest a rate-dependent effect in BBCAL energy calibration.

However, various studies conducted to confirm this hypothesis yielded negative results. The
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Figure 4.43: Uniformity of BBCAL energy calibration across runs for Q% = 4.5 (GeV/c)* high-¢
[H> data recorded with the SBS magnet turned off.

causes of these shifts remain unclear and uncorrected. This should have negligible effect on

E12-09-019 analysis given only a handful of runs were affected.

2. For IHp runs taken during the Q% = 7.4 & 9.9 (GeV/ 0)2 production settings, a slight shift
(= 2%) in the Eppcar/E. peak position was observed, separating the runs into two distinct
groups. Further investigation revealed that a long experimental downtime separated the

recording of these group of runs for Q? = 7.4 (GeV/c)2. However, this alone does not fully
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Figure 4.44: Non-uniformity in the Egpcar/FE. distribution across runs. Elastic H (e, €'p) events
at Q% = 4.5 (GeV/c)? low e kinematics are shown. (a) Eppcar/E. vs. IHa runs, where a handful
of runs exhibit an approximately 5% shift in the Eppcar/E. peak position from nominal. (b)
Comparison of Pre-Shower (left) and Shower (right) cluster energy distributions between the af-
fected (blue) and unaffected (red) runs reveals that the shift predominantly originates from the
Shower.

explain the shift.

Since multiple runs in each group were affected similarly, individual calibrations were per-
formed for each group. This approach successfully removed the discrepancy and improved

the overall energy resolution for the corresponding settings.
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3. The same trend discussed previously was also observed in [H, runs recorded during the Q2 =
4.5 (GeV/C)2 high e production settings. However, in this case, the shift in the Egpcar/E.
peak position between the two groups of runs (= 5%) was nearly three times greater in
magnitude (see Figure . According to the logbook, during the short experimental
downtime (about 4 hours) between the recordings of these two groups, the beam energy pass
was changed for Hall B, and multiple cosmic runs were taken for BBCAL with varying SBS

field strengths.
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Figure 4.45: Issue and mitigation of the Egpcar/E’ shift observed across runs taken at Q% = 4.5
(GeV /c)? high e kinematics. Only elastic H (e, 'p) events are shown. (a) Epgcar/E. vs. [Hy runs,
clearly showing a sudden jump in the Fgpcar/E. peak position. (b) After calibration, Eppcar/E.
is perfectly aligned at 1 for both sets of runs.

To rule out the possibility that the Hall B pass change affected the beam energy in Hall A
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and caused the observed shift, the average beam energy for all runs before and after the shift
was compared, revealing no significant discrepancies. However, an interesting observation
was made when studying the variation in SBS magnet current read-back during this period,
suggesting that the recording of BBCAL cosmic runs with various SBS field strengths might
have caused the shift. Before the shift, the SBS magnet current was almost constant at the
set value, but after the shift, a significant variation of about 16 A was observed. The reason
for this sudden instability is unknown, but hysteresis resulting from the frequent changes in
SBS field strength during the BBCAL cosmic runs immediately before the shift could be a

possible explanation.

Given the strong presence of the SBS fringe field at the BBCAL’s location, even a slight
difference in SBS field strength could affect the BBCAL PMT gains, resulting in a shift in

the Eppcoar/E. peak position. Further investigation is necessary to confirm this hypothesis.

Since the trend was similar, the same solution discussed previously was applied here, leading

to an overall improvement in the uniformity (see Figure|4.45b) and BBCAL energy resolution.

These issues have been properly mitigated for all E12-09-019 kinematic points, resulting in sixteen

different calibration settings.

Performance Parameters

Table summarizes the performance of the BBCAL energy calibration after the second pass

of fine-tuning across all sixteen calibration settings throughout E12-09-019. The observed energy

resolutions range from 5.4% to 6.4%, with the average Eppcar/E. converging to 1 in all cases.

Rigorous quality assurance, based on the criteria discussed above, has ensured optimal uniformity

across the acceptance at each setting. As a result of the improved BBCAL energy calibration, the

energy-weighted cluster centroids of SH (and PS), as defined in Equation have also improved,

leading to a position resolution of approximately 1.2 — 1.4 cm in both the dispersive and horizontal

directions (see Figure [4.46)).
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Table 4.1: Summary of BBCAL energy calibration performance parameters across all settings
after the second pass of fine-tuning. Here, Q? represents the central Q?, e denotes the longitudinal
polarization of the virtual photon, E, is the average scattered electron energy, Izp (Isps) represents
the BB (SBS) magnet current as a percentage of 750 A (2100 A), and Set # is the index for different
calibration sets within a setting, used to address Fppcar/FE. non-uniformity across runs.

2 E. E E!
@ 9 € Ipp (%) Isps (%) Set # BBC.AL/ e
(GeV/c) GeV Mean Sigma (%)

0 1.00 5.9

3.0 0.72 212 100 30 N/A  1.00 6.0
50 1.00 6.1

4.5 0.561 1.63 100 70 N/A  0.99 6.4
0 0.99 5.4

50 N/A 1.00 5.4

4.5 0.80 3.58 100 70 1 0.99 5.4
2 0.99 5.4

100 N/A  0.99 5.5

0 N/A  1.00 6.3

74 0.46 2.00 100 70 1 1.00 6.0
2 1.00 6.3

1 1.00 5.7

9.9 0.50 2.66 100 85 9 1.00 58
0 0.98 5.8

13.6 041 2.67 100 100 N/A 0.99 6.5

4.3.5 Hadron Calorimeter

Despite significant differences in the design of the hadron calorimeter (HCAL) and the BigBite
calorimeter (BBCAL), their calibration procedures are largely similar. Like BBCAL, HCAL mea-
sures both the arrival time and energy of detected particles, requiring calibration for both timing

and energy.

4.3.5.1 HCAL Timing Calibration

The HCAL data is read out by fADCs and f1TDCs, providing both ADC and TDC times for each

HCAL channel. These times are calibrated separately for all HCAL channels.

ADC Time Calibration
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Figure 4.46: Position resolution of Shower (SH) clusters in (left) dispersive and (right) transverse
directions, defined by the difference between the reconstructed SH cluster position and the position
of track projected to the face of SH. Elastic H (e, €'p) events from the Q2 = 4.5 (GeV /c)? high-e
dataset are shown.

HCAL ADC time is calibrated in the same manner as the BBCAL ADC time, as detailed in Section
This process involves aligning the ADC time of each HCAL channel with respect to the
timing hodoscope (TH) cluster mean time. The resulting channel-specific offsets are recorded in the
database (DB) file (see Section and subtracted from the raw ADC time of the corresponding
HCAL channel during event reconstruction. As expected, the reconstructed ADC times from all
HCAL channels align nicely at zero, as shown in Figure 4.47

IHy and [D; events that pass good electron event selection cuts, a very low threshold HCAL cluster
energy cut, and HCAL fiducial cuts are used for calibration. Separate calibrations were performed
for each E12-09-019 configuration to avoid biases associated with kinematic-specific uncertainties.
Additionally, multiple calibration sets within the Q? = 7.4 & 13.6 (GeV/c)? configurations were
necessary to mitigate the ADC time shift observed across runs. This same shift was also observed
in BBCAL ADC times, as discussed in Section

It is worth noting again that the ADC time shift of about —12ns observed within the same
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thca (Ns)

HCAL Module ID

Figure 4.47: HCAL ADC time alignment across modules for Q% = 9.9 (GeV /c)? kinematics using
[H> data.

CODA run for BBCAL also affects HCAL, as clearly demonstrated by their correlation in Figure
[4.36b] Although there is no straightforward way to correct for these out-of-time events, the shift
cancels out perfectly in the HCAL-BBCAL ADC coincidence time, enabling effective suppression

of accidental background, crucial for the E12-09-019 analysis.
TDC Time Calibration

The offsets to align the TDC times across all HCAL channels are determined in the same way as

for HCAL ADC time. Additionally, a time-walk correction of the form:

tncar = a+b/(Egcar)” (4.33)
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is applied to remove any energy-dependent bias. In Equation a, b, and c are fit parameters,
while tgoar and Eroar represent the TDC time and the energy of the best HCAL cluster. The
same type of events used for ADC time calibration are also used here. The resulting channel-specific
offsets and the parameters for time-walk correction are recorded in the DB file for event-by-event

correction of the raw TDC time for all HCAL channels during event reconstruction.
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Figure 4.48: Severity of missing HCAL TDC data across E12-09-019 production kinematics. HCAL
TDC efficiency is defined as the ratio of detected to expected good TDC events. The total number
of elastic H (e, e'p) events represents the expected number of events, while the detected number of
events includes an additional cut requiring a good TDC signal in the primary block of the HCAL
cluster.

Separate calibrations were performed for each kinematic point. In a handful of runs recorded
toward the end of the highest-Q?, a sudden shift of about 30 ns in the TDC time was observed. The
latency shift, observed at the same kinematics in HCAL ADC times, as mentioned above, affected
a different set of runs. The reasons behind these shifts are yet to be confirmed. However, similar
to the ADC time shift, the shift observed in TDC time was corrected by calibrating the affected

and unaffected runs separately.
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During offline analysis, it was discovered that HCAL TDC data were missing for a significant
fraction of elastic events, which are the key physics events of interest, across all E12-09-019 kine-
matics. The high Q2 kinematics, where statistics are limited, were the most affected (see Figure
. Further investigation confirmed that the issue was caused by very high occupancy in the
f1TDCs under high rate conditions, resulting from a lower than expected threshold applied to the
discriminators upstream of the flTDCs in the HCAL signal circuit. Unfortunately, this meant that

the missing HCAL TDC data are unrecoverable.
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Figure 4.49: Intrinsic resolution of HCAL ADC time, determined by the time difference between
the ADC times of primary and secondary modules in HCAL clusters. [Hy events passing good
electron and W2 cuts at Q? = 4.5 (GeV/c)? (low-€) are shown.

Performance Parameters

With the second pass of fine-tuning, the intrinsic resolution of HCAL ADC time, defined by the
ADC time difference between the primary and secondary modules in a cluster, was observed to be

in the range of 1.2 to 1.4 ns across E12-09-019 kinematics (see Figure 4.49). Similar results were
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observed for HCAL TDC time as well. Although more advanced calibration of TDC time, including
nucleon time-of-flight (TOF) and RF time corrections, could potentially improve performance,
the previously mentioned missing TDC data issue renders such efforts impractical. Nevertheless,
the observed ADC time resolution is highly encouraging and provides high-resolution two-arm
coincidence time resolution when subtracted from BBCAL ADC time, as required for the E12-09-

019 analysis.

4.3.5.2 HCAL Energy Calibration

Similar to timing calibration, HCAL energy calibration shares many similarities with BBCAL’s.
At the start of E12-09-019, HCAL PMTs were gain-matched using cosmic data, following the same
procedure used for BBCAL (see Section . The high voltage (HV) settings from this gain
matching were used for data acquisition during the lowest Q? kinematics and remained constant
until CODA run number 11581. Subsequently, the operating HVs for the HCAL PMTs were
updated based on in-beam calibration and then kept constant for the remainder of E12-09-019.
Since the HCAL HVs were updated only once, two sets of in-beam energy calibrations were sufficient
for the entire E12-09-019 dataset [151].

The same chi-squared minimization formalism used for BBCAL in-beam energy calibration is
applied here as well. However, to account for the fact that HCAL is a sampling rather than a

homogeneous calorimeter, the x? function is slightly modified as follows:

N M 2
X2 = Z feaV' — Z CjA;‘ (434)
i=1 =0
Here, /%, the kinetic energy of the struck nucleon in the i*” event, is defined by the difference between
the beam energy and the scattered electron energy reconstructed by BB optics. When multiplied
by fea, the average energy sampling fraction of HCAL, it gives the “true” energy deposition of
an elastically scattered nucleon in HCAL for the same event. The rest of the variables have the

same meanings as in Equation with BBCAL replaced by HCAL. f.y is obtained from realistic
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Figure 4.50: Uniformity of HCAL energy calibration within the acceptance for the Q? = 4.5
(GeV/ 0)2 high-e dataset. The top plot shows the HCAL energy sampling fraction f.q as a function
of HCAL rows, while the bottom plot shows f.,; as a function of HCAL columns. [Hs events passing
strict elastic cuts are shown.

Geant4 simulation.

Naturally, elastic H(e,e€'p) events are used for HCAL energy calibration. [Hy runs taken with
various SBS field settings during the Q? = 4.5 (GeV/c)? high e configuration (see Table ?7)
are combined to calibrate HCAL energy for data recorded after the HCAL HV change, which
includes most of the E12-09-019 dataset, except for some runs from the lowest Q2 point. The

ample statistics recorded for each SBS field setting effectively cover the entire active area of HCAL,
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which is crucial to avoid position-dependent bias in the calibration. Figure illustrates the
uniformity of HCAL energy calibration within acceptance in both the dispersive and transverse

directions for the Q* = 4.5 (GeV /c)? high e dataset.
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Figure 4.51: Position resolution of HCAL in the (left) dispersive and (right) transverse directions
for Q> = 7.4 (GeV/c)?. Elastic H(e,e'p) events are shown.

Performance Parameters

After the second pass of fine-tuning HCAL energy calibration, the energy resolution has been ob-
served to be between 41% and 67% across E12-09-019 kinematics [151]. Although HCAL, being
a sampling calorimeter, is not expected to have high energy resolution, its ability to accurately
reconstruct the position of detected nucleons is invaluable for E12-09-019 analysis. Improved en-
ergy calibration is crucial for this, as the reconstructed cluster centroids are energy-weighted, as
defined in Equation With the latest calibration, the position resolution of HCAL in both the
dispersive and transverse directions was observed to be approximately 5 — 6 cm across E12-09-019

configurations, (see Figure [4.51)), which meets the design expectation.
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4.4 Monte Carlo Simulation

Monte Carlo (MC) simulation plays a crucial role in the E12-09-019 data analysis. It enables
the extraction of the elastic electron-neutron (en) to electron-proton (ep) cross-section ratio, R,
from R9F, the quasi-elastic en to ep cross-section ratio, by accurately accounting for the relevant
physics and detector effects. The process involves realistic simulations of the distributions of key
kinematic variables, which can then be directly compared to those obtained from real data on an
equal basis. The simulated distribution is fitted to the data, along with an estimated background
shape, to extract the corrected signal. Achieving such a realistic simulation of physics and detector
effects is highly challenging and requires sophisticated computational tools. This section provides
an overview of the MC framework used in the E12-09-019 analysis, highlighting its key components

and validating its accuracy through data/MC comparisons of essential kinematic variables.

4.4.1 Software Tools and Analysis Flow

E12-09-019 MC machinery consists of four different software libraries: SIMC [152], g4sbs [153],
libsbsdig [154], and SBS-offline [148]. Below is a brief overview of their roles:

e SIMC: A FORTRAN-based MC simulation library primarily used for coincidence reactions
in Jefferson Lab Hall C experiments. SIMC provides realistic quasi-elastic and elastic event
generators that incorporate sophisticated radiative and nuclear correction models, rigorously
validated over time. These generators were naturally adapted for the K12-09-019 analysis,

necessitating several upgrades to the standard SIMC library:
o Integration of box detectors to replicate the acceptances of BB and Super BB spectrom-
eters.
o Incorporation of realistic cryotarget geometry.

o Self-consistent implementation of the D(e,e'n) process alongside the existing D(e, e'p)

process.
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o Introduction of rejection sampling to distribute events according to the cross-section
model, boosting event generation efficiency by approximately 99%, allowing simulations

with the desired statistical precision across E12-09-019 kinematics.

o Enhancement of the Dy model, extending the missing momentum range from 490 MeV

to 1.2 GeV, making Fermi motion effects more realistic in quasi-elastic analysis.

A more detailed discussion of the models included in the quasi-elastic event generator is

presented in the following section.

e gdsbs: A Geant/-based library built exclusively for the Super BigBite Spectrometer collabo-
ration experiments, including E12-09-019. It contains detailed geometry of the spectrometers

and the experimental setup, essential for conducting realistic detector simulations.

e libsbsdig: A C++ library built on top of gdsbs to digitize its output, generating pseudoraw

data.

e SBS-offline: A C++ library built on top of Podd for event reconstruction of E12-09-019
data, as discussed in Section [4.1.1] This library can also reconstruct the pseudoraw data

generated by libsbsdig, ensuring equivalent reconstruction uncertainties between data and

MC.

As illustrated in Figure the libraries mentioned above work in sync to produce realistic
physics histograms from MC, which can be directly compared to data. The process begins by
generating quasi-elastic (or elastic, in the case of [H, data) events via the SIMC generator, incor-
porating realistic radiative and nuclear effects. These generated events are then processed through
the BigBite and Super BigBite spectrometers using gdsbs to simulate realistic detector effects,
followed by digitization with libsbsdig to create pseudoraw data. Finally, the pseudoraw data is
reconstructed by SBS-offline using the same event reconstruction algorithms applied to real data.
Physics histograms generated from the reconstructed MC events, which pass the same analysis cuts

as the real data, are then ready for direct comparison.
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Figure 4.52: Steps to perform realistic data/MC comparison for E12-09-019.

4.4.2 FEvent Generation

The scattering processes of interest for E12-09-019 analysis include D(e, e'n), D(e, e'p), and H (e, €'p).
The first two processes, representing quasi-elastic e/N scattering from D5, are used for extracting ex-
perimental observables, while the last one, representing elastic ep scattering from Hs, is essential for

detector calibration and performance characterization. These events are generated by SIMC-based

event generators that incorporate realistic radiative and nuclear effects.

Additionally, inclusive inelastic eN events are generated for background estimation using an
inelastic event generator based on g4sbs, which includes a realistic cross-section model for inclusive
inelastic ep scattering but lacks radiative corrections. This is acceptable for the E12-09-019 analysis,

as the approach focuses on generating signal shapes as realistically as possible and then using

reasonable models to estimate the background shape, as discussed in Section

A brief description of the key features of these generators is provided below.
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4.4.2.1 Quasi-Elastic Event Generation

The quasi-elastic (QE) event generator in SIMC separately generates D(e, ¢'p) and D(e,e'n) events,
but the underlying mechanism remains the same. Scattered electron and nucleon angles are gen-
erated uniformly within user-defined zj, and y;, limits, followed by the generation of scattered
electron energy based on the desired energy range. The polar and azimuthal scattering angles are
then computed using the ac;g, yég values and the spectrometer central angles.

Next, the scattered nucleon energy (Ey) is determined by fixing the missing energy (E,iss) to

the deuteron binding energy, and a Jacobian of the form | ddE'i];; 5| is computed to correctly weight

the event. Events are then radiated according to the built-in radiative correction model [155].
Spectrometer cuts are applied to ensure the event is accepted only if both the nucleon and electron
fall within the respective spectrometer acceptancesiﬂ

User-specified beam energy, corrected for target energy loss, and beam position, smeared based
on the raster size and pattern, are incorporated. Combining these with the already determined
kinematic variables and scattering angles, remaining physics quantities such as v, Q?, and the
missing momentum vector (Pmiss) are calculated. The spectral function weight is then determined
based on the missing momentum, followed by the calculation of the cross section.

The final event weight is the product of the Jacobian, spectral function weight, and cross section
weight. The event is accepted if the ratio of this weight to a predefined maximum weight is greater
than or equal to a random number drawn from a uniform distribution between 0 and 1. This
rejection sampling process ensures that the accepted events are distributed based on the cross-
section model, significantly increasing (approximately 99%) the event reconstruction efﬁciencylﬂ

In post-analysis, the weight for each event is calculated as:

Maximum Weight x Luminosity x Generation Volume
Total Number of Tries

Weight = (4.35)

14Toy box-shaped spectrometer models are implemented in SIMC to simulate the acceptances of the BB and Super
BB spectrometers.
15The maximum weight is determined from a large sample of events without rejection sampling.
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A brief description of the Dy theory and the cross-section model is provided below.
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Figure 4.53: Coordinate-space deuteron wave functions, u(r) and w(r), obtained using the Bonn
meson-exchange potential (left). Spectral function distribution in missing momentum (pyss) in-

cluded in SIMC (right).

D, Theory

The nucleon-nucleon (NN) interaction within the deuteron is modeled using the Bonn meson-
exchange potential [156]. The corresponding coordinate-space wave functions, u(r) and w(r), are
shown in Figure The spectral function (S), computed using this model at a fixed missing
energy equal to the deuteron binding energy, is used to estimate the spectral function weight for a
given missing momentum (pmss) in the event generator. The existing spectral function calculation
in SIMC spans the p,,;ss range from 0 to 1.2 GeV, as shown in Figure adequately capturing

the high-momentum tail of the deuteron wave function for quasi-elastic scattering analysis.
Cross Section Model

The quasi-elastic scattering cross section is calculated using the de Forest model [157], which
incorporates an off-shell extrapolation of the Rosenbluth cross section within the general framework

of (e, €' N) scattering in the Plane Wave Impulse Approximation (PWIA). The off-shell cross section
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can be expressed as:
dio
dQ2 g A dQ2 gy A€

— BBt S(p. Ey) (4:36)

where k' = (E,k’) is the final electron four-momentum, p = (Ej,p) (p = (E,,p’)) is the initial

(final) nucleon four-momentum, S(p, E,) is the above-discussed spectral function, and o{¢ is defined

as:
E. [ q¢ ¢ 2 e
01" = OMott —, [WC+ ( + tan® — | Wp
B gl 2|q/? 2
1
2 2 0 2
+ ‘Zﬁ <|i|2 + tan? ;) Wt cos ¢e (4.37)
2 0
+ q cos? ¢ + tan® = | Wy
lal? 2

where o)t 18 the Mott cross section (see Equation [1.39)), 6. (¢e) is the polar (azimuthal) scattering

angle, and the W terms are given by:

1 G2 + TN G2
We {(Epw;f (ENM) _ |q\2G%4

T 4E,E 1+ 7y
Q* o
Wr =555 oM
p~=p
WI _ D S1n Pq E —|— ’TN M
E‘;DE'Z/7 1+ 7N
E' sin 6 G2, + NG
We=——pP " "Plip | pry(ZE" NTM
5 E,E], Er + B iy
where Q% = —¢?, 7y = %, 0pq is the angle between p’ and q, and G and G are the nucleon
N

electromagnetic form factors. The Kelly parametrization [158] is used to calculate G%, GZJ’V[, and
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G}/, while the Riordan parametrization [83] is used for G, in the following form:

(1.5207, + 2.62972 + 3.05572)Gp

G =

E 1.0 4+ 5.2227, + 0.04072 + 11.43873
an ~1.913(1.0 + 2.337,,)

M ™10 + 14.727, + 24.2072 + 84.173

(4.39)

o — 1.0 — 0.247,

E 1.0 4 10.987, + 12.8272 4 21.977}

, 2.79(1.0 + 0.127,)
GM -

~ 1.0+ 10.977, + 18.8672 + 6.5573

where G p is the dipole form factor.
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Figure 4.54: Comparison of W? distribution generated using quasi-elastic event generator across
E12-09-019 kinematics. The kinematic broadening of the W? distribution with rising Q? is clearly

visible.

Figure shows a comparison of W?2, the squared invariant mass of the virtual photon-nucleon

system, distribution generated using the quasi-elastic event generator across E12-09-019 kinematics.

The expected kinematic broadening of the W? distribution with rising Q2 is clearly increasing in

209



the plot.

4.4.2.2 Inelastic Event Generation

Inelastic events are simulated using an event generator based on g4sbs. Currently, it produces only
single pion-nucleon (7N) final states and does not include radiative or nuclear corrections. The
cross-section model relies on empirical fits to inclusive inelastic electron-proton cross-section data
[159], as well as electron-deuteron and electron-neutron transverse cross-section data |160] in the
resonance region. This model covers the kinematic range 0 < Q% < 8 (GeV/c)? and 1.1 < W < 3.1
GeV.

The event generation process for inelastic scattering begins by sampling initial kinematic vari-
ables, k£ and p, using a parametrization specific to the target type. This is followed by generating
the scattered electron’s polar angle, 6., and energy, E., from a uniform distribution. Using these
values, the momentum transfer ¢, the squared four-momentum transfer Q?, the Bjorken scaling

variable xy;i, and the squared invariant mass W? are calculated.
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Figure 4.55: Shape of the inelastic background in the Az distribution generated from simulation
for (a) the lowest and (b) the second highest @? points. In both cases, the background shape is
smooth and flat compared to the quasi-elastic distributions (see Appendix. The simulated events
have been digitized and reconstructed to produce these plots.
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The event proceeds if W? exceeds the single pion production threshold. In such cases, the avail-
able energy in the system is determined, and the decay angle is generated isotropically, assuming
that the pion and recoiling nucleon are emitted back-to-back in the virtual-photon nucleon center-
of-mass (CM) frame. The charge of the final-state nucleon is assigned with a probability of % for
the same charge as the initial nucleon and % for the opposite charge. Once the final nucleon’s
charge is established, charge conservation is used to determine the type of the final-state pion.

The cross-section for the event is calculated based on the energies of the incident and scattered
electrons and the scattering angle. For neutron cross-sections, the approximation o, = 20p — 0y,
is applied, where op denotes the electron-deuteron scattering cross-section, assumed to represent
the average cross section of a free proton and a free neutron.

Examples of Az and W?2 distributions generated with the inelastic generator are shown in Figures

and respectively.

4.4.3 Comparison to Data: Introducing Ad-Hoc Corrections

Physics histograms generated from digitized and reconstructed MC events can be directly compared
to those obtained from data, as they incorporate both realistic detector and physics effects. This
section presents such comparisons for key variables in the electron and hadron arms, obtained by

following the analysis flow depicted in Figure to validate the accuracy of the MC.

4.4.3.1 W? Distribution

Figure shows a data/MC fit to the W? distribution using both quasi-elastic signal and inelastic
background generated from MC. (D, events from the highest-Q? kinematics were selected with strict
0pq cuts, and identical cuts were applied to the MC-generated events. The resulting fit matches the
data closely across the entire range of interest, confirming that the MC event generators realistically
produce both quasi-elastic signal and inelastic background shapes.

To achieve the best possible x?/N DF, the MC W? distributions were allowed to float horizontally.

An overall shift of approximately 0.1 GeV? (see Table was observed for the signal distribution.
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Figure 4.56: Data/MC fit to the W?2 distribution at Q2 = 13.6 (GeV /c)?, using both quasi-elastic
signal and inelastic background shapes generated from MC. ID; events selected with very strict 6,
cut have been used.

Although this discrepancy is small, it could affect the equivalence of cut regions between data

sf
n/p’

and MC, which is crucial for extracting R the experimental observable (see Section |4.6.2)).

Consequently, these offsets were carefully determined for each kinematic using H(e,e'p) events,
which yields better resolution, and applied as ad-hoc corrections to the MC events. This ensured

equivalence during data/MC comparison for the extraction of the physics observable.

4.4.3.2 HCAL Cluster Energy

MC events effectively reproduce the shape of the HCAL cluster energy and sampling fraction
distributions observed in real data across E12-09-019 kinematics, as shown in Figure Good

electron-nucleon coincidence events that passed strict quasi-elastic event selection cuts were used
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to generate these plots.
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Figure 4.57: Data/MC comparison of the (left) HCAL cluster energy and (right) energy sampling
fraction distributions for Q% = 7.4 (GeV/ 0)2 kinematics, showing excellent agreement. Only good
electron-nucleon events passing strict quasi-elastic selection cuts are shown.

4.4.3.3 HCAL Az Distribution

Figure m presents the data/MC comparison of the HCAL Az distribution using production data
from several E12-09-019 kinematics. The MC signal represents pure quasi-elastic events generated
with the SIMC generator, and identical analysis cuts, including W2 and Ay, have been applied to
both data and MC. At the lowest-Q?, where minimal background events survive these cuts, the
comparison appears nearly perfect. However, at higher-Q?, adding a background model to the MC
signal becomes necessary to achieve a similar level of comparison.

While the distribution of D(e, €'n) events from MC is well aligned to zero, the corresponding data
shows a slight offset from zero in all cases, primarily due to calibration uncertainties. Although
these offsets are within HCAL’s position resolution, they can influence the data/MC fit to the Ax
distribution used for extracting the physics observable from E12-09-019, as discussed in Section
Consequently, these offsets are carefully evaluated and applied to the MC Az distribution

for data/MC comparison for each kinematic setting. Additionally, the SBS field strength in MC
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Figure 4.58: Data/MC comparison of the HCAL Az distribution for Q2 = 3 (GeV/c)? (top left),
Q? = 7.4 (GeV/c)? (top right), and Q? = 13.6 (GeV/c)? (middle) production datasets. Only good
electron-nucleon coincidence events passing W?2 and Ay cuts are shown, with identical cuts applied
to both data and MC. The MC signal (red) represents pure quasi-elastic events generated using
the SIMC generator. A clear increase in the number of background events passing W2 and Ay cuts
is observed with rising Q?. The MC D(e,e'n) and D(e, €'p) signal distributions have been shifted
in X by the amounts indicated to align with the data. The net shift between the D(e,e'n) and
D(e,€'p) distributions is within a few millimeters in each case, which is well within the HCAL’s
position resolution.

for each setting is fine-tuned to closely match the proton deflection observed in the data.
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4.4.3.4 Az — ac%’SCAL Correlation: Effective HCAL Distance

Az, calculated using the nominal target-to-HCAL distance listed in Table appears positively
correlated with the dispersive component of the observed nucleon position at HCAL (2%, ,,) for
both data and MC, as shown in Figure [£.59] This correlation likely arises because the depth of the
HCAL cluster centroid increases with the incoming nucleon’s angle of incidence. The correlation is
consistent across all kinematics, with its magnitude increasing as nucleon momentum rises, further

supporting this explanation.
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Figure 4.59: Correlation between Az and z9 HC a1, the dispersive component of the observed nucleon
position at HCAL, from both data and MC. Elastic H(e,¢/p) events from Q2 = 3 (GeV/c)? SBS
zero field data were used to generate this plot. The applied HCAL z-offset effectively eliminates
the correlation in both data and MC.
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Correcting this correlation is essential to eliminate position-dependent bias in calculating the
Ax variable. This is done by introducing an ad-hoc offset to HCAL’s z-coordinate, effectively
increasing its distance from the target. These kinematic-dependent correction factors are carefully
evaluated for both data and MC using elastic H(e,€'p) events, with SBS zero field data utilized

when available.

4.4.3.5 Summary of Ad-Hoc Corrections

Table summarizes the ad-hoc correction factors discussed in this section, used to address cali-
bration uncertainties and optimize agreement between data and MC. Detailed discussions on the
HCAL nucleon detection efficiency comparison between data and MC, as well as the data/MC fit
to the Ax distribution for experimental observable extraction using these corrections, are provided

in the following sections.

Table 4.2: Summary of ad-hoc correction factors used to address calibration uncertainties and
achieve optimal agreement between MC and data. zgcar (Yygcar) denotes the longitudinal (trans-
verse) component of the HCAL origin in the Hall Csys, with the remaining variables representing
their usual meanings. The offsets shown are added to the respective variables. All offsets, except
those explicitly mentioned, are applied only to MC events.

Ad-Hoc Offset for

Q € e (GeVQ) zpcar (cm) yrcar (cm) Az (cm)
Data MC D(e,e'n) D(e,€'p)
3 0.72 —0.018 65 42 3 4 4.9
4.5 0.51 —0.058 70 41 —6 1.8 4
7.4 046 —0.076 113 48 3 2.1 1.8
9.9 0.50 —0.060 92.5 55 2 2.5 2.5
13.6 0.41 —0.109 127 59 3 2.2 1.5

4.5 HCAL Detection Efficiency

The measurement of quasi-elastic electron-neutron (D(e,e'n)) to electron-proton (D(e,e’p)) scat-

tering cross-section ratio RF which is the direct observable of E12-09-019, relies heavily on the
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hadron calorimeter’s (HCAL) ability to detect both nucleons with high and comparable efficiencies.
Any non-uniformity in the relative detection efficiencies could alter the counts of the corresponding
scattering events leading to systematic uncertainty in R®¥. Addressing this uncertainty requires
a thorough evaluation of HCAL’s nucleon detection efficiency (NDE) and its uniformity across the
acceptance, as detailed in this section.

The HCAL NDE is defined as:

G%Z)AL _ N{et. ., Number of proton (neutron) events detected by HCAL

= , 4.40
Ni&a;,  Number of proton (neutron) events expected to hit HCAL (4.40)

where €”(®) represents the proton (neutron) detection efficiency. Since the expected and detected
events are drawn from the same underlying distribution, the statistical error on the efficiency is
calculated using the binomial method:

eoar(l—emoar)]?

Oegcar = NemeA (4.41)
H L

In this section, different methods for HCAL NDE estimation will be presented. However, the
definition of NDE and the statistical error calculation method, as discussed above, are consistent

across all approaches.

4.5.1 “True” NDE from MC

The realistic HCAL simulation (see Section ??) was used to estimate its design-based “true” NDE
across the relevant nucleon momentum range. The method involved simulating nucleons with
known energies and angles within HCAL’s full active area and then determining both the expected
and detected event counts.

Events generated by the gdsbs “particle gun” generator were used for this study. This generic
event generator can produce various particle types, including nucleons, with user-specified energy
and angular limits. The generation limits were carefully chosen to populate HCAL’s entire active

area while ensuring nucleon tracks remained within the SBS dipole magnet acceptance to avoid
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Figure 4.60: HCAL “true” nucleon detection efficiency (NDE) as a function of nucleon momentum,
estimated from simulation.

false negatives. Additionally, the SBS field was turned off to match the acceptance for both nucle-
ons. The simulated events were digitized and reconstructed to account for detector resolution and
uncertainties in event reconstruction.

Only events expected to land within HCAL’s active aream were analyzed. An event was consid-
ered detected or missed based on its energy deposition. An energy threshold (Ery,) of Eﬁfg’; /4,
where Efgﬁ ;, is the most probable energy deposition by nucleons for a given momentum range,
was applied. The total event count in the energy distribution formed the denominator of Equation
while events with energy above E7;, formed the numerator, yielding the corresponding detec-
tion efficiency. Figure shows the resulting HCAL proton and neutron detection efficiencies as
functions of momentum. The momentum range covers the entire scope of E12-09-019 (see Table

3.1). The detection efficiencies for both protons and neutrons are consistently high and comparable

across this range, aligning with HCAL’s design expectations.

6The active area of HCAL excludes the outermost rows and columns.
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Figure 4.61: Digitized and reconstructed HCAL energy distributions for proton and neutron
events generated by the gdsbs “particle gun” generator for a single momentum slice, highlighting
the threshold value used in the “true” HCAL nucleon detection efficiency analysis.

It is important to note that the absolute efficiency value depends on the choice of Epj. The
threshold Er;, = E;}egy}zL /4 was chosen as an educated guess based on the shape of the HCAL
energy distribution, which is non-Gaussian, as shown in Figure [£.61] Raising E7y, by a factor of
two reduces the NDE by approximately 3%, though the relative NDE between neutrons and protons

remains nearly unchanged.

4.5.2 Proton DE: Data/MC Comparison

The “true” HCAL NDE obtained from MC, which aligns with design expectations, is reassuring;
however, it is essential to validate these results against the NDE observed in real data. Elastic
events selected from [H; data can be used to unambiguously select proton events in the absence of
nuclear effects, providing a basis for estimating the corresponding detection efficiency, which is the
focus of this section. In contrast, directly measuring neutron detection efficiency is more complex

due to the absence of a free neutron target, as discussed later in Section [4.5.4
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Procedure

To compare the proton detection efficiencies (pDE) between real data and MC, a straightforward
“cut-based” analysis was employed. In this approach, elastic H (e, e'p) events were selected using
strict event selection criteria to calculate pDE as a function of the expected proton positions in the
dispersive ([:L';fg A L]p )E and transverse (y?g ) directions. An weighted average of the efficiencies
in each direction was then computed to determine the acceptance-averaged pDE. The analysis

procedure, kept consistent between data and MC, followed these steps:

1. [H; data from a given E12-09-019 kinematic setting recorded with the same SBS field strength
was used. MC events were generated with matching kinematic variables and SBS field

strength.

2. Strict track quality cuts and PID cuts, as described in Section [£.2] were applied to select good

electron events. Identical cut ranges were used for both data and MC.

3. A very strict cut on W? was applied to select a region with minimal inelastic contamina-
tion, eliminating the need for statistical background subtraction to a good approximation.
The same cut was applied to MC events, even though they are purely elastic, to maintain

consistency.

4. The total number of events in each slice of [x?fg A L]p (Yirear,) was selected from the chosen
clastic events, with a fiducial cut on y574 4, ([2578.4.]") to include only those expected to land
within the HCAL fiducial region for efficiency estimation, avoiding bias from false negatives.

These counts represent the events expected to hit HCAL.

5. To determine the number of detected events for each slice of [z5%,;]” and y3& ;. a suffi-

ciently loose cut on 6, calculated using the proton hypothesis, was applied.

17[]’7 denotes calculations made using the proton hypothesis, which accounts for the deflection of proton tracks by

the SBS field in each event. Therefore,

[25éar)’ = 25éar — 0zsBs,
where dxsps represents the event-by-event deflection of the proton track by the SBS magnet (see Equation |4.28)).
Naturally, dzsgs is zero for neutrons.
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6. The ratio of detected to expected events for each [;E?fg A L]p and y515 4, slice yielded the

corresponding pDE (see Equation [4.40).

It’s important to note that the gdsbs particle gun generator could not be used for this purpose, as
it does not replicate the event distribution found in real data. Instead, H (e, €'p) events generated
using the SIMC elastic event generator, which includes realistic radiative corrections as described
in Section [4.4.2.1], were used. The simulated events were digitized and reconstructed using the same

procedures applied to real data to account for realistic detector effects.
Implementation

The ”cut-based” method relies on the assumption that inelastic contamination within the tight
W? cut region is statistically negligible, which becomes less valid at higher Q2. Consequently,
this method is expected to yield reliable pDE estimates only for low-Q? data points, specifically
Q? = 3 & 4.5 (GeV/c)?. Analysis performed on the lowest-Q? dataset recorded with 30% SBS field
strength is discussed in detail below.

The following electron arm cuts were used to determine the number of events expected to hit

HCAL (refer to Section for a detailed description of the cut variables):

e Good electron event selection cuts

o Minimum number of GEM layers with hits > 3.

(@]

Track x?/NDF < 15

(@]

|vs| < 0.065 m

@]

lzpp| < 0.25 m

Epg > 0.2 GeV

@]

o |[IW? —0.8] <0.25 GeV?

e Fiducial cuts

221



R [ RO U [ 100 14000F=-4% :
— With Ax-Ay Cut

-lI-
=

12000

0.5 F
) 10000
~ 0 10° [
£ -
E 8000
3 F [
-1 6000
_1sE- 10 [
e 3 4000
-2F i
iy 3 2000 -
'—31:5 1 05 0 05 1 15° Qe 15 25
Ay (m) W2 (GeV?)
600F T T
1.5 : : : : :
500 With Ax-Ay CUg.|....... deneeee deeeees
0.5F [
3 400f—
~ OfF -
E _.E F
=-0.5F 300}
< E s
oy 3 200k
2 100}
-2.5F [

S ; ; X Q50 065 1 15 2 25
W2 (GeV?)

(b) MC

Figure 4.62: Relevant analysis cut regions for the proton detection efficiency comparison between
data and MC for Q% = 3 (GeV/c)® SBS 30% field settings. The leftmost column shows Az-Ay
correlation plots without a 6, cut, while the middle column includes the 6,, cut. In the rightmost
column, W? distributions are displayed with and without the Opq cut.

o =24 < [25%,,]" <09 m
o —0.5 < ypar <0.5m

Additional HCAL-specific cuts were applied to determine the number of events detected by
HCAL:

e Egcar >0
o 0,, <0.04 rad

The W? and 6, cut regions from both data and MC are shown in Figure for reference.
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Figure 4.63: HCAL proton detection efficiency (pDE) profile comparison between data and MC,
showing excellent agreement. The plots in the left column show the pDE profile in the dispersive
direction, while those in the right column show it in the transverse direction. There is a slight
indication of non-uniform efficiency around -0.6 m in the dispersive direction for the data, which is
absent in the MC.

Results

The resulting pDEs in the dispersive (x) and transverse (y) directions from both data and MC are

shown in Figure leading to the following observations:
e The acceptance-averaged pDE values between data and MC agree within 0.7%, which is highly
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encouraging. Such a small discrepancy is expected given that the simulation is realistic but

not exact.

e The acceptance-averaged pDE values in the  and y directions align closely for both data and

MC, as expected.

e The trend in the y direction matches almost perfectly between data and MC.

e In the x direction, a dip in efficiency around [w?g A L]p = —0.6 m is observed only in real

data. This dip, occurring near the center of HCAL’s acceptance, suggests position-dependent
non-uniformity in HCAL detection efficiency, which could introduce bias in the measurement

of R9F. Addressing this non-uniformity is critical and will be discussed in the next section.

The strong overall agreement of pDE estimates between data and MC in both the dispersive
and transverse directions indicates that the MC provides a realistic simulation of HCAL detection

efficiencies.

4.5.3 Addressing Non-Uniformity: Efficiency Map

The position-dependent non-uniformity in the dispersive direction, observed in the proton detection
efficiency (pDE) estimation from the lowest-Q? dataset (see Figure , was confirmed through
independent analyses using data recorded with different SBS field settings at the same Q2 and
at Q% = 4.5 (GeV/c)2. These analyses, covering a broader HCAL acceptance than the Q? = 3
(GeV/c)* SBS 30% field dataset, also revealed another efficiency dip near the top of HCAL at
around —1.7 m, as shown in Figure Correcting these non-uniformities is crucial to avoid bias
in the measurement of R9¥. the direct observable of E12-09-019.

Since eN correlation varies with SBS field strength, the consistent efficiency profiles observed
across different field settings at a given kinematic configuration rule out any influence from non-
uniformities in the electron arm. This reinforces that the efficiency dips in HCAL are likely caused
by hardware issues. Further investigation confirmed this, revealing inefficient modules associated

with the channels located in the problematic regions.
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Possible Approaches to Handle NDE Non-Uniformity

Although the issue appears to be hardware-related, several approaches can be taken to address it

at the software level, as outlined below:

e Improve HCAL energy calibration to minimize the non-uniformity observed in real data.
This solution directly targets the problem at its source and is ideal; however, significant

improvements beyond the second pass of fine-tuning may be difficult to achieve.

e Model the efficiency loss mechanism within the MC. One possible method is to reduce the
gains of the affected HCAL channels during the digitization of simulated events. However,
accurately mapping the problematic channels and their gain variations from real data is

challenging, potentially leading to overcorrection or undercorrection of the efficiencies.

e Apply position-dependent efficiency corrections to MC events before comparing them to data.
This approach is the most balanced in terms of simplicity, correctness, and feasibility for

implementation and has been adopted in this analysis.

Implementation of Position Dependent Efficiency Corrections to MC Events

The core idea behind this approach is to introduce artificial position-dependent non-uniformity in
the HCAL NDE within MC, which is uniform initially (as shown in Figure , to better reflect
what is observed in real data. This approach assumes that efficiency varies only with position and
that this variation affects protons and neutrons equally.

The simplest and most effective way to apply this correction is by adjusting the weights for
MC events. Events where the nucleon is expected to land in a region with reduced (or enhanced)
efficiency relative to the acceptance-averaged value should have their weights reduced (or increased)
accordingly. The efficiency correction factor ¢(z,y) for a given position at HCAL can be defined as

follows |151]:

data
€ (z,9)
c(z,y) = %fj;ﬁa ) (4.42)
HCAL
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Figure 4.64: The effect of analysis cuts and the resulting acceptance for the combined [H, dataset
recorded with four different SBS field strengths (0%, 50%, 70%, and 100%) at Q2 = 4.5 (GeV /c)?
high-e kinematics. The top-left plot shows the combined Az-Ay distributions without the 6,
cut, while the top-right plot includes the 0,, cut, demonstrating self-consistency of the 6,, cuts
across data from different SBS field settings. The bottom-left plot displays the combined W2
distributions with and without the 6,, cuts. The bottom-right plot shows the envelope of expected
nucleon positions, ensuring effective HCAL acceptance coverage. The green rectangle represents
the HCAL’s physical area for reference.

Here, ejl-_?(t)aA 1 (z,y) represents the interpolated NDE value at position (z,y) derived from data, while
the denominator is the acceptance-averaged value of the same observable.
The position (x,y) for a given event, used to select the appropriate correction factor ¢, should

be based on the expected nucleon positions rather than the observed ones, thereby avoiding bias
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Figure 4.65: HCAL proton detection efficiency (pDE) results from a combined analysis of {H, data
recorded with four different SBS field strengths (0%, 50%, 70%, and 100%) at Q% = 4.5 (GeV /c)?
high-¢ kinematics. (a) Efficiency profile in both dispersive and transverse directions, with a larger
HCAL acceptance range revealing an additional energy dip around -1.7 m in the dispersive direction.
(b) 2D efficiency map, effectively capturing the efficiency profile across the HCAL active area. The
green rectangle represents the HCAL physical area, while the magenta rectangle shows an example
of a fiducial region typically selected for analysis.
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due to detector resolution. These expected positions are calculated using MC truth information
to accurately account for nuclear and radiative effects. Additionally, the deflection due to the SBS
magnet (dzgpg) is properly accounted for based on the nucleon type, which is also known a priori

from the MC truth information.
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Figure 4.66: HCAL proton detection efficiency profile comparison between data and MC after
applying efficiency corrections. The efficiency dip observed in the dispersive direction in the data
has been successfully reproduced in the MC.

Implementing this method requires a detailed efficiency map covering the entire HCAL accep-

tance, evaluated from data. To generate this map, reliable pDE estimates with sufficient statistical
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precision across the entire active area are necessary. Consequently, pDE estimates obtained us-
ing datasets recorded with different SBS field strengths at Q% = 4.5 (GeV/c)? high e kinematics
were combined self-consistently. The cut regions and the resulting proton envelope based on their
expected HCAL positions, effectively covering the HCAL acceptance, are shown in Figure
The resulting efficiency map from this combined analysis is shown in Figure [£.65] clearly high-
lighting regions of non-uniformity. A coarse binning size, set to one-quarter of an HCAL module,

was chosen to maintain a balance between statistical precision and resolution.
Results

The implementation of efficiency corrections in MC, using the above-mentioned efficiency map,
produced expected outcomes. As shown in Figure the comparison of efficiency profiles between
data and MC for the Q? = 3 (GeV/c)* SBS 30% field dataset reveals that the efficiency dip in MC

aligns well with the location observed in real data.

4.5.4 Notes on Neutron DE

Direct measurement of neutron detection efficiency (nDE) is inherently more challenging than
proton detection efficiency (pDE) due to the lack of stable free neutron targets. The E12-09-019
data offers multiple options for measuring nDE, though each comes with its own limitations, as

discussed below:

e Using ID; data: Quasi-elastic events from the [D; target are a natural source of neutrons in
the E12-09-019 data. However, identifying the scattered nucleon type without any ambiguity
is only possible if the spectator nucleon is also detected, which is impossible in the E12-09-019

setup.

e Using IH; data: Exclusively selected yvp — 7 n events from [H;, data could provide a clean
sample of tagged neutrons. This requires detecting the 7 in BB, which is possible but not

ideal. BB is optimized for detecting scattered electrons, which bend upward due to the BB
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dipole magnet. Detecting downward-bending 77 with the same setup limits BB acceptance,
resulting in tagged neutrons populating only a small portion of the bottom right corner of
HCAL. Additionally, BB’s momentum resolution is insufficient for effectively suppressing

background from processes like multi-pion productionﬁ

e Using both: It is theoretically possible to extract nDE by comparing absolute yields from
[H, and ID, data for a given configuration. However, the associated systematic uncertainty

is likely to exceed the precision needed.

While a direct nDE measurement from E12-09-019 data to validate MC would be valuable, it
is not strictly necessary for extracting the physics observable. The strong agreement between
pDE from MC and real data, coupled with the "true” nucleon detection efficiency (NDE) from
MC showing high and comparable efficiencies for neutrons and protons largely independent of

momentum, provides confidence that MC reliably represents nDE within the required error margin.

4.6 Extraction of Experimental Observables

The E12-09-019 experiment directly measures the ratio of neutron-tagged (Npen)) to proton-

tagged (Np(e,erp)) quasi-elastic scattering events from Do, forming the ratio R9F defined as:

d
Noieen _ por _ sl (4.43)
ND(e,e’p) E|D(€,€'P)

From this, the elastic neutron-to-proton cross-section ratio R and, subsequently, G'}, can be ex-

tracted, as discussed in Section [3.1
The Az distribution, which offers the cleanest separation between D(e,e'n) and D(e, €'p) events,
is used to extract the counts Np e ony and Np(e erpy- This involves fitting the D(e, e'n) and D(e, €'p)

signal peaks in the Ax distribution using realistic models for both the signal shapes and background.

18The initial plan was to collect dedicated tagged neutron data using the Left HRS, which offers significantly
better momentum resolution than the BB. However, it could not be implemented due to time constraints caused by
unexpected delays before and during data collection.
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The background-subtracted signals resulting from the fit provide the desired counts.
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Figure 4.67: Fitting HCal Az distributions using two Gaussian functions to model D(e,e'n) and
D(e, €'p) signals and a 4% order polynomial to model the background.

Figure shows a basic fit to the Az distribution across multiple Q? points, assuming a pure
Gaussian shape for the signals and using a polynomial function to model the background. While the
overall fit is encouraging, discrepancies near the peak and tail regions of the D(e,e’p) distribution
indicate that it does not fully capture the signal shape, as expected from such a simplistic approach.

A more accurate method would involve obtaining the signal shapes from quasi-elastic Monte
Carlo simulations that incorporate all relevant physics and detector effects, as outlined in Section
44 Additionally, the unknown true background shape can be better handled by using multiple
models to estimate the background, with the resulting variation in the extracted observable quoted
as a systematic uncertainty. This approach has been adopted in the analysis presented here and

will be detailed in the following sections.

4.6.1 Background Shape Estimation

Before delving into the discussion of realistic fits to the Az distribution using MC-generated signals,
it’s essential to understand the background shape in the Ax distribution, how it correlates with
the W? distribution, and what strategies can be employed to model it.

Figure illustrates the correlation between the W? and Az distributions for three different
kinematic settings, covering the low to high @Q? regions. The plots on the left are generated

using quasi-elastic MC, while the ones on the right are from [D, data. These plots include only
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Figure 4.68: Correlation of W2 and Az across E12-09-019 kinematics using pure quasi-elastic signals
from MC (left) and production data (right). The region within the red vertical lines represents
the optimized cut region used for sz extraction. In this region, the signal-to-background ratio is
sufficiently high, and the background shape in the Az distribution appears smooth and symmetric,
even at the highest-Q? point.
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events passing good electron event selection cuts. As expected, there is a noticeable increase in
background and a broadening of the W? distribution as Q? increases. Nevertheless, the quasi-elastic
spots corresponding to D(e, e'p) and D(e, e'n) events remain distinct, even at the highest Q2 point.
Importantly, the background shape in the Ax distribution appears smooth and symmetric within
the W2 cut region across all cases, which is reassuring.

Given the smooth and symmetric nature of the background shape, simple parameterizations
can be used to model it. Alternatively, background shapes can be extracted directly from data by
applying anti-cuts to select regions far from the quasi-elastic signals. Inelastic events generated from
MC simulation provide another reliable method for generating the background shape. The following
list outlines the background models/shapes used in the analysis presented here, incorporating all

these approaches:

1. Anti-dy: Ax distribution generated from the same dataset as the signal using good electron

events that pass a loose W?2 cut but fail the Ay cut

2. Anti-dt: Az distribution generated from the same dataset as the signal using good electron

events that fail the coincidence time cut
3. Inel-MC: Background shape generated by the simulation of inelastic events.
4. Gaussian: Gaussian distribution
5. Poly2: Second-order polynomial
6. Poly3: Third-order polynomial

Each of the background models mentioned above can be combined with quasi-elastic signal shapes
derived from MC to perform a realistic fit to the Ax distribution from data. The details of this

process are discussed in the following section.
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4.6.2 Data/MC Fit to Ax: Rfl’;p Extraction

The quasi-elastic event generator based on SIMC was used to generate D(e, e'n) and D(e, €'p) signal
shapes for this analysis. As detailed in Section this generator includes all relevant physics
effects. The subsequent digitization and reconstruction of these events incorporate detector effects

and reconstruction uncertainties, allowing for direct comparisons to data.
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Figure 4.69: Example of data/MC fit to the Az distribution for Q2 = 7.4 (GeV/c)? kinematics
using signal shapes from MC and second-order polynomial to model the background. Good electron
events passing W2 and Ay cuts are shown.

The approach combines the signal histograms with the background using relative normalizations
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as free parameters to fit the Ax histogram from the data. The content of each bin in the combined
histogram, h¢*!, is defined as:

hi*t = N (WY + RJ, b)) + Bh} (4.44)

where h?, b and h;’g represent the contents of the i bin for the estimated D(e, ¢/p), D(e,e'n), and

sf
n/p’

background histograms, respectively. Here, N, R and B are the parameters for overall proton
normalization, relative neutron to proton normalization, and overall background normalization,
respectively, and are allowed to float freely during minimization. For a background model based
on parameterization, Bh?g is replaced with a functional form evaluated at the corresponding bin
center. For instance, for a second-order polynomial background, hfSt is defined as:

het = N(hY + R J;ph?) + po —|—p1x?g + p2($?g)2 (4.45)

S
n

where pg, p1 and po are the parameters, and :Ei-)g is the center of the " bin.

ff;p serves as the key experimental observable, reflecting the

In this approach, the fit parameter R
relative discrepancy between the modeling of D(e,e'p) and D(e, e'n) events in MC, and can be used
to extract G}, as detailed in Section The ratio of quasi-elastic D(e,e'n) to D(e,€'p) events,
RRFE (see Equation , can also be obtained by integrating the fitted signal distributions, but
it includes detector effects like HCAL efficiency, requiring further corrections to extract G'},. In
contrast, Rij;p inherently accounts for these corrections, making it more suitable for such extraction.

The associated x? is defined as:

tot

Nys 2
in hqlata _ h¢st
2=y () (4.46)

data
i=1 i

where hd?@ and 94 are the content and statistical error of the i bin in the data histogram,
and N[ represents the total number of bins. Sufficient MC statistics (at least 3 to 5 times more

bin

than data) were generated to ensure the statistical error of the MC sample has a negligible effect
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Figure 4.70: Comparison of data/MC fit to the Az distribution for Q? = 7.4 (GeV/c)? kinematics
between various estimations of background models. Good electron events passing W2 and Ay cuts
are shown.
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on the y? value. CERN ROOT’s built-in optimization process, which uses the Minuit package at
its back-end, was employed to perform the y? minimization.

Figure m shows an example of such a fit using /D, data from Q2 = 7.4 (GeV /c)? kinematic
Good electron events passing the W2 and Ay cuts were used to populate the data histogram
and the pure quasi-elastic signals histograms from MC, ensuring consistent cut ranges between
thenm A second-order polynomial models the background. The fit quality is solid, with no
statistically significant trends observed in the residuals across the fit range, suggesting that the
models accurately capture all key features present in the data.

Repeating the same fit with different background models listed in the previous section yields

similar results, as shown in Figure 4.70P'l The extracted fit parameter sz » the experimental

observable, remains consistent within 1% across these models. This stability suggests that the signal
extraction is robust and largely independent of the background assumptions, implying minimal

interference between the signal and background contributions.

4.6.3 Cut Optimization

Optimizing analysis cut ranges is essential for the reliable extraction of R‘:f;p. Loose cut ranges

risk excess background contamination, complicating subtraction, while overly tight cuts increase
statistical uncertainty and may differently impact D(e,e'n) and D(e,e’p) events, introducing bias
into the fit.

The optimal cut range is identified by analyzing the stability of the experimental observable
(RPF and/or Rflj;p) as a function of the cut variables, with this process performed separately for
each kinematic setting. Particular attention is given to quasi-elastic event selection cuts (W? and
Ay), as they have the biggest impact on the extraction. The other event selection cuts (discussed

in Section [4.2)) remain largely consistent across kinematics. The approach includes the following

19Refer to Appendix for similar plots from the remaining E12-09-019 kinematics.

20The ad-hoc correction factors summarized in Table were applied to address minor offsets between data and
MC.

21Refer to Appendix for similar plots from the remaining E12-09-019 kinematics.
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Figure 4.71: Stability study of R?E as a function of various cut variables for Q2 = 7.4 (GeV /c)?
production data. The left column displays the distribution of cut variables for D(e,e’p) (blue)
and D(e, e/n) (green) events selected by 6, cuts, while the right column presents their ratio, R?¥,
plotted against the corresponding cut variable. The region within the vertical red lines represents
the accepted cut range.
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Figure 4.72: Stability study of R2F as a function of various cut variables for Q2 = 7.4 (GeV /c)?
production data. The left column displays the distribution of cut variables for D(e,e’p) (blue)
and D(e, e'n) (green) events selected by 6, cuts, while the right column presents their ratio, ROE,
plotted against the corresponding cut variable. The vertical red line represents the accepted cut
threshold. For Epg and Ercar, values higher than the threshold are accepted, while for track
x%2/NDF, values lower than the specified threshold are accepted.

1. R®F | the ratio of quasi-elastic D(e,en) to D(e,e/p) events obtained from data, is plotted
against the good electron and nucleon event selection cut variables, with fairly strict W2 and
tpg cuts. The stability region of RPF is evaluated for each case, guiding the cut ranges for
the corresponding variable. Figures and show example plots from the Q% = 7.4

(GeV/ 0)2 dataset, the intermediate Q2 point. The accepted cut region based on the stability
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of R9F lies within the red vertical lines. For some variables shown in Figure threshold
cuts are used instead of ranges. For Epg and Frcar, values higher than the threshold are

accepted, while for track xy2/NDF, values lower than the specified threshold are accepted.
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Figure 4.73: Stability of R?F relative to the Shower-HCAL ADC coincidence time (t2PC) cut
across different E12-09-019 kinematics. The left column shows the distribution of cut variables for
D(e, e'p) (blue) and D(e,e'n) (green) events selected by 6, cuts, while the right column presents
their ratio, R®¥, plotted against t2P¢. The misalignment between the D(e,e’p) and D(e,e'n)
peak positions leads to significant non-uniformity in the region of interest. A cut region of +5.1

ns, indicated by red vertical lines, effectively avoids the region of instability in all cases.
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Figure 4.74: Optimized HCAL fiducial cut regions superposed on the envelope of expected nucleon
positions across different E12-09-019 kinematics. The green (red) rectangle represents the HCAL
physical (active) area, while the blue rectangle denotes the safety margin. The boundaries in the
transverse direction are kept constant at +0.5 m, and in the dispersive direction, they maintain
a gap of 1.50a, from the HCAL active area. Here, Azgpg refers to the proton deflection due to
the SBS magnet. Events passing all optimized cuts, except for the HCAL fiducial, are shown. The
optics validity cut ensures matched proton and neutron acceptances, as clearly observed in the
lowest-Q? dataset.
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2. Variables showing significant non-uniformity within the expected cut region are further an-
alyzed relative to R‘;’;p to ensure the cut range is broad enough to avoid separate effects on
D(e,e'n) and D(e, €'p) events, which could bias the fit. Such behavior has only been observed

with the Shower-HCAL ADC coincidence time variable, as shown in Figure The differ-

ADC

ence in the ¢4 peak position between D(e,e'n) and D(e, €'p) events is clearly visible (plots
on the left column), with the magnitude being consistent across kinematics. A cut range of
4 5.1 ns, indicated by the vertical red lines, effectively avoids the region of instability. This
discrepancy primarily arises from the non-uniformity in HCAL ADC time alignment existing

after the second calibration pass. Efforts for improvement are ongoing.
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Figure 4.75: Stability study of Rflj;p as a function of the W2 (left) and Ay (right) cuts, the

quasi-elastic event selection cuts, for Q? = 13.6 (GeV/c)2 production data. In each plot, the top
pad shows Rif extracted using various background models, while the bottom pad presents the
normalized counts of signal and background events obtained using the “Poly2” background model.
The region within the vertical red lines represents the accepted cut range. The optimized W? cut
region superposed on the W2-Az correlation plot obtained from both data and MC can be found

in Figure

3. The HCAL fiducial cut region is evaluated using guidance from the HCAL nucleon detection

242



efficiency (NDE) study, considering the Fermi motion of nucleons within the deuteron nucleus.
The HCAL NDE map obtained from elastic H (e, €’p) events data analysis, as shown in Figure
reveals low-efficiency regions resulting from acceptance cutoff beyond pm 0.5 m in the
transverse direction. This sets the HCAL fiducial region’s transverse range for all kinemat-
ics. In the dispersive direction, the fiducial region’s width is determined by 1.5¢ of the Ax
distribution width for a given kinematic. This accounts for potential nucleon displacement
due to the high momentum tail of the deuteron wavefunction, reducing uncertainty related
to acceptance losses. Figure shows the accepted fiducial region superimposed on the

expected nucleon envelope across different kinematics.

Table 4.3: Summary of the optimized set of cuts used for the final analysis. Cut variables marked
with * are applied only to data. The variables xifg 4z, and yifg 47, are the expected nucleon positions
at HCAL. The notation [] (1) indicates calculations using both the proton and neutron hypotheses,
where the former accounts for the SBS kick and the latter does not. Cut on these variables forms
the HCAL fiducial region. A detailed description of the remaining cut variables is provided in

Section

Cut Variable @ (©

3(0.72) 4.5 (0.51) 7.4 (0.46) 9.9 (0.50)  13.6 (0.41)
NGEM >3 >3 >3 >3 > 2
Track x2/NDF <15 <15 <15 <15 <15
v, (cm) (=7,7) (—=7,7) (=7.5,6.5) (=7,7) (=7.5,7.5)
zpp (cm) (—12,30) (=20, 35) (—25,25) (=20, 30) (—25,25)
ysp (cm) (=9,9) (—9,10) (=9,9) (=9,9) (=9,9)
Eps (GeV) > 0.2 > 0.2 > 0.2 > 0.2 > 0.2
EBpcar/p (0.8,1.2) (0.7,1.3) (0.85,1.15) (0.8,1.2) (0.8,1.2)
Sizegfs[NCH * - > 2 - - -
Encar (GeV) > 0.025 0.1 >0.12 > 0.2 > 0.2
[tADC] (ns) * <5.1 <5.1 <5.1 <5.1 <5.1
W2 (GeV?) (0.5,1.2) (0.25,1.2) (0.3,1.3) (0.3,1.3) (0.2,1.45)
Ay (m) (-0.3,0.3)  (=0.3,0.3)  (=0.3,0.3)  (—0.3,0.3) (—0.25,0.25)
(252 1™ (m)  (—2.22,0.72) (—2.28,0.78) (—2.32,0.82) (—2.36,0.86) (—2.36,0.86)
yiL 4p (m) (=0.5,0.5)  (=0.5,0.5)  (=0.5,0.5)  (=0.5,0.5)  (—0.5,0.5)
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4.

Finally, quasi-elastic event selection cuts (W? and Ay) are studied separately using the op-
timized cut regions obtained in the previous steps. The process involves dividing these dis-
tributions into small slices covering the entire quasi-elastic signal range, guided by MC, and
then extracting Rij;p for each slice by performing a data/MC fit to the Az distribution. The
range where sz;p shows no statistically significant fluctuation is chosen as the optimal cut
range. Care is taken to vary the cut regions equivalently between data and MC signals. Since
W2 and Ay are correlated, the cut on one variable is removed or sufficiently relaxed during

variation for the other. Figure shows example plots from the highest Q2 dataset, the

most challenging E12-09-019 kinematic for these studies.

This process is iterative, and the steps are repeated multiple times before finalizing the optimal

set of analysis cuts for a given kinematic. Table presents a summary of the optimized set of

cuts across all kinematics used for the final extraction of Rsf

n/p

4.6.4 Final Rff;p Values

The final RZJ;p values obtained with the optimized set of cuts are summarized in Table [4.6.3

Production datasets from all E12-09-019 kinematics, as listed in Table were used for these

extraction Rij;p values from all six background shapes are listed; among them, the result from

the “Poly2” background shape was selected for the extraction of final physics results presented in

the next chapter, as it provides the best fit to the data without overfitting.

22The Q? = 4.5 (GeV/c)? high-¢ kinematics dataset is excluded as it primarily belongs to the E12-20-010 experi-

ment.
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Table 4.4: Final R‘:L’;p values obtained from E12-09-019 production data using the optimized set
of cuts listed in Table 4.3l “Bg. model” refers to the background model used for Rij;p extraction,
detailed in Section The model marked with * indicates the one selected for the final physics

extraction discussed in the next chapter.

Bg. Model sz;p + A<Rij;p>5mt at Q ()
3 (0.72) 45 (0.51) 7.4 (0.46) 9.9 (0.50) 13.6 (0.41)

Anti-dy 0.9536 £ 0.0060 1.087 £0.003 1.11040.010 1.055+£0.040 0.8605 =+ 0.0224
Anti-dt 0.9566 £ 0.0059 1.097 £0.003 1.1024+0.013 1.076 £0.040 0.8764 £ 0.0224
Inel-MC 0.9559 £ 0.0060 1.070 £0.000 1.1074+0.013 1.044 £0.040 0.8446 £ 0.0223
Gaussian 0.9628 £0.0059 1.115£0.004 1.1254+0.013 1.057=£0.042 0.9095 £ 0.0249
Poly2 * 0.9615 £ 0.0062 1.105+£0.003 1.12040.010 1.055+£0.042 0.9174 £ 0.0254
Poly3 0.9591 £ 0.0067 1.093 £0.004 1.11040.020 1.073£0.049 0.9244 £+ 0.0323
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Chapter 5

Results

f

5.1 Extraction of G, from R’ I

f

The first step in extracting G'}; from RZ I is determining the elastic electron-neutron to electron-
proton scattering cross-section ratio, known as the Born cross-section ratio R. From R, G'j; can
be obtained using the Rosenbluth formula. It’s important to note that extracting G7%, from R
depends on the models chosen to estimate the proton cross-section and G'%. As better models
become available, the extraction of G, can be refined using the measured R values, which are
model-independent and represent the most fundamental physics observables of the E12-09-019

experiment. Therefore, in this work, the values and associated uncertainties of R will be presented

alongside G;.

R from RSJ;
n/p

The deviation from unity of the extracted RZJ;p (see Section 4.6.2)) indicates discrepancies in the

modeling of D(e, e¢'n) and D(e, ¢'p) events in the MC. These differences must stem from limitations
in the simulation of parameters that affect these event types differently. The radiative and nuclear
effects included in the MC are realistic and influence neutrons and protons similarly, with good
approximation. Simulated detector effects have also been validated through data/MC comparisons
across various physics variables. Among these, HCAL nucleon detection efficiency is particularly

crucial for sz;p. Rigorous analysis in Section shows that the proton detection efficiency in MC
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aligns closely with data. Although a direct measurement of neutron detection efficiency (nDE) was
not possible, it is reasonable to assume that the simulated nDE is consistent with data within the
desired margin of error. Since the MC reasonably captures all relevant physics and detector effects,
the discrepancy in modeling D(e, e'n) and D(e,e'p) events, represented by sz;p, must be due to
differences in the neutron-to-proton Born cross-section ratio between MC and data. Therefore, the
the ratio R can be extracted from R ’; as:

S
n/p

R(Q%€) = R, x REFE(Q%,€) (5.1)

where Rﬁfg” is the neutron-to-proton Born cross section ratio assumed in MC using the nucleon elec-

tromagnetic form factor (EMFF) parametrizations listed in Equation m The same parametriza-

tions are utilized to retrieve the value of R]\B}"g” for a give Q2 and e.

G, from R

", can be expressed in terms of R via Equation which has the following form:

D=

Lalltm)r (@ oRr@%e - “op(Q) 6:2)

n LA
Gu(@Q) = Tn €p(1+ 1) R Tn

where of,_(Q?%€) = TpGﬁ/IZ(QQ) + epG%2(Q2) is the proton reduced cross section and the other
variables carry their usual meanings. EMFF parametrization by Ye et al [51] is used to estimate

O'I;%ed and G4 for the extraction of G, at a given Q? and e.
Calculation of (Q?) and ()

The @Q? and e distributions for a given E12-09-019 kinematics are broad due to the large accep-
tance of BB. To account for this, acceptance-averaged values are used to extract R and apply the
appropriate proton cross-section and G% corrections to G7,. For this purpose, the “true” particle
four-momentum at the vertex is taken from MC, free from any smearing from post-vertex kinemat-

ics or detector resolutions. The Q2 and e calculated from these variables are then averaged over all
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Table 5.1: Acceptance averaged Q2 and e values along with the spread of the range of the corre-
sponding distribution for all E12-09-019 kinematics. The @? values are quoted in units of (GeV /c)?.

<Q2> ?nm gmm <6> €min €maz
2.989 2.560 3.520 0.722 0.660 0.770
4.488  4.000 5.067 0.515 0.450 0.575
7.464  7.147 7787  0.469 0.435 0.505
9.834 9.013 10.773 0.502 0.430 0.565
13.465 12.587 14.400 0.417 0.355 0.475

events passing the analysis cuts to determine the acceptance-averaged values. A summary of these
values, along with the spread of the corresponding distributions across all E12-09-019 kinematics,

is provided in Table

5.2 Statistical Uncertainties

The statistical uncertainty on RZJ;p is directly taken from the fit parameter error provided by CERN

ROQT. This error is estimated using the covariance matrix derived from chi-squared minimization,
which accounts for any correlations between the fit parameters. It is then propagated to R as
follows:

A(R)atar = |REE| AR, )star (5.3)

The statistical uncertainty on Rﬁ"éﬂ” is zero, as it is known exactly. Finally, the statistical error on

v is evaluated using:

11 1 en(l4m) ,

- A(R)sta A4
2 |Gy o ep(1+ 1) 7 Red| A (B)star (5-4)

A(G%)stat =

with the assumptions: A(O’%ed)stat =0 and A(G%)stat = 0.
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5.3 Systematic Uncertainties

Given the availability of sufficient statistics, the overall precision of the E12-09-019 measurements
will be primarily determined by systematic uncertainties. Fortunately, the ratio method of mea-
surement minimizes many systematic errors, including DAQ live time, trigger efficiency, electron
track reconstruction efficiency, and target density. The remaining significant sources of systematic

uncertainty and the methods used to quantify them are discussed in this section.

5.3.1 Inelastic Contamination

The contamination from inelastic scattering within the quasi-elastic event sample is significant,
even for the lowest-Q? dataset, making it the largest source of systematic uncertainty in E12-09-
019 measurements. Since the “true” shape of this background in the Az distribution is unknown, it
cannot be precisely subtracted from the data. However, as the underlying distribution is smooth and
symmetric, it can be effectively modeled and subtracted, as detailed in Sections and For
each dataset, the data/MC fit to extract Rff;p is repeated multiple times, using consistent signal
shapes but varying background models. Specifically, five different background models, listed in
the above-mentioned sections, are employed. The consistency of the extracted Rff;p values across
these fits reflects how accurately the inelastic background was modeled. Therefore, the standard
deviation of these values is quoted as the systematic uncertainty due to inelastic contamination.

The propagation of this error to R and G%; is straightforward and follows Equations and

respectively. The error numbers are summarized in Table

5.3.2 HCAL Detection Efficiency

Any discrepancy in the description of HCAL nucleon detection efficiency (NDE) between data

and MC affects the extraction of Ri’;p, necessitating the quantification of associated uncertainty
as part of the systematic error estimation. As discussed in Section a rigorous analysis was

performed to determine the uniformity of proton detection efficiency within HCAL acceptance
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using elastic H (e, e¢'p) events. Based on these findings, an efficiency map was created to capture
efficiency differences within HCAL acceptance effectively. Using this map, the relative weights of
the MC events were adjusted to replicate the efficiency variation observed in the data. With this
efficiency correction, the efficiency profile observed in the data could be effectively reproduced in

Zj;p values extracted with and without the efficiency

the otherwise uniform MC. The difference in R
correction provides an upper bound on the uncertainty related to HCAL NDE uniformity and is
thus quoted as the corresponding systematic uncertainty.

The efficiency map used to address HCAL NDE non-uniformity is based solely on proton detection
efficiency (pDE) estimated from data, as no straightforward method exists to directly measure
neutron detection efficiency (nDE) from E12-09-019 data. Although the strong agreement between
MC and data for pDE provides confidence that MC reliably represents nDE within the required
error margin, it is still necessary to establish an upper bound on the uncertainty of HCAL nDE.
Additionally, the inability to calculate HCAL proton detection efficiency reliably at higher @2
kinematics due to significant inelastic background introduces further uncertainty that also requires
careful quantification. In this work, a 2% systematic error on R;’;p has been assigned across all

kinematic settings to account for these uncertainties based on informed estimates, though dedicated

analysis efforts are ongoing for a more precise evaluation.

5.3.3 Cut Stability

As discussed in Section [4.6.3] the optimal set of analysis cuts was determined by examining the
stability of the experimental observable as a function of the cut variables. A systematic approach,
guided by both data and MC, was employed to identify the stability region. However, this region
is more distinct for some cut variables than for others. The diminishing signal-to-background ratio
at higher-Q? further complicates this determination, making it more uncertain. Quantifying the
associated uncertainty is crucial as part of the systematic error in measuring Rij;p.

The approach involves varying the range (both lower and upper separately, if applicable) of each

cut variable by +10% while keeping the other cuts at their optimized values. For each variation,
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Figure 5.1: Distribution of RZJ; for all E12-09-019 kinematics, resulting from the cut stability
study. “Poly2” background model has been used to perform these extractions.

a data/MC fit to the Az distribution is performed to extract R / The standard deviation of

the resulting RZJ;p distribution reflects the spread of the data due to sensitivity to the analysis

cuts, thereby quantifying the associated uncertainty. All cut variables except for IV, }ﬁfM , té,%c,

GRINCH
clus

and Size listed in Table were varied for a given kinematic setting to determine the
systematic uncertainty due to cut stability. Figure shows the distribution of R;J;p values,
determined with the “Poly2” background model, resulting from the cut stability studies across all

E12-09-019 kinematics. In each case, the distributions approximately follow a Gaussian shape, as

expected.

!Care was taken to ensure that the cuts were varied equivalently between data and MC signals.
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5.3.4 Final State Interaction

In quasi-elastic electron-deuteron scattering, the struck nucleon can interact with the spectator
nucleon, a phenomenon known as final state interaction (FSI). FSIs lead to significant modifica-
tions in the momentum and angular distributions of outgoing nucleons, affecting the cross-section.
However, because this effect is largely similar for neutrons and protons, it nearly cancels out in the
cross-section ratio. Nevertheless, it is necessary to calculate the associated correction factor—larger
at lower momentum transfers due to stronger inter-nucleon interactions—using theoretical models
and apply it to the extracted ratio.

SIMC, the quasi-elastic event generator used for E12-09-019 analysis, does not include models for
FSIs; therefore, such corrections must be calculated and applied separately. Initial discussions with
theorists suggest a correction factor of approximately 0.5% on R for low-Q? kinematics. Further
efforts are ongoing to accurately compute correction factors for high-Q? data points. In this work, a
0.5% systematic error on R has been assigned across all kinematic settings to account for FSI-related

corrections.

5.3.5 o}, Estimation

Proton reduced cross section (0%, _,) is evaluated using multiple models for a given kinematics to
estimate the associated systematic uncertainty. This process involves calculating G, from R using
three different models for a% g While keeping the G value fixed to the one obtained from Ye et

al.. The models used are:

1. Ye et al. [51],
2. Kelly et al. [158], and

3. Arrington et al. |161]

The standard deviation of the resulting G7%, values is then quoted as the associated systematic

uncertainty for ag g €stimation.
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It is worth noting that the models used in this work include corrections for the two-photon
exchange (TPE) cross-section in ep scattering. The ideal approach, however, would be to use a
TPE-uncorrected model to estimate a% g and then multiply it by R to obtain the TPE-uncorrected
Born cross-section for en scattering. This result could then be corrected for the TPE contribution
to yield the neutron Born cross-section. Finally, the “true” G'j; value can be extracted from the

neutron Born cross-section by applying the G correction. Efforts are ongoing to implement this

approach.

5.3.6 (% Estimation

The same procedure used to estimate systematic uncertainly on U% oq is used here as well. G’} is
calculated from R using the following three models for G% while keeping the a%ed value fixed to

the one obtained from Ye et al.:
1. Ye et al. [51]
2. Kelly et al. [158], and
3. Galster et al. [162]

The standard deviation of the resulting G7%, values is then quoted as the associated systematic

uncertainty for G'; estimation.

5.3.7 Total Systematic Error Budget

Table provides a summary of the systematic errors from all the sources discussed above for

each E12-09-019 kinematics. These values are quoted for the R value extracted using the “Poly2”

background model and the “fgva value calculated from this R value, with the reduced proton cross

section and G, values estimated using the Ye parametrization. [51]
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Table 5.2: Total systematic error budget for E12-09-019 kinematics. The Q2 and e values are
central values, with Q? quoted in (GeV/c)?. Among the sources of systematic error, Inel. represents
inelastic contamination, NDE1 refers to HCAL nucleon detection efficiency non-uniformity, NDE2
pertains to HCAL neutron detection efficiency and the inability to reliably estimate proton detection
efficiency for high-Q? kinematics, Cut S. indicates cut stability, and FSI represents final state
interactions. Errors from individual sources have been combined in quadrature to calculate the
total error. Refer to the text for further details.

Error Q? (e)
Sources 3 (0.72) 4.5 (0.51) 7.4 (0.46) 9.9 (0.50) 13.6 (0.41)
Inel. 0.0014 0.0056 0.0030 0.0045 0.0130

NDE1  0.0004  0.0007  0.0011  0.0011 0.0040

AR) NDE2  0.0076  0.0081  0.0079  0.0077 0.0072
WS CutS. 0.0006  0.0006  0.0015  0.0024 0.0020
FSI  0.0019  0.0020  0.0020  0.0019 0.0018

Total  0.0080  0.0101  0.0089  0.0095 0.0156

Inel.  0.0019  0.0068  0.0035  0.0049 0.0139

NDE1  0.0005  0.0009  0.0012  0.0012 0.0043

NDE2  0.0098  0.0098  0.0091  0.0085 0.0076
AGHE) e CutS. 00008 00007 00018  0.0027 0.0022
FSI  0.0024  0.0024  0.0023  0.0021 0.0019

ob . 00080 00090 00123  0.0129 0.0102

G 0.0053  0.0061  0.0054  0.0052 0.0038

Total  0.0141  0.0163  0.0169  0.0174 0.0199

5.4 Discussion of the Results

Tablepresents the preliminary R and G}, values, along with associated statistical and systematic
uncertainties, for all E12-09-019 kinematics. The systematic errors on R dominate the overall
uncertainty across all kinematics except for Q% = 9.9 (GeV/ C)2, where statistical error prevails
due to relatively low statistics. This lower data yield was caused by a significant loss of beam
time during the experimental run. Notably, the quoted systematic uncertainties due to HCAL
neutron detection efficiency and final state interactions (F'SIs) are currently based on educated
estimates. Efforts are underway to refine the quantification of these effects. Additionally, the two-

photon exchange (TPE) contribution to the eD scattering cross-section has been omitted in the
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Table 5.3: Preliminary results. The (Q?) and (€)) values are acceptance averaged values, with Q2
quoted in (GeV/c)2.

(@)

(€) R+ A(R)stat £ A(R)sys

Gy
unGp

G"%, G"
+ A(Mné[D )stat + A(MnéV;ID )sys

2.989
4.488
7.464
9.834
13.465

0.722  0.3808 £+ 0.0025 £ 0.0080
0.515 0.4037 £ 0.0011 £ 0.0101
0.469 0.3974 £ 0.0035 £ 0.0089
0.502 0.3868 £ 0.0154 £ 0.0095
0.417 0.3615 £ 0.0100 £ 0.0156

0.9774 £ 0.0033 £ 0.0141
0.9763 4+ 0.0014 £ 0.0163
0.9071 £ 0.0042 £ 0.0169
0.8473 £0.0173 £ 0.0174
0.7582 £ 0.0107 £ 0.0199

¢ This Work — - Gross 2008
%21} World pata |— Lomon2002 | N
—— Global Fit (Ye 2018) | |-~ Diehl 2005
% 5 10
Q? (GeV/c)

15

Figure 5.2: G7%,; world data, including the preliminary results from this work. The error bars
represent the total error, calculated by combining statistical and systematic errors in quadrature.
The global fit is sourced from [51]. Among the theory curves, the one by Gross et al. [163] is based
on the covariant spectator model, Lomon et al. on the vector meson dominance (VMD) model,
and Diehl on GPD calculations. See Section for a detailed overview of the G, world data.
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calculation of the G'}; values presented here, but efforts are ongoing to quantify these corrections,
which are expected to be non-negligible.

When plotting the obtained G, values alongside existing world data, as shown in Figure @
interesting insights emerge. The preliminary results at lower Q2 points closely align with existing
world data, while the results at higher Q)? greatly extend the range in which G'}; is precisely known.
The observed trend suggests a slower falloff of G%,/u,Gp than previously anticipated, implying
a more compact neutron structure. The model by Gross et al. [163], published in 2008, appears
to most closely capture this observed trend. Their calculation is based on the covariant spectator
model, where the virtual photon interacts with a single quark while the remaining quarks are treated
as an on-shell diquark with a definite mass. A comprehensive interpretation of these results will
likely necessitate significant refinement of existing nucleon models and parametrizations, thereby

enhancing our understanding of the neutron’s internal structure.
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Appendix A

Supplementary Derivations for the Rosenbluth Formula

This section will provide detailed intermediate steps in the derivation of the Rosenbluth formula

presented in Section

A.1 Useful Identities

Minkowski Metric Tensor:

g = dlag(la - 11 _17 _1)

guyg,uzz =4

Gamma Matrices:

Traces:

{7, ~"} = 2¢"

Tr(A + B) = Tr(A) + Tr(B)
Tr(aA) = aTr(A)
Tr(AB) = Tr(BA)

Tr(y#9") = ¢

Tr(y#4"7*7) = 4 (g‘“’g” — 9" + g‘“’s}”)

The trace of the product of an odd number of gamma matrices in zero.
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Casimir’s Trick:

Z [a@(a)Tyu(b)][(a)Tau(b)] = Tr[T1(gh + mp)Ta(ph +ma)],  where Ty = 7TH0  (A4)

all spins

Lab Frame Kinematics (see Section [1.2.2):

¢ =(k—-kK)?=-2k-k = —-2M(E. — E)) = —4E,.E., sin* %

= —p)?=2M*-2p-pf
q (A.5)
k-p=k-p=ME,

2

k:~p':k'-p:MEe+%

A.2 Hadronic Tensor

The hadronic tensor (W/ivu) is defined as follows (see Equation :

WY = LSO () (iely)ur )| () (—ieT ) ()]

2 Ir
= ST+ MITUG + M) [using ()
= %Tr [(’y“(Fl + F) — p”2Lqu2> (p+ M) (’Vu(Fl + Fy) — WFQ) (¥ + M)}

— % Tr [(F1 + F2)*yu(p+ M)y (ff + M) — (Fy + FQ)FQW(p + M)y (f + M)

—(Fy + Fg)ngéLp”fm(p + M)y + M) + ng;’QLp” pi‘;;f” (p+ M) + M)]
= % Tr [(Fl + By (p+ M)y (f + M) — 2(Fy + Fz)FapéLp” (p+ M)y + M)

/ /

Dy + PPyt Pu
F2 14 12
ARy VA YV

(p+ M) + M)
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= (Fy + Bo)?y Tey(p + Mw (9 + M)] = 2(Fy + B B,2 P ST+ M)y, (o + M)

/

py, +p,u

= (Fl+F2)22[puply+p;pu_g,uu(p'p/_M2)] _2(F1+F2)F2 Wi

P, +p, P, +D
F2 v v N2 L M2 : A
Iy o 2+ M) [using (A.3))]

=2 {(Fl + F2)[pupy, + Pupv — Guv(p - 0" — M?)] = (Fi + F2) Fa(p), + pu) (9, + )]

2M (p), + pv)

2

F
+ 3 P T @ + ) +M2)}

2

o 2 4 2 F2 2_6172
=2 |:(F1+F2) A— (F1F> + F5)B + 4M28(2M 2) (A.6)

where A = pup;, + ppv — Gu(p - p' — M?) and B = (p), + pu)(P, + pv). In the last line, we have
used the relation p - p’ + M? = 2M? — %, assuming lab frame kinematics (see (A.5)).
Next, we replace F7 Fy with %[(F |+ F2)? — F2 — F2), followed by some straightforward rearrange-

ments. This leads to the simplified expression for Wé\lf, in the lab frame, as follows:

2

q
W = (0}, + pu) (), + o) (Ff - P F22>

— (P, = pu) (®, — D) + 29 (p - ' — MP)(Fy + Fy)?

A.3 Differential Phase Space

The general expression for the differential cross section for two-body scattering is given by (see

Equation [1.32)):

d3K’ d3p’
(2m)32E! (2m)32E),
1 §%E.+ M — E, - EYy)

dd = 2m)40(k+p— K —p)

53(1{ _ k/ _ p/)d3p/d3k/

1672 ELE
) 50<E6+M—Eg—\/(k—k’)2+M2) )
- E/*dE.d0 (A.8)
167 /= K)2+ 1 -
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The last line has been obtained by integrating over the outgoing nucleon momentum (p’). Here,

k| = E. and || = E/Jl] therefore,
(k —K)? = E?+ E'> — 2E.E! cos 6,

Now, considering

z=E + \/Ee2+Eé2—2EeEéCOSQe+M2,

we obtain,
dz z — FE,.cosb,

dE. /2 — E!
Substituting (A.9), (A.10), and (A.11)) into (A.8]), we obtain,

1 OB A4+M-2) 9
dd = £ El°dzd$)
1672 El(z — Eccosfe) © ?

1 E!?

= a2
1672 E/(E. + M — E. cosf,)

1 E E. .
1672M Ee \ 1+ £2(1 — cosf.)
1 E?

S S 0
1672M E,

(A.10)

(A.11)

(A.12)

This is the desired expression for the differential phase space in the lab frame for two-body scat-

tering.

Neglecting the rest mass of the electron.
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A.4 Spin Averaged Squared Amplitude

The expression for the spin averaged squared amplitude (|M|?) is given by Equation as:

M) = Lpw
<‘ ‘>_¥ e 1%
264 n1./v /v v /
= T (KM + KPR — gk - K
q

2
q
<@+ p6 00 (72 - (252)

— [P}, — P (0}, — ) + 29 (p - ' — MP)](Fy + F2)2}

2¢! 2 7 2 2
:T .A Fl —mFQ —B(F1+F2)

where
A= (K" + KME — g" k- K (P, + pp) (D), + po)

B = (KK + K"K — "k - k) [(p}, — pu) (P, — Pv) + 20 (p - p' — M?)]

We will evaluate these coefficients separately for convenience.

Evaluating A

A= (E'EY +E"E — "k - E) (0, + pu) (), + pv)
1 ) (3) (4)

(1) x (4):

KEEY (), + pu)(py, +p0) = (k-p' + k-p)(K' - p' + K - p)

- <2ME6 + q;) (QM E. + q;) [using (A.5)]
(2) % (4):

K"K (p, + pu) (P, +po) = (K- p' + K - p)(k-p' + k- p)
2 2
- <2MEe + ‘12> <2ME6 + (12) [using (A.5)]

261

(A.13)

(A.14)

(A.15)

(A.16)

(A.17)



9"k - K (P, + ) (0, + 1) = k- K (0 +p") (0, +p0)

= kK +p)?
(A.18)
=k-K(@2M?*+2p-p)
2

q .
= -5 (M —¢%)  [using (A5
Now, substituting (A.16]), (A.17), and (A.18) into (A.15), we obtain,

A= (1) x (4) +(2) x (4) = (3) x (4)
P\ &
=2 (ZMEe + 2) + 5(4M2 -
= 8M?E? + AME.(—2ME, + 2ME") + 2M? (—4E6Eg sin? 92> [using (A.5))]

= 8M?E,E!, cos® %

2 0,
— —2p2 2" 2 (—4E6E; sin? 06)
sin” 5 2
2 0.
= o2 (A.19)
Sin 56
Evaluating B
B = (k'K + " — "k - KD}, — pp) B, — pv) + 29 (p - P’ — M?)] (A.20)
(1) (2) (3) (4) (5)
(1) x (4)
KEE" (0, — pu) (0, —pv) = (k-0 =k -p)(K' - p = k' - p) (A.21)
(2) x (4)
K EY (py, — pp) (0, — D) = (K -9 =K -p)(k-p' — k- p) (A.22)
(3) x (4)
9"k K (0, — p) (0, — pv) = k- K (' —p)? (A.23)
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kK" 2g,,(p-p' — M?) =2k - K (p-p/ — M?) (A.24)

(2) x (5)
KR 2, (p - p' — M?) =2k - K (p-p — M?) (A.25)

(3) x (5)
gk -k 29, (p-p — M?) =8k -k (p-p — M?) (A.26)

Now, substituting (A.21]), (A.22), (A.23)), (A.24), (A.25), and (A.26) into (A.20)), we obtain,

B=(1)x(4)+(2) x (4) = (3) x (4) + (1) x (5) +(2) x (5) — (3) x (5)
=2k -p =K p)k-p —k-p)—k-K@ —p)?—4k-K(p-p — M?)

=2 —p) k- —p) —k- K@ —p)?—4k-K(p-p — M?)

(DE-(He (D) e

_ g (A.27)

Coming Back to (|M|?)
Substituting (A.19) and (A.27) into (A.13)), we obtain,

4
2y _ ¢ vy N
<’M’ >_ ng W,ul/

264 CO 29*5 q2
— 2M2 2 2 F 4 F F )
ainZ 7@ RSV h + ¢ (F1 + Fy)
et M2 cos? b 2 ¢ 0
2 2 q 2 2 Ue .
m [(Fl - 4M2F2> 2M2 (Fy + F»)? tan 2] [using (A.5)] (A.28)

This is the desired expression for the spin averaged squared amplitude in the lab frame for the

unpolarized elastic eN scattering in one-photon exchange (OPE) approximation.
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Appendix B

Supplementary Plots for Data/MC Fits to Az Distribution

B.1 Q=3 (GeV/c)

* Data S b T T T Entries 184155
7000| = = - Fit (QE MC + bg.) | x?/ ndf 188.2/ 115
5051 p signal (from MC) : : TN 44.39 +0.14
6000 ..o i L MC Rn/p 0.9615 + 0.0062
n signal (from MC) { P 13.79 +4.21
= Bg. (Poly2)
5000 _ | P 10.4 £2.9
4 Residual ip 6.687 +2.783
4000 — —
3000 -
2000 — —
1000 — '\\- —
0= e, =
300 :
200
100
0
-100
-200
-2

Figure B.1: Example of data/MC fit to the Az distribution for Q2 = 3 (GeV /c)? kinematics using
signal shapes from MC and second-order polynomial to model the background. Good electron
events passing W2 and Ay cuts are shown.
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- Data ! Entries 184155 = Data T ] Entries 184155
7000 ;. Fit (oelrzc + bsg) S 2 I ndf 229.5/117 7000 ;- Fit (QE MC + bg.) [ %2/ ndf 216.4/117
p signal (from H p signal (from MC) i i
6000| == n signal (from MC) N\‘ 43.85+0.13 6000| =::= n signal (from MC) N\r 44.08 £0.13
B 5o, (Anthay) R),  0.9536 + 0.0060 == By, (Antid) R, 0.9566 = 0.0059
5000| . Residual B 0.1692 + 0.0084 5000| . Residual B 0.04477 = 0.00222
4000 =3 4000~ : =
3000/ — 3000 — =
2000— _.f — 2000 — 5 —
E e = E E
1000— — 1000 — 3
E = oE =
300~ = 300 E- E
200E- E 200F- E
100 100 &~ =
0 vt g 0
~100E- M E -100E- b
-200E- E -200E- =
-2 0.5 1 -2 1
« Data Entries 184155 « Data T Entries 184155
7000 = =+ Fit (QE MC + bg) : %1 ot 2123/115 7000 = = + Fit (QE MC + bg.) : : ¥2 I ndf 187.3/114
454 p signal (from MC) N 4212018 &i53 p signal (from MC) N 44401
6000 ! R, 0.9628 = 0.0059 i R;, 0.9591 = 0.0067
R n signal (rom MC) Const 472423567 6000 nsignal (from MC) : " 16.56 + 5.07
so00| — B (Gaussian) Mean 14116407 = 16110406 ool Bg. (Polyd) ; P, 12122337
4 Residual Sigma 56440406 = 6.4820+05 | + Residual H P, 2569 = 5.191
E = E H P - +
4000 = 4000 3 2315_2.475_
3000 3000 —
E . E E
2000 , = 2000 \, —
= E E s =
1000~ — 1000~ —
= 3 300~ 3
30E 3 200E- =
100E- 100E- E
v I =
~100E- s E -100E- E
Z200E- E ~200E- =
-2 15 0.5 1 -2 -1.5 1
+ Data ! ! Entries 184155
7000 ; Fit .(QEIB(A'C + b;;g) : -, : %2/ ndf 295.3/117
p signal (from H H
6000 | == n signal (from MC) N‘f 43.85+0.13
== Bg. (Inel-MC) : : Ryp 0.9559 = 0.0060
5000( . Residual B 510.5 + 26.6
4000[—
3000[—
2000[— _."f
= o
1000 —
300 - E
200E- 5
100E- ) .
~100E- =
-200E- E
-2 1

Figure B.2: Comparison of data/MC fit to the Az distribution for Q2 = 3 (GeV/c)? kinematics
between various estimations of background models. Good electron events passing W2 and Ay cuts
are shown.
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B.2 Q?=45 (GeV/c)?

14000| = Data S T T Entries 615679
---Fit(QEMC+bg) | 4 )Islz / ndf 7191872 / 2132

12000| =+ =+ p signal (from MC) ] o S Ed
== n signal (from MC) P Eg’p 1;‘?%;82%1
10000 = Bg. (Poly2) . P, 752 +337
4+ Residual ' P, 2.442 +3.218

8000

6000

4000

' |||I qu“h'
S AR

-1.5 ] 05 0
AX (m)

Figure B.3: Example of data/MC fit to the Az distribution for Q% = 4.5 (GeV/c)? kinematics
using signal shapes from MC and second-order polynomial to model the background. Good electron
events passing W2 and Ay cuts are shown.
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14000 = Data ! Entries 615679 14000 + Data ! Entries 615679
; Fit (QE MC + bg.) £ 22/ ndt 1296 / 237 ;- Fit (QEIB::; b;;) £ %2/ ndf 1178 /237
12000 p signal (from MC) i 12000 p signal (from H
=i:= nsignal (from MC) p N\’ 7927 £1.3 =4 n signal (from MC) H N>,» 796.2 1.3
10000| == Bo. (Amiic) R, 1.087 + 0.003 10000] == B (A R, 1.097 = 0.003
. Residual B 0.1005 = 0.0013 + Residual B 0.04617 = 0.00060
8000— — 8000[— ; —
6000{— — 6000(— —
4000(— — 4000{— —
2000 — 2000— —
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1000 = = 1 3
% = = - >
:ﬁg = . Rt =
h 0 05
14000[ = Data ! Entries 615679 14000[ * Data Entries 615679
= = - Fit (QE MC + bg.) LA ¥/ ndf 1177/ 235 = = Fit (QE MC + bg.) - %2/ ndf 1105 /234
12000 4424 p signal (fom MC) | N, 797.9=13 12000/ 4454 p signal (from MC) N 801.9+15
! ! R, 1.105 = 0.003 anal (romMO) | R}, 1.093 = 0.004
== nsignal (from MC) Const 1842 = 4326.1 “= nsignal (rom MC) P, 1123+ 4.4
10000| = Bg. (Gaussian) Mean  -61.12=49.68 10000| == B. (Poly3) P, 21.312 4.80
+ Residual Sigma 25331053 |+ Residual P, -39.72 £ 5.90
8000 — : — 8000[— P -31.26 = 3.67
6000 — 6000(— -
4000~ — 4000{— 3
2000~ — 2000 — i
.Iggg‘ 2 - i : :
égﬁ - bop et = ool =
) 0 05 e -
14000| = Data Entries 615679
==+ Fil QEMC +bg) ] 2/ndf 1396 /237
12000| #+=4 p signal (from MC)
N N 799.3+1.3
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10000| == Bg. (Inel-MC) Ry 1.07 + 0.00
+ Residual B 6119 +79.2
8000— : —
6000(— —
4000 —
2000(— —
ols =
| '

Figure B.4: Comparison of data/MC fit to the Az distribution for Q? = 4.5 (GeV/c)? kinematics
between various estimations of background models. Good electron events passing W?2 and Ay cuts
are shown.
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B.3 Q?=99 (GeV/c)?

50| * Data R : DT T T Entries 6582
= = - Fit (QE MC + bg.) : X2 / ndf 159.6 /115
==+ psignal (from MC) gg 403.4 £ 8.3
200! 550% 1 s p 1.055 = 0.042
ignal (from MC) P, 1032 + 0.73
= Bg. (Poly2) P, -3.151+ 1.525
4 Residual P, -3.188 £ 1.382
150 : : : T
100} —
sol— ]
0
40 ! :
30 : :
20 i
0 Bt drbbishdy VRIS
-10 : :
=20 : :
-30 i

Figure B.5: Example of data/MC fit to the Az distribution for Q% = 9.9 (GeV/c)? kinematics
using signal shapes from MC and second-order polynomial to model the background. Good electron
events passing W2 and Ay cuts are shown.
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Figure B.6: Comparison of data/MC fit to the Az distribution for Q2 = 9.9 (GeV/c)? kinematics
between various estimations of background models. Good electron events passing W?2 and Ay cuts

are shown.
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B.4 Q?=13.6 (GeV/c)’

1400 . Data ! T T T : T T T : T T T ! Entries 29402
= Fit(QEMC+bg) || | % ndf 60.62 / 59
1200| =+ =+ p signal (from MC) | : : st 6697 +85.4
. | Rj,  0.9095 +0.0249
== nsignal (from MC) |i P, 138.9 + 3.0
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800 ' A
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— L} H gl - 11 : —
200 PPt PP L
i ; " ey

Figure B.7: Example of data/MC fit to the Az distribution for Q% = 13.6 (GeV /c)? kinematics
using signal shapes from MC and second-order polynomial to model the background. Good electron
events passing W2 and Ay cuts are shown.
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Figure B.8: Comparison of data/MC fit to the Az distribution for Q2 = 13.6 (GeV/c)? kinematics
between various estimations of background models. Good electron events passing W2 and Ay cuts
are shown.
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