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Foreword

The Western Area Power Administration (WAPA) plays a vital role in delivering reliable and
cost-effective hydroelectric power to millions of customers across the western United States.
The Colorado River Storage Project (CRSP) carries out WAPA’s mission in Arizona, Utah,
Colorado, New Mexico, Nevada, Wyoming and Texas. Achieving this mission requires effective
management of the Colorado River system, and depends on the use of advanced analytical tools
and modeling methodologies.

For many years, CRSP has relied on the Generation and Transmission Maximization Super-
lite (GTMax SL) model for its mid-term and long-term hydroscheduling needs. However, the
evolving energy market, power system operations, environmental rules, and hydrology condi-
tions, coupled with advancements in computational capabilities, have necessitated the develop-
ment of a more modern and robust solution.

This report introduces the Colorado River Storage Project Python-based (CRiSPPy) model,
a new, advanced hydropower scheduling tool developed to address CRSP ever-evolving chal-
lenges. CRiSPPy represents a significant leap forward in our ability to model and optimize
the operation of the Colorado River system. It incorporates state-of-the-art optimization al-
gorithms, enhanced data management capabilities, and an advanced graphical user interface,
providing WAPA CRSP personnel with unprecedented insights and decision-making support.

This document details the development, capabilities, and implementation of CRiSPPy. It
is intended to serve as a comprehensive resource for WAPA staff, stakeholders, and anyone
interested in the future of hydropower scheduling in the Colorado River Basin. We are confident
that CRiSPPy will enhance WAPA’s mission while adapting to the challenges of a dynamic and
increasingly complex environment.

The version of CRiSPPy described in this report is the version 2.3. New versions of CRiSPPy
will be developed as the tool keeps evolving to address CRSP challenges.
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1 Introduction

The U.S. Department of Energy’s [Western Area Power Administration (WAPA )| markets elec-
tricity produced at hydroelectric facilities operated by the [U.S. Bureau of Reclamation (USBR)|
[WAPA]| plays a vital role in delivering reliable and cost-effective hydroelectric power to millions
of customers across the western United States. The |Colorado River Storage Project (CRSP)|
region, one of the five[WAPA]| regions, markets power from the [CRSP] its participating projects
(Dolores and Seedskadee) and the Collbran and Rio Grande projects. These resources comprise
eleven powerplants located in Arizona, Colorado, New Mexico, Utah and Wyoming and are
marketed together as the [Salt Lake City Area Integrated Projects (SLCA/IP)

[USBR] responsible for managing the water resources and dam operations in the Colorado
River Basin, determines the monthly volumes of water that must be released from the [CRSP)
reservoirs. The [USBR] communicates these monthly volume targets to [WAPA[s [Energy Man-|
lagement and Marketing Office (EMMO)| and schedules hourly water release and power
generation at each reservoir by accounting for hourly customer load, monthly release targets,
flow rate limits and other operational environmental constraints. To achieves its mission, WAPA|
requires sophisticated tools and methodologies that helps them meet power system, reservoir,
and plant operational requirements while addressing customer load requests.

In 2001, [Argonne National Laboratory (ANL)| developed the [Generation and Transmission|
[Maximization (GTMax)| Model [1], a versatile power market dispatch model powered by the
LINGO optimization solver [2]. [GTMax| was developed to help utilities and other stakeholders
maximize the value of their power system assets while considering various constraints and op-
portunities in electricity markets. A few years later, WAPA] tasked Argonne to use the
model as the main simulation tool to dispatch the power from hydropower plants
and conduct several financial analysis of experimental releases . To accurately represent
the [SLCA/IP| system’s unique characteristics, the model underwent several iterative
updates and was supported by multiple ancillary tools and databases.

While sophisticated, the model offered numerous features that were unnecessary for
the system and lacked specific functionalities that were needed to address the system
unique requirements. As a result, in 2018, the |GTMax Superlite (GTMax SL) model was devel-
oped to serve as a new, lighter, simulation tool tailored forWAPA|[CRSP] [5,/6]. The

model is an Excel-based simulation model composed of a collection of supporting spreadsheets.
As for [GTMax], the [GTMax SIJ] optimization model is powered by the LINGO solver. For per-
formance purposes, the model represents each month by a representative week (168 hours) with
day-type weighing. The model underwent several updates to address the evolving
needs of WAPAJ[CRSP|and to incorporate additional constraints. Specifically, the latest
[ST] version, the {GTMax SI] Experiments” model, accounts for all hours in a given month, allows
the user to fix hourly releases in specific periods of time, and offers the option to exceed some
operational constraints subject to user-defined penalty costs . These modeling enhancements,
however, come at the cost of significantly slower run times and increased debugging difficulty.
Depending on the modeling parameters, a model run time with ranges from a few
seconds to a few minutes.

In June 2023, [USBR] announced its intent to prepare an [Environmental Tmpact Statement]
(EIS)| as part of the required Post-2026 [National Environmental Policy Act (NEPA)| process
. The Post-2026 process is a multi-year process to determine long-term operations for Lake
Powell and Lake Mead after the expiration of existing operating agreements in 2026. [USBR]




Figure 1.1: CRiSPPy log(ﬂ

proposed to analyze five alternatives. To accurately capture the impact of each alternative, the
analysis scope covers 34 years of monthly operations (from 2027 to 2060) across 1,200 distinct
hydrology conditions. [WAPA|tasked with simulating the hourly operations of each of these
alternatives. Each alternative represents 489,600 model runs, for a total of 2,448,000 model runs,
resulting in over 5 billion hourly output values. It is estimated it would take the
model thousands of hours of computing effort to solve and manage the output results of all these
model runs. As a result, the [Colorado River Storage Project Python-based model (CRiSPPy)|
was developed to address this challenge.

The model is a Python-based hydropower scheduling model developed to address
the ever-evolving challenges of [WAPA|[CRSP| It uses advanced [machine learning (ML)| and
optimization techniques to accurately represent the hydropower operations of the
system and significantly reduce solution times. Contrary to general power market dispatch
models, it is specifically designed to model the unique features and ever-evolving operational
rules of thesystem. The tool allowsstaff to automatically learn and update the
system physical rules, simulate hourly operations, visualize input and output data in a concise
way, generate hourly and aggregated reports, and calculate financial and economic costs.

The official logo of the software is shown in Figure[I.1] The logo features a French
croissant in front of a dam, symbolically referencing both the software’s name and the cultural
background of its primary developer. The croissant, known for its crispy outer texture, is stylized
in the shape of a “C” to allude to the software name.

This report provides a detailed description of the software (version 2.3) and the
hydropower system it is designed to model. Section [2| offers an overview of the software’s capa-
bilities and implementation. Section [3] introduces the [CRSP)| system, including its operational
guidelines and constraints. Section [d]presents the mathematical models that power the[CRiSPPy]
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software, including the core hydropower scheduling model and the [ML] models used to automat-
ically update system physical rules. Section [5| explains how data are managed both within the
software and through external sources. Section [0 highlights key improvements of over
the legacy platform. Section [7] describes the various user interfaces that make up the software.
Finally, section [§] presents four use cases and their corresponding results.



2 Model overview

The model is a highly-specialized hydropower scheduling tool designed to address

the unique challenges faced by [WAPA|[CRSP| As such, the tool is mainly intended for [WAPA|

staff in their day-to-day operations and for staff to support WAPA] with periodic analyses.

However, many of the mathematical models, algorithms, and computation techniques described

in this report can, and are welcomed to be, used or adapted for other hydropower systems.
Below is a summary of the model capabilities and its technical implementation.

2.1 Model capabilities

The model provides a comprehensive environment for hydropower scheduling and
analysis. It facilitates the creation and management of case studies, allowing users to define
the scope of their analysis by specifying the modeled plants, time period, and the number of
price, load, and hydrology scenarios. The software streamlines data input by offering automated
import from various offline and online sources, such as the hydrologic database [9]. A key
feature is its ability to automatically preprocess raw input data into parameters directly usable
by the optimization solver, for instance, by calculating plant-specific water-to-power conversion
factors based on hydrological conditions.

Users have extensive control over defining and customizing the operational rules of individ-
ual hydropower plants and the overall system, including parameters like release rate limits and
spinning reserve requirements. To further refine these rules, the software assists users in com-
puting, visualizing, and selecting physical plant characteristics (e.g., reservoir storage-elevation
relationships) using historical data and integrated algorithms. It also allows for the defini-
tion of specific rule changes that can be applied conditionally based on plant, time, load, price,
and hydrology scenarios.

The core functionality of the software lies in its ability to compute optimal hourly water
release schedules driven by customer loads and energy prices while taking into account monthly
release targets and physical and operational rules. Users can also manually fix specific hourly
power and non-power releases for certain plants. The model operates at an hourly level, simu-
lating plant power and non-power release schedules, power generation, reservoir storage volume
and forebay elevation, as well as the system’s day-ahead and real-time energy transactions. For
non-regular release events, the software can generate hourly release profiles based on user-defined
event features.

To ensure robust and feasible solutions, the software includes an automatic infeasibility
detection mechanism that can automatically apply adjustments to operational rules. Finally,
the software offers comprehensive reporting capabilities, generating detailed hourly operation
results and aggregated reports at various temporal scales (daily, weekly, monthly, yearly) using
user-specified statistical measures. These results can be visualized through customizable graphs
with different plot types and axis configurations. Furthermore, the software enables users to
calculate the financial or economic impact of different operational rules or experimental releases
by facilitating comparisons across multiple case studies.



2.2 Technical implementation

The model was implemented in the Python programming language using several
standard and third-party libraries, including: NumPy, Pandas, Matplotlib, OpenPyXL, xlwings,
python-calamine, Shapely, SciPy, Pylnstaller, and OR-Tools. The|graphical user interface (GUI)|
and data visualization tools were developed with Tkinter and Matplotlib. Optimization mod-
els were formulated using Google OR-Tools MathOpt and solved with the [Google Linear
[Optimization Package (GLOP)| solver and the [Solving Constraint Integer Programs (SCIP)
solver [11]. The model’s Python script was compiled as a standalone executable file using PyIn-
staller. An illustration of the model implementation is depicted in Figure

Figure 2.1: Implementation of the CRiSPPy software



3 The Colorado River Storage Project

The [CRSP|is a large-scale water management project authorized by the U.S. Congress in 1956.
Its primary purpose is to comprehensively develop the water resources of the Upper Colorado
River Basin (Colorado, New Mexico, Utah, and Wyoming). is composed of several
storage units that include: the |Glen Canyon (GC)| dam, the Aspinall Unit composed of the
three cascading reservoirs[Blue Mesa (BM)| [Morrow Point (MP)| and [Crystal (CY)] the [Flaming]

dam, and other smaller reservoirs.
A geographical representation of the [CRSP]is depicted in Figure

3.1 Monthly release targets

[USBR] sets the monthly water releases in the Upper and Lower Colorado River Basin to be
consistent with various operating rules and guidelines, acts, international water treaties, con-
sumption use requirements, State agreements, and the “Law of the River” [13]. In addition
to power production, monthly release volumes are set considering other uses of the reservoirs,
such as for flood control, river regulation, consumptive uses, water quality control, recreation,
and fish and wildlife enhancement, and to address other environmental factors [14]. Release
decisions are made based on simulation results from the |Colorado River Simulation System|
[(CRSS)| or |Colorado River Mid-term Modeling System (CRMMS)| models [15]. Both models
are implemented in the river modeling software RiverWare [16] and simulate release decisions
using various forecasting methods, including runoff projections provided by the [Colorado Basin|
[River Forecast Center (CBRFC). Because future hydrologic conditions in the Colorado River
Basin are not known with certainty and because events do not unfold as previously projected,
[USBR] periodically adjusts its annual operating plan. Its release decisions are adjusted on a
monthly basis to reflect projections made by a rolling [24-month study (24MS)| that is updated
monthly [17].

3.2 Scheduling guidelines

The hourly scheduling of [SLCA/IP| hydropower plant operations is performed by [WAPAJs
[EMMO] located in Montrose, Colorado. Schedulers make decisions based on a set of scheduling

priorities and guidelines, including a directive to comply with several reservoir-specific environ-
mental operating criteria described in the following sections.

As operational constraints were imposed on resources, scheduling guidelines and
goals shifted from objectives driven primarily by market prices to objectives driven by customer
loads. Within the boundaries of these operating constraints, power resources are used
to serve firm load. Because of operational limitations, [WAPA] staff may need either to purchase
or sell varying amounts of energy on an hourly basis in the day-ahead and/or real-time market.
In the day-ahead market, such transactions are scheduled in 16-hour, on-peak blocks, and 8-
hour, off-peak blocks. In the past, the volume of these variable market purchases and sales
used to be relatively small. However, evolving energy market and dry conditions led to more
significant transactions. As a result, in 2022, [WAPA]implemented the [Deliverable Sales Amount]
[18]. The is the amount of hydropower capacity and energy, determined quarterly,
based on the forecasted generation. Under rules, each customer receives its
proportionate share of the marketable hydropower capacity and energy.
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Figure 3.1: The Colorado River Storage Project



The load-following objective and [DSA] rules create a strong link between WAPAJs contrac-
tual obligations and hydropower plant operations, requiring dispatch among the hy-
dropower plants to be closely coordinated. This interdependency exists because loads and hy-
dropower resources are balanced whenever feasible. [WAPA|is able to affect the shape of its
[Electric Service (FES)| customer load requests indirectly through specifications in its contract
amendments. In turn, these customer loads affect both powerplant operations and
hourly reservoir releases. The load-following dispatch directive minimizes scheduling problems
and helps WAPA] avoid noncompliant water releases.

An unwritten scheduling practice followed by WAPA|involves maintaining a number of ramp-
ing cycles that is consistent with customer load patterns but not greater than two. This practice
applies to all [CRSP| plants and is mainly followed to minimize turbine wear and tear.

3.3 Glen Canyon

The [GC| Powerplant, located at the base of the [GC| Dam on the Colorado River in Arizona,
is a major hydroelectric facility with eight generators and a total capacity of 1,320
. The 710-foot high dam creates the Lake Powell, the second largest man-made reservoirs
in the U.S. with a capacity of more than 25 million [acre-feet (AF)|

The 2016 long-term experimental and management plan (LTEMP)|frecord of decision (ROD)|
describes the operating constraints at . These operating criteria are intended to temper
the rate of change in hourly and daily water releases and were put into practice by from
October 2017. Under this[ROD] the release rate at[GC|is not allowed to exceed 25,000
Iper second (cfs)l Under exceptional circumstances, such as very wet hydrological conditions or
lhigh flow experiment (HFE)] this flow rate limit may be exceeded. In addition, the 2016
criteria require water release rates to be 8,000 |cfs| or greater between the hours of 7:00 a.m. and
7:00 p.m. and at least 5,000 [cfs] at night.

The criteria also limit how quickly the release rate can increase and decrease in consecutive
hours. The maximum hourly increase (i.e., up-ramp rate) is 4,000 |cfs/fhour (hr), and the maxi-
mum hourly decrease (i.e., down-ramp rate) is 2,500 The 2016 ROD operating criteria
also restrict the range of release rates during rolling 24-hour periods. This change constraint
depends on the monthly volume of water releases. Daily fluctuation (in cfs/24-hr) is limited to
10 times the monthly release specified in thousands of acre-feet (TAF)| from June to August.
As an example, if the target release volume in August is 700 [TAF] the daily fluctuation limit in
that month is 7,000 cfs/24-hr. From September to May, daily fluctuation is limited to 9 times
the monthly release volume. The daily range can never exceed 8,000 cfs/24-hr. A summary of
the 2016 [ROD| operating criteria, together with previous operating rules, is provided in Table
B.1

In addition to the 2016 [ROD] operating rules, [WAPA] follows other scheduling practices.
These practices fall within [ROD] operational boundaries but are not [ROD] requirements. One
practice involves releasing the same volume of water during weekdays. It also requires weekend
and holiday release volumes to be no larger than weekday release volumes but not smaller than
85 percent of weekday release volumes.




Table 3.1: Evolution of operating constraints at GC

Operational
Constraint

Historical Flows
(before 1991)

1996 ROD Flows
(from 1997 to 2017)

2016 ROD Flows
(after 2017)

Minimum flows (cfs)

Maximum

non-experimental
flows (cfs)®

Daily fluctuations
(cfs/24-hr)

3,000 during the
summer

1,000 during the rest
of the year

31,500

28,500 during the
summer

30,500 during the

8,000 from 7:00 a.m.
to 7:00 p.m.
5,000 at night

25,000

5,000, 6,000, or 8,000
depending on release
volume

8,000 from 7:00 a.m.
to 7:00 p.m.
5,000 at night

25,000

Equal to 10 times the
monthly water release
(in TAF) during

June—August,

and equal to 9 times
the monthly water
release the rest of the
year, but never
exceeding 8,000

rest of the year

Ramp rate (cfs/hr) Unrestricted 4,000 up

1,500 down

4,000 up
2,500 down

a Except during very wet conditions

3.4 Flaming Gorge

The [FG] dam is a 502-foot high concrete arch dam on the Green River in Utah, creating the
[FG] Reservoir for water storage, flood control, and recreation. Located at the dam’s base, the
Powerplant houses three turbines with a total capacity of 152 generating hydroelectric
power while also managing downstream flows for environmental needs.

The hourly water release from the [FG| Reservoir is required to be always maintained above
800 [cfs} This rule resulted from an operating agreement between [USBR] and the Utah Division
of Wildlife Resources described in the 2006 [20] and designed to enhance the use of
the river for fishing, fish spawning, and boating. Water ramp-rate restrictions at have been
implemented per agreements between and for system operations [20]. The up-
ramp rate is currently limited to 800 and the down-ramp rate is limited to 1,000 .

In addition, current flow restrictions [20] impose to be operated in such a way that
flow fluctuations at the Jensen gage are within a specified range. The Jensen gage is located
on the Green River, about 29 miles downstream of the Yampa confluence and about 94 miles
downstream of [FG] as depicted in Figure [3.2] The intent of these river flow restrictions is to
reduce the negative impacts of [FG|operations on endangered fishes. Under these flow restrictions,
hourly releases at are patterned to produce no more than a 0.1-meter (about a 4-inch) stage
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Figure 3.2: The Flaming Gorge reservoir, Yampa River, and Jensen gage

change at Jensen within a 24-hour period except during emergency operations. Although Yampa
River flows are accounted for when scheduling releases, the dam releases are not required
to compensate for large and unpredictable changes in Yampa River flows per the [EIS| In other
words, from an operating standpoint, Yampa River flows are considered constant during a
monthly period . As a result, the [FG| hourly release pattern is expected to be the same every
day of the month.

3.5 Aspinall Unit

The Aspinall Unit, located on the Gunnison River in western Colorado, comprises three main
dams and reservoirs, forming a cascading system. The reservoir is the uppermost and
largest of the three, created by the Dam. It serves as the primary water storage for the
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unit and has two power generation units with a capacity of 86 [MW] [BM] Reservoir is also a
significant recreational resource and the largest lake in Colorado. Its initial operation focused on
maximizing water storage and hydropower production. The [MP|reservoir is located downstream
of BM] created by the [MP] Dam. This dam houses the most productive power plant within the
Aspinall Unit, with two generation units totaling 173 [MW] is considered the hydropower
“workhorse” of the unit and can serve as a black start power source for the western grid. The
final downstream reservoir is formed by the [CY] Dam. This is the last dam of the Aspinall
Unit to have been completed and has the smallest power generation capacity within the unit,
with one 32{MW] unit. [CY] plays a crucial role in re-regulating the flow of the Gunnison River
downstream, ensuring sufficient releases to meet the needs of water users while also aiming to
avoid harming endangered fish habitat in the lower Gunnison River.

As opposed to[GC|and [FG]| there are relatively few rules that govern the water releases of the
Aspinall Unit. There is no restriction regarding minimum and maximum hourly water releases
for any of the three dams. [BM] and [MP] have no ramp-up and ramp-down water releases rate
restrictions. However, water releases from [CY] are required to be flat to stabilize the flow of
water through Gunnison National Park.

Table 3.2: Forebay elevation constraints at the Aspinall Unit

Operational Constraint BM MP CYy

Minimum elevation (ft) 7,393 7,099.8 6,747 from March to June
6,733 the rest of the year

Maximum elevation (ft) 7,519.4 7,160 6,756

Trigger elevation (ft) - 7,144 6,748 from March to June
6,733 the rest of the year®

Maximum drawdown Unrestricted Unrestricted 4 from March to June

above trigger elevation 10 the rest of the year

(ft/24hr)

Maximum drawdown Unrestricted 3 0.5 from March to June

below trigger elevation 5 the rest of the year

(ft/24hr)

& In cases of dry conditions when CY forebay elevation falls below the minimum limit

The main operating guidelines followed by the Aspinall Unit are related to forebay elevation
constraints to insure dam safety [21]. The reservoir elevation at must always be between
7,393 and 7,519.4 [ftl The reservoir elevation at must be between 7,099.8 |ft| and
7,160 [ft] If the reservoir elevation is lower than 7,144 [ft] the reservoir cannot be drawn down
more than 3 [ft] per day. The reservoir elevation at [CY] must be between 6,747 [ft] and 6,756
during the wet season (from March to June), and between 6,733 |ft| and 6,756 [ft| during the dry
season (from July to February). In addition, during the wet season, the reservoir drawdown is
not to exceed 4 [ft|in a 24-hour period. Below a reservoir elevation of 6,748 |ft] the reservoir may
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not be dropped more than 0.5 [tt| during any 24-hour period. During the dry season, there is
a 104ft] per 24-hour period fluctuation limit. If the reservoir elevation is below 6,733 [ft] there
is a 5{[t] per 24-hour period draw down limit. A summary of the Aspinall operating criteria is
provided in Table

3.6 Other reservoirs and plants

Apart from the three main projects mentioned above, [CRSP| is composed of several other,
smaller, projects. Four of these projects have hydroelectric units:

e the Seedskadee project, with the Fontenelle powerplant (10 [MW)),
e the Collbran project, with the Lower Molina (4.86 [MW|) and Upper Molina (8.64 [MW)|)

powerplants,
e the Rio Grande project, with the Elephant Butte powerplant (28 [MW]),
e and the Dolores project, with the McPhee (1.28[ MW]) and Towaoc (11.5[MW|) powerplants.

These reservoirs generate less power than the three main projects and are subject to less
operating rules. Therefore, their power generation is not modeled by the hydropower scheduling
model but is instead simulated in the preprocessing step.
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4 Mathematical models

This section presents the mathematical models that underpin the software. These
models fall into three main categories: (1) models used to learn and represent the physical
rules governing the reservoirs, power plants, and river system; (2) the hydropower scheduling
model, which serves as the core optimization engine of ; and (3) ancillary optimization
models that support the preprocessing and post-processing phases of the main model.

4.1 Machine learning models

uses an empirical and automated approach to model the physical rules that govern
the reservoirs, plants, and river system. Instead of being manually entered by the user, the
physical relationships are automatically learned and updated from observed data. To achieve
this, the model uses various [MI] techniques tailored to each rule. The model also
directly interfaces with online [USBR]and [U.S. Geological Survey (USGS)| databases to retrieve
the most recent hydrology and power system data used to train the algorithms.

4.1.1 Relationship between reservoir storage volume and forebay elevation

The volume of water in a reservoir obeys a water budget, i.e., the change in storage volume AS
is equal to the difference between water inflow I and outflow Q).

AS=1-0Q

In [CRiSPPy] the storage volume of a reservoir can be modeled at the hourly level using this
simple equation. For some reservoirs with operating constraints on elevation changes (e.g. ,
, it is also important to model the hourly forebay elevation level. This can be achieved by
using the relationship between the water storage volume and forebay elevation of a reservoir.

The storage volume of a reservoir is entirely determined by its geometry. As a result, on
reasonable time scales with limited sedimentation (i.e. a few years), the relationship between
the storage volume S of a reservoir and its forebay elevation Eopepqy is typically deterministic.
That is, the forebay elevation can be accurately deduced from the storage volume.

Eforebay = f(5) (4.1.1.1)

Leveraging this fact, [CRiSPPy] offers a method to identify this jone-dimensional (1D )|
relationship using polynomial regression. The function estimating Fyorepqy from S is expressed
by:

J
flz) = Zaja:j (4.1.1.2)

The optimal polynomial function f* is calculated algebraically using the ordinary least
squares method [22]. This calculation is typically instantaneous from the user viewpoint (a
few milliseconds).

f* = argmin Z (y; — f(x5))? (4.1.1.3)

€{1,..,N}
The degree of the polynomial must be specified by the user. In practice, a degree 2 or 3
proves to be sufficient to accurately capture the relationship between S and Efypepay, With an
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Figure 4.1: Polynomial regression of the storage and elevation data

average approximation error lower than 0.2 [ft] for all [CRSP)] reservoirs. Similarly, a polynomial
regression can also be applied to identify the inverse function, i.e. the function estimating S
from Eorepay-

The [MI] module in automatically updates this physical relationship by training
on data retrieved from the hydrologic database for user-specified time periods [9]. An
example of polynomial fitting for the storage-to-elevation relationship is shown in Figure [4.]

4.1.2 Relationship between release rate, forebay elevation, and water-to-power
conversion factors

Hydropower harnesses the potential energy of water stored at a higher elevation. As water flows
downhill, its potential energy is converted into kinetic energy. The power P generated by a
hydropower plant follows a well-known formula that depends on the density of water p, the
turbine flow rate (power, the hydraulic head H, and the turbine efficiency 7.

P:p'g'n'H'onwer

The [water-to-power conversion factor (PCF)| describe the amount of energy that can be har-
nessed for each unit of water flowing through the turbine, and can be expressed as:

P
PCF: :p.g.n.H
onwer

The hydraulic head represents the difference between the forebay elevation Efyepqy and the
tailrace elevation Fyuirqce- The tailrace elevation generally increases with the total release rate
Qiotar (i.€. the water released through and outside the turbine). As the water flows through the
penstock or headrace, it experiences friction against the pipe walls and other losses. Because
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of this, P and PCF' are generally calculated using the net head, which is the effective head
available at the turbine after accounting for these losses:

H = Eforebay — Etailrace(@total) — Hloss(onwer)

The turbine efficiency is not static and varies with the turbine release rate (Qpower and the
hydraulic head H.

n= T](H, onwer)

From an empirical standpoint, the [PCF] can be reasonably estimated based on the of the total
release rate Qo and the forebay elevation Eforepqy. Historical data from [CRSP] reservoirs for
hydrology and power generation support this approximation.

PCF ~ f(Qtotala Eforebay) (4121)

To identify the function f that estimates the PCF|based on Qotar and Efopepay, the
model offers two methods: the first [ML| method uses a [two-dimensional (2D)] polynomial
regression, and the second method uses a 2D|[continuous piecewise linear (CPWL)| fitting.

Polynomial regression is extended to two dimensions using the following expression:

J
flay) =) ajpaly" (4.1.2.2)

J k=0

As in 4.1.1} the optimal polynomial function f* is calculated algebraically using the ordinary
least squares method .

fr=argmin > (z— f(wi,u)’ (4.1.2.3)

An example of 2D| polynomial fitting for the is shown in Figure [£.2]

A [CPWTJ function is a continuous function composed of several linear pieces. An interesting
property of functions is that they are universal approximators [23], that is, they can
uniformly approximate any continuous function to an arbitrary degree of accuracy, given a suf-
ficient number of linear pieces. As a result, they represent a pertinent group of fitting functions.

A |CPWL function can be formulated as a [difference-of-convex (DC)| function [24]:

_ + + + - - -
flz,y) = je{Ilr,l.%{ﬁr} (aj T+ bj y+c; ) — ke{rlr,l.é,}lg—} (ak r+b y+ ck) (4.1.2.4)

In [CRiSPPy] this fact is leveraged to identify the best [CPWL] approximation of the [PCF]
function. The optimal [CPWTJapproximation can be identified by solving a [mixed integer linear]

[programming (MILP)| problem [25]. The MILP problem identifies the linear coefficients that
minimizes the maximum error between the values and their [CPWTL] approximation.

f argmlniegéﬁv}lz f(@i, i) ( )

An example of fitting for the is shown in Figure [4.3
Although easier to compute, the polynomial fitting method generally yields lower quality

approximations compared to the [CPWI] fitting method due to its nonlocal behavior and poor
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extrapolation [26]. This is notably the case for a few hydropower plants (e.g. , whose
data set do not exhibit a polynomial underlying relationship and have sparse data points at the
edges of the observed range. As a result, the [CPWI] fitting method is generally preferred when
estimating the [PCF| based on the total release rate and the forebay elevation.

As for the previous relationship, the module in automatically updates this
physical relationship by training on data retrieved from the [USBR] hydrologic database for user-
specified time periods [9)].

4.1.3 Water travel time distribution

The water [travel time distribution (TTD)|describes the range of times it takes for water to travel
from a specific upstream river source to a downstream river destination. Instead of a single travel
time, it acknowledges that water particles originating from the same source can take different
pathways and experience varying velocities, leading to a distribution of arrival times at the
destination. At hourly timescales and for relatively short distances (a few river miles), the
travel time is negligible and can be considered instantaneous. However, for longer distances, the
travel time becomes significant and a TTD might be required to model the downstream impact
of upstream flows.

Operational rules at the [FG| reservoir require to model the flow and stage at the
Jensen gage, located 94 river miles downstream of the reservoir (see section . In the
previous model, the physics-based [Streamflow Synthesis and Reservoir Regulation]
(SSARR)|model [27] was used to estimate the impact of |[FG|releases at the Jensen gage. However,
hydrology conditions have evolved since the model was first applied to the region.
Moreover, as a physics-based model, the SSARR] model parameters need to be manually updated
by conducting detailed studies about the new river shape and soil conditions, which is not always
feasible or practical. As a result, a|linear programming (LP)fbased algorithm was developed
by [ANT] to automatically identify and update the[TTDf involved at the Jensen gage using recent
historical flow data [28]. Owing to the assumption of constant Yampa flows during a monthly
period (see section , only the corresponding to the reach between and the Jensen
gage needs to be calculated. The [LP] problem is formulated as follow:

min (Z €(h) + we - Cmax> (4131>

heH
—e(h) < Quown(h) — Quown(h) < e(h), he€H (4.1.3.2)
Qaown(h) = Y TTD(H) - Q(h — ) + Lgown, h€H (4.1.3.3)
heWw
—C™m < TTD(h+1) = 2TTD(h) +TTD(h—1) < C™*  heW (4.1.3.4)

The problem is formulated at an hourly time resolution h. H represents the time scope of the
observed releases, whereas W represents the convolution window (typically 1 or 2 days). The
model co-minimizes the downstream flow estimation error e(h) and the maximum curvature
C™ of the [TTD] The weight we is chosen in such a way that the resulting [TTD| profile
is relatively smooth while having a negligible impact on the average estimation error. The
estimation error is the difference between the observed and estimated downstream flow @Q goun (h)
and @down(h), respectively. @down(h) is estimated as the sum of two components: a constant
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tributary flow I, (Yampa flow), and the convolution of an upstream dam release and
its corresponding [TTD]

This [MI] model assumes a linear relationship between Yampa flows, [FG| releases, and the
flows at the Jensen gage. In reality, the relationship between these flows is more complex and
include nonlinearities. However, under similar hydrology conditions (e.g., the same month of the
year), the model produces reasonable downstream flow estimates with small error. In ,
optimal coefficients are calculated for each month of the year using historical data of the
corresponding month.

The [TTD] coefficients can be automatically updated in by training the [MI] model
using data downloaded from the water database at user-specified time periods . The
calculated between the [FG|dam and the Jensen gage are shown in Figure 4.4l Insufficient
data were available to calculate in December and January, as the river at Jensen was
frozen for most of that period.

4.1.4 Relationship between river flow and river stage

For a stable river channel at a specific cross-section, the relationship between the river stage and
the flow rate is typically deterministic. As the water level rises (higher stage), the cross-sectional
area of the flow increases, and the water velocity also increases, leading to a higher flow rate
(discharge).

As seen in the previous section, operational rules at the [FG| reservoir require to
model the flow and stage at the Jensen gage. The stage at the Jensen gage can be estimated based
on Jensen flow rate using an empirical stage-discharge curve. As in section [4.1.1] a polynomial
regression can be used to identify the empirical stage-discharge curve. Another alternative
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Figure 4.5: CPWL regression of the Jensen flow and stage data

consists in using a [ID|[CPWT] approximation. The [CPWT] approximation is particularly
relevant when modeling the the stage-discharge curve more accurately in a [MILP| model. In

[CRiSPPy], the stage-discharge relationship at the Jensen gage is linearized for performance
purposes. However, a spinoff software of [CRISPPy] called “MiniFG”, was developed to more
accurately identify the optimal release schedule at [FG| only. In “MiniFG”, the [CPWTJ
approximation of the stage-discharge relationship is used in the [MILP] formulation of the model.
As for section [£.1.2] the optimal [CPWT] approximation of this relationship can be identified
by solving a [MILP] problem. Owing to recent tightening algorithms, the optimal [ID][CPWT]
approximation can be identified very rapidly . As for section @, the stage-discharge
relationship can be identified using data downloaded from the @ water database . The
optimal [CPWT] fitting for the Jensen gage’s flow-to-stage relationship is shown in Figure [4.5]

4.1.5 Relationship between forebay elevation and power plant capacity

As seen in section [£.1.2] the capacity of an hydropower plant is typically proportional to its
hydraulic head. Assuming little variations in the tailrace elevation, the relationship between
forebay elevation and power capacity can be considered deterministic.

Contrary to the previous physical rules, historical data about the relationship between fore-
bay elevation and power plant capacity is significantly more limited. This is mainly due to
operating rules described in section [3| that prevent power plants from operating at full capacity
and revealing the plant true power capacity. For example, the fact that [CY] must operate at
constant flow rate typically prevents the powerplant from reaching peak power capacity. The
daily change rule and recent low monthly release targets have a similar impact on[GC|operations.

As aresult, in[CRiSPPy] the relationship between forebay elevation and power plant capacity
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is the only physical rule that is not updated by a[MI] algorithm but is instead manually entered
by the user. This physical rule is modeled by a [ID][CPWT] function and can generally be found
in official reports [31]. For example, the relationship between forebay elevation and power
capacity at [GC|is depicted in Figure Above the minimum power pool elevation of 3,490
[ft| the relationship between [GC]| forebay elevation and power capacity is typically linear, and
capped by the combined turbine limit of 1,320 [MW] However, below this level, water can no
longer reach the turbine intakes, causing the power capacity to drop to zero.

4.2 Hydropower scheduling model
The hydropower scheduling model is the core optimization model of |[CRiSPPy| It is formu-

lated as an [LP] model for performance purposes. It computes the optimal hourly water release
schedules of the [CRSP] reservoirs in a given month. These optimal hourly releases are driven
by customer loads and energy prices while accounting for monthly release targets and physical
and operational rules. This section describes the detailed mathematical equations that govern

the hydropower scheduling model. The list of sets, parameters, and variables is summarized in
Table .11

Table 4.1: List of Sets, Parameters, and Variables of the
Hydropower scheduling model

Symbol ‘ Unit ‘ Description
Sets
pell - Set of plants/reservoirs
U(p) C1I - Set of upper reservoirs of reservoir p
he H - Set of hours

Continued on next page
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Symbol Unit Description

H, CH - Set of up-ramping hours

Hps CH - Set of hours in which day-ahead purchases and sales
can change

Hspr C H - Set of hours in which spinning reserve purchases can
change

heWw - Set of hours of the convolution window

de D - Set of days

Parameters

w(h) hr Hourly weight representing the frequency of hour h
in the time representation

Qtarget(P) AF Monthly release volume of plant p

Q™" (p, h) AF /hr Minimum release rate of plant p in hour A

Q™ (p, h) AF /hr Maximum release rate of plant p in hour A

R™™(p, h) AF/hr? | Minimum release ramp rate of plant p in hour h

R™ (p, h) AF/hr? | Maximum release ramp rate of plant p in hour h

R, (p) AF/hr* | Maximum up-ramp rate of plant p

Raown(p) AF/hr?* | Maximum down-ramp rate of plant p

DC(p) AF/24-hr? | Maximum change in release rate at plant p in a 24-hr
period

DF(p,d) - Minimum daily release volume factor of plant p in
day d

I(p,h) AF/hr | Unregulated water inflow in reservoir p in hour h

Sinit(p) AF Initial reservoir storage volume of reservoir p

Smin(p) AF Minimum reservoir storage volume of reservoir p

S™mar(p) AF Maximum reservoir storage volume of reservoir p

DD(p) ft/24-hr | Maximum elevation drawdown of reservoir p in a 24-
hr period

StoE(p) ft/AF Change in reservoir elevation per unit increase in stor-
age volume of reservoir p

TTD(p,h) - Water travel time distribution of releases from reser-
voir p to the downstream river location

Liown(p, h) AF /hr Unregulated inflow from tributary source to the river
location downstream of reservoir p in hour h

QtoE(p) ft/AF /hr | Change in stage per unit increase in flow rate at the
river location downstream of reservoir p

AET (p) ft Maximum change in stage at the river location down-
stream of reservoir p

PCF(p) MWh/AF | Water-to-power conversion factor of plant p

pmer(p) MW Power capacity of plant p

RD gystem MW Regulation down required by the system

RUsystem MW Regulation up required by the system

SRgystem MW Spinning reserve required by the system

t(p) - Ratio of power generation from plant p not converted

in transmission losses

Continued on next page
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Symbol Unit Description

L(h) MW Total system load in hour h

m(h) $/MWh | Energy price in hour h

SRC(p) $/MWh | Penalty cost for providing spinning reserve with from
plant p

RUC(p) $/MWh | Penalty cost for providing regulation up with from
plant p

RDC(p) $/MWh | Penalty cost for providing regulation down with from
plant p

DASC $/MWh | Penalty cost for selling energy on the day-ahead mar-
ket

DAPC $/MWh | Penalty cost for purchasing energy on the day-ahead
market

RTSC $/MWh | Penalty cost for selling energy on the real-time market

RTPC $/MWh | Penalty cost for purchasing energy on the real-time
market

RUPC $/MWh | Penalty cost for purchasing regulation up

RDPC $/MWh | Penalty cost for purchasing regulation down

SRPC $/MWh | Penalty cost for purchasing spinning reserve
Continuous Variables

Q(p, h) AF /hr Total release rate of plant p in hour h

Qpower (D, h) AF/hr | Power (turbine) release rate of plant p in hour A

Qnonpower (P, 1) AF /hr Non-power release rate of plant p in hour A

Qrer(p) AF/hr Reference release rate of plant p for the daily change
constraint

Qday (D) AF Reference daily release volume of plant p for the daily
release volume constraint

AS(p,h) AF /hr Change in storage volume of reservoir p in hour A

AFE(p,h) ft/hr Change in forebay elevation of reservoir p in hour A

Qdown (s 1) AF /hr Flow rate of the river point downstream of reservoir
p in hour h

min - (p) AF/hr | Lowest flow rate of the river point downstream of
reservoir p
max (p) AF/hr | Highest flow rate of the river point downstream of

reservoir p

P(p,h) MW Power generated by plant p in hour A

RD(p, h) MW Regulation down provided by plant p in hour h

RU(p, h) MW Regulation up provided by plant p in hour h

SR(p,h) MW Spinning reserve provided by plant p in hour h

RDP(h) MW Regulation down purchased in hour h

RUP(h) MW Regulation up purchased in hour h

SRP(h) MW Spinning reserve purchased in hour h

DAP(h) MW Amount of day-ahead purchases in hour h

RTP(h) MW Amount of real-time purchases in hour A

DAS(h) MW Amount of day-ahead sales in hour h

Continued on next page
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Symbol Unit Description
RTS(h) MW Amount of real-time sales in hour h

4.2.1 Time representation

Owing to the reservoirs’ monthly release volume constraints, [CRSP| hourly operations are typi-

cally independent between months. Consequently, a case study can be broken down into several

model runs, each consisting of a single month of operations, that can be independently solved.
The user has two time representation options to model hourly operations:

e Model all hours in a month (e.g. 744 hours for January, 720 hours for April)

e Model the month using a representative week (Sunday to Saturday) composed of 168 hours
(h€40,...,167})

The latter time representation is a model simplification intended to speed solution times for
large case studies. In this time representation, hourly weights w(h) are used to scale the results
to represent the entire month. More specifically, w(h) represents the frequency of the weekday
of index |h/24|. For example, w(0) is equal to the number of Sundays and holidays in the
month, whereas w(24) is equal to the number of non-holiday Mondays in the month.

Due to their similarities in terms of price and customer load patterns, the following federal
holidays are modeled identically to Sundays: New Year’s Day, Memorial Day, Independence
Day, Labor Day, Thanksgiving Day, and Christmas Day.

4.2.2 Water release constraints

The hydropower scheduling model represents both power (i.e. turbine) and non-power (i.e.
bypass, spillway) releases. Total water releases are the sum of power and non-power releases.

Q(pa h) - onwer(]); h) + Qnonpower(p> h) Vp, Vh (4221)

[WAPA]is required to meet monthly volume targets that are specified for each reservoir, resulting
in the weighted sum of hourly releases in a given model run to be fixed.

Z U}(h) ' Q(pa h) = Qtarget(p) \le (4222)

heH

When modeling all hours in a month, w(h) = 1. Otherwise, when modeling a representative
week, w(h) represents the frequency of the corresponding weekday in the month.

Certain [CRSP] reservoirs operate under specific flow rate constraints. For instance, [GC| is
subject to both maximum and minimum flow limits (see section , while is only subject
to a minimum flow rate (see section .

Q™" (p,h) < Q(p, h) < Q" (p,h) (4.2.2.3)
For other reservoirs (BM], CY)): Q™" (p, h) = 0 and Q™*®(p, h) = occ.
Certain reservoirs are subject to specific ramp constraints. This is the case of [GC]|

and [EGL ‘
R™(p,h) < Q(p,h) — Q(p,h — 1) < R™(p, h) (4.2.2.4)
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In addition, all reservoirs in the [CRSP] system are subject to cycling constraints. More
specifically, reservoir releases are required to ramp up no more than two times per day. In
[CRiSPPy] this cycling constraint is enforced by calculating in advance an optimal set of up-
ramping hours H,,. The 24 hours of the days are partitioned into up-ramping hours H,, and
down-ramping hours Hg,,,. The partitioning is calculated in such a way that a 24-hour cycling
period does not contain more than two up-ramping periods. More details about the ramping
hour partitioning algorithm is provided in section [£.3.2] The following ramping limit values are
used to simultaneously enforce ramping and cycling constraints.

Ruy(p) if h€ H, {—Rdown@) if b ¢ H,,

’ Rmzn ,h —
0 it h H, (p.h)

Rma$ , h —
(p,h) { 0 it h e H,,

For reservoirs with no ramping limits, i.e. [BM] and [MP}

Rup(p) = Raouwn(p) = 00

For [CY], which is required to operate at a constant flow rate:

Rup(p) = Raouwn(p) =0

water releases are subject to a maximum daily change DC(p). Due to its ramping and
cycling constraints, [GC| release is expected to reach the same minimum and maximum flow rate
each day of the month. Owing to this, we can enforce the maximum 24-hour flow change using
the equation below, where @Q,.(p) is a model variable representing a reference release rate whose
value is identified by the solver.

Qref(p) < Q(pa h) < Qref(p) + DC(p) (4225)

[GC| water releases are subject to daily volume restrictions. Specifically, the reservoir must
maintain a daily release volume between DF(p,d) - Quay(p) and Quay(p). DF(p,d) is typically
equal to 100% during the weekdays and 85% during the weekend. This constraint is expressed
by the equation below.

DF(p,d)- Quay(p) < Y Qp,h) < Quay(p) (4.2.2.6)

24d<h<24(d+1)

As for Qref(p), the value of Qgqy(p) is not known in advance but is identified by the solver.

4.2.3 Storage and elevation constraints

The storage volume of a reservoir is governed by a water budget equation. Specifically, the
change in storage volume AS(p,h) at a given reservoir p is equal to the difference between
inflows and outflows. A reservoir’s outflow is essentially its total release rate Q(p, h). Its inflow
consists of unregulated inflows and, where applicable, water releases from upstream reservoirs
U(p)-

AS(p,h) =I(p,h) = Qp,h) + > Q1) (4.2.3.1)

p'€U(p)
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Some reservoirs are subject to specific forebay elevation limits. Owing to the deterministic
relationship between reservoir storage and forebay elevation (section {4.1.1]), these limits can be
equivalently expressed as storage volume limits.

S™"(p) < Simie(p) + Y AS(p,H) < 5™ (p) (4.2.3.2)

h'<=h

The explicit representation of hourly changes in elevation is necessary to formulate the maximum
drawdown constraint below.

> AE(p.h+1")>-DD(p), 0<h< Nyus, 1< < DDpours(p) (4.2.3.3)

0<h/<h!

Albeit deterministic, the relationship between storage and elevation is non-linear. However, it
can be reasonably approximated as linear over a monthly time frame.

AE(p,h) = StoE(p) - AS(p, h) (4.2.34)

4.2.4 Downstream flow constraints

The flow rate Qgown(p, h) at a river point located downstream of a reservoir p can be reasonably
estimated as the sum of two flow components: a tributary component Iy, (p,h), and the
convolution of the reservoir release rate Q(p, h) and its corresponding on the river reach
TTD(p,h). The can be thought as the probabilistic time it takes for a unit of water
released from the reservoir to reach the downstream location. In the empirical
is identified from historical data using techniques, as seen in section [4.1.3]

Qaown(Ph) = > Q(p,h =) - TTD(p, 1) + Taoun(p, h) (4.2.4.1)

hew
In reservoirs like [FG| modeling the downstream flow rate is necessary to constrain the max-
imum change in downstream flow height AE7%* (p). The relationship between the flow height

of a river and its flow is typically deterministic. Although non-linear, this relationship can be
linearized for relatively small variations in flow.

o (P) < Qaown (0 1) < Qs (p) (4.2.4.2)
QtoE(p) - (Qipenn(p) — Qiipn(p)) < AEG (p) (4.2.4.3)

4.2.5 Power system constraints

At monthly timescales, the power generation P(p,h) of hydropower plants is typically
proportional to their power release rate Qpower(p, k). The is calculated during the pre-
processing step based on the hydrology conditions and the [PCF] function identified via the [ML]
model described in section [£.1.2]

P(p,h) = PCF(p) - Qpower(p, h) (4.2.5.1)

The power generation is primarily limited by the power capacity P (p) of the plant, which
depends on the elevation and unit availability and is calculated during the preprocessing step.
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Scheduled or forced hourly outages can be modeled by using the hourly power capacity parameter
P (p h). In addition, ancillary services such as up-regulation RU(p,h), down-regulation
RD(p, h), and spinning reserve SR(p, h) further limit the operational range of the power plants.

RD(p,h) < P(p,h) < P™*(p) — RU(p,h) — SR(p, h) (4.2.5.2)

The ancillary service requirements of the system can either be met by the [CRSP| plants them-
selves or via external purchases.

> RU(p,h) + RUP(h) > RUsystem (4.2.5.3)
p

> RD(p,h) + RDP(h) > RDqystem (4.2.5.4)
p

> SR(p,h) + SRP(h) > SRuystem (4.2.5.5)
p

The system obeys a power balance equation. Because [CRSP| generation resources may not
perfectly align with customer loads, purchases and sales must necessary be made to balance
the power system. At any time, the sum of plant power generation and energy day-ahead and
real-time purchases (DAP(h), RT'P(h)) must meet the customer loads L(h) and energy sales
(DAS(h), RT'S(h)). Transmission losses of each plant are accounted for using a transmission
factor ¢(p).

> t(p)- P(p,h) + DAP(h) + RTP(h) = DAS(h) + RTS(h) + L(h) (4.2.5.6)

Finally, day-ahead energy purchases and sales, in addition to spinning reserve purchases, are
typically made in “blocks”, that is, their values only change in few hours of the day.

DAP(h) — DAP(h—1)=0 Vh ¢ Hp, (4.2.5.7)
DAS(h) — DAS(h—1) =0 Vh ¢ Hpa (4.2.5.8)
SRP(h) — SRP(h—1) =0 Vh ¢ Hsp (4.2.5.9)

4.2.6 Objective function

The hydropower scheduling model aims to meet customer loads with [CRSP)| resources to the
extent possible. This is achieved by minimizing purchases and sales made to balance the power
system. Purchases and sales are driven by the market price w(h) while being minimized using
penalty costs (DASC, DAPC, RTSC, RTPC). Similarly, external purchases of ancillary
services are minimized using penalty costs (RUPC, RDPC, SRPC'), prioritizing the use of
[CRSP] power plants to deliver these services. Some [CRSP| power plants have higher priority in
delivering ancillary services. Typically, the three power plants expected to deliver such services
are, in decreasing order of priority: [GC| [BM] and [MP| This priority order is reflected in the
plant-based penalty costs RUC(p), RDC(p), SRC(p).
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max Z Z P(p,h)

+3 ) w(h) - (=SRC(p) - SR(p,h) — RUC(p) - RU(p, h) — RDC(p) - RD(p, I))

h p
+Y w(h)- (DAS(h) - (w(h) = DASC) + RTS(h) - (x(h) = RTSC))  (4.2.6.1)
+> “w(h) - (DAP(h) - (—w(h) — DAPC) + RTP(h) - (=7 (h) — RTPC))
+> “w(h) - (~RUP(h) - RUPC — RDP(h) - RDPC — SRP(h) - SRPC)
h

4.2.7 Constraint priority ranking

The model formulation described above is feasible for most hydrology conditions. However, in
cases of extreme (wet or dry) hydrology conditions, the hydropower scheduling model described
above might be infeasible, i.e., no solution exists. In addition, allows the user to fix
the hourly power and non-power release profiles in user-defined time periods, which may conflicts
with some operating rules. To address this, the model may relax some constraints
based on their predefined priority level. While physical rules cannot be lifted, some operational
rules have higher priority than others. For example, monthly release volumes and ramping
constraints have higher priority than flow rate limits which, in turn, have higher priority than
cycling constraints. As a result, infeasible model runs can be made feasible by relaxing the
constraints with lowest priority. The priority level associated with each constraint is described

in table [1.2]

4.3 Other optimization models

In addition to the core hydropower scheduling model, uses several other optimization
models in the preprocessing and post-processing steps.

4.3.1 Hourly price generation model

The hydropower scheduling model uses hourly market price profiles to identify optimal energy
purchases and sales. In some cases, such as forward (i.e., future-looking) analyses, available
input price data are limited. Instead of detailed hourly price profiles, the only available input
data are monthly average values during “on-peak” and “off-peak” periods. The “on-peak” and
“off-peak” periods refer to periods of time that were traditionally linked to “on-peak” and “off-
peak” price values. For the purposes of this section, the set of “on-peak” hours H,, are defined
as the hours from 8 to 23 on Mondays through Saturdays (excluding federal holidays), whereas
the set of “off-peak” hours H,¢; refer to the rest of the hours.

The model implements an hourly price generation model that converts input
monthly “on-peak” and “off-peak” values into a reasonable hourly price profiles. A reference
hourly profile L(k) (e.g.,[FES|customer load, [Western Electricity Coordinating Council (WECC)|
load, or [California Independent System Operator (CAISO)| price) is used to shape the output

27



Table 4.2: Priority ranking of physical, user-defined, and operating constraints

Constraint Type

Equations

Priority level

Physical constraints
User-defined hourly power and
non-power releases

Monthly release targets
Ramping constraints

Daily flow change

Maximum drawdown
Downstream stage limits
Ancillary service requirements
Block purchase requirements
Flow rate limits

Forebay elevation limits
Cycling constraints

Daily release constraints

4.2.2.1) 4.2.3.1) 4.2.3.2]*, 4.2.3.4

4.2.2.2

4.2.2.4

4.2.2.5

4.2.3.3

4.2.4.2) 4.2.4.3

4.2.5.3 [4.2.5.4, 4.2.5.5

4.2.5.7,4.2.5.8, 4.2.5.9

4.2.2.3

T

4.2.3.2

4.2.2.4

4.2.2.6

Strictly enforced

Strictly enforced

Highest
Very high
Very high
Very high
Very high
Very high
Very high
High
High
Medium

Medium

2 When storage limits refer to dead and crest pool
b Only lifted if they conflict with user-defined hourly releases
¢ When storage limits refer to regulatory limits
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hourly price profile w(h). More specifically, it is assumed that there is a deterministic monotonic
piecewise linear function f such that 7(h) = f (L(h)). The goal of the hourly price generation
model is to identify the optimal price profile w(h) such that the price range and the curva-
ture of f are co-minimized while matching the average “on-peak” and “off-peak” price targets.
To achieve this, the function f is divided into K linear pieces f, whose domain is defined as

Dy = [L(k), L(k + 1)], where:

L(k) = m}jn L(h) + %(m}z}x L(h) — m}jn L(h)), 0<k<K

The optimal hourly price profile is then identified by solving the following LP model.

min (we - C™ 4+ wy - (7™ — 7™")) (4.3.1.1)
> w(h) = [Hon| - 7on (4.3.1.2)
h€Honp
> w(h) = [Hops| - Tors (4.3.1.3)
h€H,ry
7™ < w(h) < 7 VYh (4.3.1.4)
w(h) = a(k) - L(h) + b(k), (R, k): L(h) € Dy (4.3.1.5)
alk+1)-Lk+1)+bk+1)=a(k) - L(k+1)+bk), 0<k<K-—1 (4.3.1.6)
—Cm < g(k+1)—a(k) <C™ 0<k<K-—1 (4.3.1.7)
a™ <a(k)<a™ 0<k<K (4.3.1.8)

The user can adjust the weights we and w, to prioritize minimizing either the curvature of
the function f or the price range.

Note the model is only feasible if the average “on-peak” and “on-peak” values of the reference
profile L(h) are oriented in the same direction as the target “on-peak” and “off-peak” price
values. If this is not the case, an additional step is required to adjust the reference profile. For
example, if the load profile is used as the reference profile, and the order of the average “on-peak”
and “off-peak” values is opposite to the order of the target “on-peak” and “off-peak” prices, an
adjusted “net load” profile can be used, in which additional solar generation is accounted for.
In [CRiSPPy] this additional step is performed automatically. An illustration of the hourly price
generation model result is depicted in Figure [4.7]

In future versions of the model, a new version of the hourly price generation model,
based on deep learning techniques, will be developed.

4.3.2 Ramping time partitioning model

The model implements a ramping time partitioning model designed to identify the
optimal time for reservoir releases to ramp up and down during a typical day. This partitioning
model, executed during the preprocessing step (before the hydropwer scheduling model) is neces-
sary to impose a predefined number of ramping cycles while keeping the hydropower scheduling
model linear.
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Figure 4.7: Hourly price generation model

Let D(h) be the hourly driver behind water release ramping pattern, e.g. the price or load
profile. The driver ramp R(h) is defined as the discrete derivative of the driver D(h), where the
modulo operation is used to account for the cyclical nature of the driver.

R(h) = D(h) — D((h — 1) mod Npours), 0 < h < Npours

The set of hours H of a water release profile can be partitioned into two subsets H,, and
H_up, where H,, is the subset of hours in which the water release of a plant is ramping up and
H,, where it is ramping down. The number of cycles of a water release profile can be defined
as the number of intervals in H,, composed of consecutive hours (with cyclical ordering).

The goal of the ramping time partitioning model is to identify the optimal partitioning
(Hup, Hyyp) that is consistent with the value of the driver ramp R(h) while maintaining a number
of cycles that is lower or equal than a target number Nyq.s. This can be achieved by minimizing

the sum of hourly deviations d(h) between the driver ramp and the release ramp using the

following [MILP| formulation.

min Y d(h) (4.3.2.1)

0<h<Nhours
—Maown - (1 = Typ(h)) —d(h) < R(h) < My, - Tup(h) +d(R), 0 <h < Npours (4.3.2.2)
Taown toup(h) > Tup(h) — Tup((h — 1) mod Npours), 0 < h < Npours (4.3.2.3)
> Tuowntoup(h) < Neyates (4.3.2.4)
0<h<Nphours
d(h) >0, 0<h < Nuours (4.3.2.5)
Tup(h) € {0,1}, 0 < h < Npours (4.3.2.6)

T.p(h) is a binary variable indicating whether the hour A is a ramping hour. Tyouwn_toup(h)
indicates whether the release switches from the down to up direction in hour h. M,, and Mo,

are big-M parameters. In a given hour, when the driver ramp and the release ramp are in the

same direction (T3,(h) = 1 and R(h) > 0, or T,,(h) = 0 and R(h) < 0), we have d(h) = 0.
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Figure 4.8: Ramping time partitioning model

Otherwise, d(h) is equal to the driver ramp intensity |R(h)|. The maximum number of times that
the release ramp can switch from the “down” to “up” direction, i.e., reaches a local minimum,
is equal to the target number N yces.

Upon solving the MILP problem, the subset of up-ramping hours H,, is given by:

M,y = {h: Tp(h) = 1)

An illustration of the ramping time partitioning model result is depicted in Figure 4.8

4.3.3 Infeasibility detection model

As mentioned in section [£.2.7, under extreme hydrology conditions, the hydropower scheduling
model might be infeasible. The most common source of infeasibility is a conflict between the
monthly volume target and the flow rate limit. This source of infeasibility can be detected in
advance, 7.e. in the preprocessing step, by running a simple LP model. This LP model identifies
the smallest and largest feasible monthly release volumes subject to the flow rate limits, ramping
constraints, and cycle constraints.

min | max Y~ Q(h) (4.3.3.1)
Q™™ (h) < Q(h) < Q™ (h) (4.3.3.2)
R™"(h) < Q(h) — Q(h — 1) < R™*(h) (4.3.3.3)

We call @Q*™"(h) and Q*™**(h) the optimal solution of the minimization and maximization
problem, respectfully. If Quurger < Y_j, @ (h), the problem is infeasible because the monthly
volume target conflicts with the minimum release rate constraint. Conversely, if Quurger >
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Figure 4.9: Real flow limits at GC

>, @M (h), the problem is infeasible because the monthly volume target conflicts with the
maximum release rate constraint.

In future versions of the model, other sources of infeasibility will be detected, such
as infeasibility due to elevation constraints and fixed hourly releases.

An illustration of the real flow rate limits at [GC| resulting from ramping and cycling con-
straints is depicted in Figure [4.9]

4.3.4 Sub-minimum flow shaping model

When an infeasibility is detected, the constraints of the hydropower scheduling problem must be
adapted to make the problem feasible. The infeasibility is removed by relaxing the constraints
with the lowest priority, as described in table 4.2 Monthly release volumes and ramping con-
straints have higher priority than flow rate limits which, in turn, have higher priority than
cycling constraints. As a result, model runs whose flow rate limits conflict with monthly release
volumes can be made feasible by adapting these rate limits.

Maximum flow rate limits currently only apply to[GC|and consist of a single, constant, value
QM. If the target monthly release volume Qyqr4e¢ is too large with respect to the value of the
maximum flow rate ™", the maximum flow rate is lifted and a constant flow rate equal to
Qtarget/ Nhours 1s imposed, where Npoy,s is the number of hours in the month.

Minimum flow rates, on the other hand, apply to [GC| and [FG| and can vary hourly. For
, they are typically composed of two limits: a night limit (5,000 cfs), and a larger day limit
(8,000 cfs). If the infeasibility detection model identifies a conflict between the target monthly
release volume and the minimum flow rate, an adjusted hourly release profile is calculated that
complies with the monthly release target. The hourly release profile is built by breaching a
list of conflicting constraints according to their priority order (see Table until the target
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monthly release volume is met. The list of constraints, ordered from lowest to highest priority
is: the ramping cycle constraint, the day limit constraint, imposed during day hours, and the
night limit constraint, imposed during all hours of the day. This ordered breaching logic can be
formulated as a single LP model.

min (wcycle ’ Zyuclli + Wday - Zday + Wnight 773;]:;) (4341)
71 > Zoae(h), Whe H (4.3.4.2)
7% > Zyay(h), VheH (4.3.4.3)
e > Zow(h), VheH (4.3.4.4)
Z Q(h') = Qtarget (4345)
h
—Riown < Q(h) —Q(h—1) < Ry, VheH (4.3.4.6)
R™™(R) = Zeyae(h) < Q(h) — Q(h — 1) < R™*(h) 4+ Zeyae(h), Vh € H (4.3.4.7)
( ) + nght( ) Z Qnighty Vh e H (4.3.4.8)
( ) + Zday( ) 2 Qday> Vh € Hday (4349)

The value of the weights wWeycre, Waay, and wpign: can be arbitrary set in a way that is
consistent with the constraint priority order. An illustration of the sub-minimum flow shaping
model results for various target average release rates is depicted in Figure [£.10]
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Figure 4.10: Sub-minimum flow shaping model
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4.3.5 High flow shaping model

[HFE] are periodically scheduled at the [GC| dam and involve releasing a large volume of water
over a relatively short period . These controlled floods are designed to mimic natural flood
events that occurred in the Colorado River before the [GC| dam was built. The primary goals
of [HFEF are to redistribute sand and sediment, restore and maintain habitat, and study the
effects of high flows. The [LTEMP|[ROD] establishes a framework to decide when and how
to implement these [HFEE.

A [HFE] typically consists of three main phases: a ramp-up, constant flow, and ramp-down
phase. The ramp-up and ramp-down phases are generally following regular [GC| ramp limits
described in Table . In some forward (i.e., future-looking) analyses, are only described
by a small list of features instead of a detailed release profile. These features include: the
duration of the [HFE] H F Egyration, the magnitude of the [HFE| at peak release HF Epeqr, and the
total volume of water released during the [HFE]| period HF Eyoume.
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Figure 4.11: Calculation of the HFE peak time

implements a high flow shaping model that allows the user to build a[HFE] hourly
profile based on this list of features. This shaping model is executed after the hydropower
scheduling model and uses water releases that occur in the hours just before and after the [HFE]
period. To formulate this model, it is necessary to estimate the [HFE| peak time, i.e. the time
when the [HFE] profile is expected to reach its peak release value. We assume that the water
release rate before and after the [HFE] period is the same, that the [HFE] release rate ramps up
and down at a constant rate R,, and R, and that it remains constant between the two
ramping phases. Then, the [HFE| hourly profile is expected to have a trapezoidal shape, as
illustrated in Figure .11} The two ramping lines of this trapezoid intersect at a point directly
above the constant flow phase of the [HFE] release profile. The time-coordinate of that point,
called H F'Epeqktime, is therefore always contained in the peaking period of the @ Using simple
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Figure 4.12: High flow shaping model

geometry (see Figure 4.11)), we show that:

R own * HFE, uration
HFEpeaktime = \‘ d durat J

Rup + Rdown

The [HFE] hourly release profile can be built by solving the following LP problem.

max > (Wyower(h) * Qpower (h) + Wnonpower (h) * Qnonpower (h)) (4.3.5.1)
0<h<HFEgiyration
Q(h) = Qpower(I) + Qnonpower (), 0 < h < HF Equration (4.3.5.2)
R™™(h) < Q(h) = Q(h —1) < R™(h), 1 <h < HFEguration (4.3.5.3)
0 < Q(0) = Quefore < Rup (4.3.5.4)
—Raown < Qapter — QUHF Equration — 1) <0 (4.3.5.5)
Q(h) < HFEpear, 0 < h < HF Equration (4.3.5.6)
Y. Q) = HF Eyonume (4.3.5.7)
0<h<HFFEgyuration
PCF - Qpower(h) < P™*, 0 < h < HF Eguration (4.3.5.8)

Where R™™(h) and R™**(h) are such that:

Rup ith<HF Epeaktime 0 ifth<HF Epeaktime

R™ () = , R™"(h) =
( ) {O if h Z HFEpeaktime ( ) {_Rdown if h Z HFEpeaktime
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Qbefore and Qg fier are the release rate just before and after the period. Wpoper(h) and
Whonpower (1) are arbitrary weights such that wpewer(h) and wyonpower (B) strictly increase before
HF Epeqrtime and strictly decrease after. In addition,

wpower(h) > wnonpower(h/) > 07 Vha h/

This formulation ensures that power releases have priority over non-power releases. It also
ensures that the [HFE] reaches and remains at its peak target value for a maximum number of
hours. An illustration of high flow shaping model results for a typical is depicted in Figure
4, 121
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5 Data management and processing

5.1 Input data

A case study typically requires the following input data: hydrology data, load data,
energy price data, power system rules, reservoir and plant rules. In addition, input data can
include special rules and user-defined profiles but these data types are optional. Large inputs
such as hydrology and load data are typically imported into via import modules and
can be collected from various data sources (Excel files, online databases). Conversely, smaller
inputs such as power system and reservoir rules are directly entered into [GU]| entry fields. The
data flow diagram of the data import and preprocessing phase is depicted in Figure [5.1]

5.1.1 Hydrology data

Hydrology data typically consist of monthly release volumes and end-of-month forebay elevations
at each reservoir. For case studies that include [HFEE, they can also include essential [HFE]
features such as release volumes, durations, and peak flow rates. Hydrology data are the core
input of the model. They not only define monthly release targets for each reservoir,
but also indirectly provide critical information such as: storage volumes, power plant capacities,
[PCF§, unregulated inflows, and maximum daily flow changes.

Hydrology data can be imported from various sources:

e the online hydrologic database [9], either for historical or forecasted data,

e output from the [USBRJ[CRSS model,

e output from the [USBRJ|[CRMMS| model, including the [24MS| [17].

5.1.2 Load data

Load data consist of project use load and hourly [FES| customer electricity demand. Customer
loads are the main driver of the[CRSP|reservoirs release schedule. To simulate this, the
model aims to minimize purchases and sales made to compensate the difference between [CRSP)
resources and customer loads, as seen in section |4.2.6|

Hourly [FES| customer demand can be imported from:

e the “Average Load” file, which represents an estimate of typical future loads for the 12
months of the year,

° “Load and Resource” files, which are daily reports of hourly power system oper-
ations.

5.1.3 Energy price data

Energy price data can be imported at a hourly or monthly time resolution. If imported at a
monthly resolution, the price timeseries is upsampled to a hourly resolution using the hourly
price generation model described in section [4.3.1, Energy price data represent the price at which
electricity is exchanged on the electricity market and apply to the purchases and sales described
in section

Energy price data can be imported from:
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e the “Forward curves” file, which represents an estimate of future monthly-average “on-
peak” and “off-peak” market prices,

e [EMMO] “Daily Deals” report files, which record historical day-ahead and real-time energy
transactions made by [WAPA]|

5.1.4 Power system rules

The power system rules are the power system physical rules, market operation guidelines, and
ancillary service requirements described in section [4.2l They consist of a small set of parameters
which is provided by the user via the [GU]|

5.1.5 Reservoir and plant rules

Reservoir and plant rules are the physical and operating rules that govern each reservoir and
plant. Reservoir operating constraints are described in details in section [8land can be represented
by a small set of parameters which is provided by the user via the [GUI| Similarly, physical rules
can be represented by a small set of parameters describing the physical relationships between
reservoir /plant attributes (e.g., storage-to-elevation curve). These parameters can be either
manually updated by the user, or automatically calculated via [MIL] modules accessible via the
(see section . The data flow diagram of the process involved in the reservoir physical
rules is depicted in Figure [5.2]

5.1.6 Special rules

The software integrates a “Special events” module which allows the user to define
special rules, i.e., few instances where a power system or reservoir rule may be different from
the general case. For example, the user may want to impose a minimum flow rate of 1,000 at
[F'G] for a single month, while retaining the general 800 rule for the rest of the study period.
Special rules are defined at specific plants, for specific time periods, and specific trace, price,
and load scenarios.

In the current version of [CRiSPPy], special rules can be applied to:

e daily release volume factors,

e flow rate limits,

e maximum up-ramp and down-ramp rates,
e up-ramping times (i.e., cycling patterns),
e maximum daily flow changes,

e transmission losses.
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5.1.7 User-defined release profiles

The software allows the user to specify hourly power and non-power release profiles at
specific time periods. This feature is typically used to model experimental release events such
as [HFEF or [Smallmouth bass (SMB)| bypass flows. The user can specify these hourly releases
via a temporary tabular file generated by [CRiSPPyl The user can choose to edit historical
hourly releases automatically downloaded from the [USBR] hydrologic database or to manually
enter hourly values. To ensure model feasibility, any operating constraint that conflicts with
user-specified hourly releases is relaxed.

5.2 Data preprocessing

The main goal of the data preprocessing phase is to prepare the parameter values for the
hydropower scheduling model described in section 4.2 First, the input data imported by the
user and entered via the interface are converted into model parameters. Second,
infeasible model runs are detected in advance with the specific reservoirs/plants and constraints
causing the infeasibility. Third, for these model runs, the conflicting constraints with lower
priority are relaxed to resolve the infeasibility. The data flow diagram of the preprocessing
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phase is depicted in Figure [5.1}

5.2.1 Calculation of hydropower scheduling model parameters

The first step of the data preprocessing phase is to convert input data into model parameters.
If the case study uses the “representative week” time representation, hourly weights w(h) are
calculated for each of the 168 hours of the week. If the case study includes experimental
releases that are calculated in the post-processing step (see section , the time period of the
experiment is removed from the model run and the monthly release volume target is adjusted
accordingly.

The system total load L(h) is calculated as the sum of customer load and project use
load. If price data are provided with a monthly resolution, the hourly price generation model
described in section is used to generate the hourly price profile 7w(h) based on the total
load. Optimal up-ramping time for all reservoirs is calculated using the model described in
section and the load profile as hourly driver. Hourly release ramp limits are defined using
the optimal up-ramping time and the up-ramp and down-ramp rate values. Maximum daily
changes DC(p) are calculated based on monthly release targets and operating rules described
in Table [3.1]

Initial storage volumes S;,;(p) and storage volume limits S™"(p), S™*(p), are calculated
based on forebay elevations, forebay elevation limits, and the elevation-to-storage functions de-
scribed in section [£.1.1} Storage volumes are used to back-calculate unregulated water inflows
I(p, h) using water budget equations. Linear storage-to-elevation coefficients StoF(p) are calcu-
lated based on storage-to-elevation functions and monthly hydrology conditions. Similarly, linear
discharge-to-stage coefficients QtoFE(p) are calculated based on discharge-to-stage functions and
monthly discharge values.

PCF(p) values are calculated based on monthly hydrology conditions and the learned
functions described in section m Plant power capacities P (p) are calculated based on
average monthly forebay elevations and the [ID|[CPWT] functions described in section [4.1.5

5.2.2 Infeasibility detection and constraint adjustments

The second step of the data preprocessing phase is to detect infeasible model runs before run-
ning the hydropower scheduling model. In the current version of (version 2.3), the
infeasibility detection model described in section 4.3.3| can detect flow rate limits that are in
conflict with monthly release targets. In future versions, the infeasibility detection logic will be
extended to other sources of infeasibility, such as infeasibility due to elevation constraints and
fixed hourly releases.

The third step of the data preprocessing phase is to relax the conflicting constraints with
lower priority to resolve the infeasibility. In the current version of [CRiSPPy] the cycling con-
straint and flow rate limits are sequentially lifted to meet the monthly release targets. This
is done by solving the model described in section |4.3.4] Specifically, the model identifies the
optimal release schedule that meets both monthly release targets and ramp constraints. This
optimal release schedule is then used as a fixed release pattern in the hydropower scheduling
model.
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5.3 Scheduling model output

The main outputs of the hydropower scheduling model are the hourly power and non-power
releases Qpower (Ps 1) and Qponpower (P, 1) of each reservoir p. In short-term future-looking studies,
e.g., 24AMS] these output data guide in their water release scheduling decisions. Power
generation results P(p,h) inform about energy and capacity resources and are
used to estimate [WAPAJs financial position.

Additional outputs relevant to staff typically include hourly forebay elevations, Jensen
gage’s hourly flow and stage, and day-ahead and real-time transactions. A few additional steps
are required to calculate output in a useful form. If the case study uses the “representative
week” time representation, model outputs are extended to all the hours of the study period.
Hourly storage volumes S(p, h) are calculated based on the cumulative change in storage volume
AS(p, h). Hourly forebay elevations E(p, h) are calculated by applying the storage-to-elevation
functions to to S(p,h). The data flow diagram of the output data and post-processing phase is
depicted in Figure |5.3
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Figure 5.3: Data flow of the post-processing phase
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5.4 Post processing step

Some post processing steps may be required depending on the case study. These post processing
steps involve calculations that are not directly modeled into the hydropower scheduling model
but depend on the hydropower scheduling model results. The data flow diagram of the post-
processing phase is depicted in Figure [5.3]

5.4.1 Experimental releases

As seen in section [£.3.5] some case studies involve the modeling of future experimental releases,
such as [HFEE, that are calculated based on a small set of features. These experimental releases
are typically calculated in the post-processing steps, since they are based on water release
conditions occurring before and after the event and calculated by the hydropower scheduling
model.

5.4.2 DSA load

As seen in section[3] customer loads are based on[DSA] which is the amount of hydropower capac-
ity and energy based on the forecasted generation. In short-term future-looking stud-
ies, the customer load profile is not initially known. It is estimated by running the hydropower
scheduling model a first time. The model is then run a second time, as a post-processing step,
using the adjusted customer load profile.

As a first step, the hydropower scheduling model is solved using a typical future load. Then,
modeled power generation results are aggregated into a single hourly generation profile. Ac-
counting for transmission losses, this hourly profile informs about [CRSP)] available energy and
capacity resources. The [DSA|load profile is calculated by scaling the typical future load using
modeled [CRSP] energy and capacity. Finally, the estimated [DSA] load profile is used as the
customer load profile in a second run iteration of the hydropower scheduling model.

5.4.3 Case comparison

Several analyses consist of analyzing the impact of implementing certain operating
rules or experimental releases. Impacts are typically assessed by conducting a counterfactual
analysis, i.e., by comparing two scenarios: one scenario in which these rules or experiments
are implemented, and another scenario where they are not. Impacts are typically quantified by
calculating the net difference in economic or financial value between the two scenarios.

In this counterfactual analysis is performed in the post-processing step. Each
scenario is computed by the user as an independent case study. Then, the user can access the
counterfactual analysis module where they select the “Base case” scenario and the counterfactual
scenarios. Financial or economic impacts are then calculated for each counterfactual case and
can be aggregated on a daily, monthly, or yearly basis.

5.5 Data storage and management
Data are stored in various ways depending on the processing phase. Outside the

software, input data are typically collected from online database and offline spreadsheets, as
seen in section [5.1 and model results can be exported as [comma-separated values (CSV)| or
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Excel files. Small-size parameters, such as reservoir or power system rules, are typically entered
via the software [GUIl

Within the software’s Python environment, the data are stored as a dictionary of Pandas
Multilindex Series [33]. A Python dictionary is a data structure that maps keys to values and
is implemented as a hash table which allows for constant-time average lookup. In [CRiSPPy]
keys are strings (e.g., “Load”) and their corresponding values are Multilndex Series (e.g., the
hourly load profile). Pandas Multilindex Series are one-dimensional labeled arrays whose index
is made up of multiple levels, allowing hierarchical indexing. This data structure is used for
most of the preprocessing and post-processing phases and enables organizing and accessing
data along multiple dimensions. This data structure was preferred over relational databases
owing to its tight integration with Python ecosystem and its high flexibility, allowing for easy
and rapid software updates without needing to normalize the data. Items of the dictionary
include hydrology data (indexed by date, trace, plant, and datatype), hourly price (indexed by
datetime and price scenario), etc. A summary of the index levels used for the Multilindex Series
is provided in Table 5.1} Note that not all levels are used for each type of data, as seen earlier
for hydrology and price data.

Table 5.1: Index levels of Multilndex Series in the CRiSPPy Python environment

Index level Type Description Examples
Trace Integer Index of the hydrology trace 0, 1, 2, ...
Load Integer Index of the load scenario 0,1, 2, ...
Price Integer Index of the load scenario 0,1, 2, ...
Date? Date Year and month 2025-04-01, 2025-05-01, ...
Hour? Integer Hour of the month, or hour 0, 1, 2, ..., 167, ..., 744
of the representative week
Datetime?® Datetime Date and time 2025-04-01 00:00:00, 2025-04-01
01:00:00, 2025-04-01 02:00:00, ...
Plant String Plant associated with the ‘GC’, ‘FG’, ‘BM’, ...
data
Datatype String Physical quantity the data ‘Power release (AF/hr)’,

represents

‘Generation (MW)’, ...

@ The date level (year and month) labels the time period for monthly data, while the datetime
level is used to timestamp hourly data. In the “typical week” time representation, hourly data are
indexed using the date level and an hour level ranging from 0 to 167.

The hydropower scheduling model parameters are organized using a reference-based data

structure to improve memory efficiency and enable faster queries. This approach takes advan-
tage of the fact that many model runs share identical parameter values across certain dimen-
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sions (e.g., traces or time). Model parameters are referenced via a Pandas DataFrame called
‘Run_parameter_ID’. This DataFrame is indexed by model run dimensions (i.e. trace, price,
load, and date) and reservoir, and each column represents a specific model parameter (e.g.,
monthly release volume, hourly weights, hourly load). Rather than storing the full parameter
values, each cell contains an ID that refers to the row index of a separate lookup table (NumPy
array) containing the unique profiles for that parameter. For example, if the cell in row 0 of the
‘Hourly weight” column contains the value 4, this means that the hourly weight profile for the
model run index 0 is stored at row index 4 in the ‘Hourly weight’ array. When running the hy-
dropower scheduling model, each model run can be rapidly updated by querying the parameter
IDs from the ‘Run_parameter_ID’ table and by querying the model parameter values from their
corresponding lookup tables.

At any stage of the case study workflow—whether during data import, preprocessing, model
execution, or post-processing—the user can save the case study to the storage disc. This is
achieved using Python’s built-in pickle module, which serializes the dictionary representing the
case study into a byte stream and writes it to a file named ‘database.pkl’. This file preserves
the complete state of the case study, enabling seamless reloading into at a later time.
The ‘database.pkl’ file is stored within a folder named after the case study, as specified by the
user. Upon launching the software, the user can reopen an existing case study simply
by selecting the corresponding folder.
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6 Key improvements over legacy software

The software demonstrates a performance improvement which, in some cases, is more
than two orders of magnitude compared to the previous software. This significant
improvement is due to several optimized process designs described below.

6.1 Streamline data import and physical rule updates

A key improvement of the model lies in its substantially reduced reliance on manual
data entry and its streamlined data import processes. As described in section [5.1] a significant
part of input data can be automatically retrieved from online databases using built-in import
modules, eliminating the need for user-driven file preparation. For input data that reside in of-
fline spreadsheets, efficient extraction is performed using Rust-based routines interfaced through
the python-calamine library [34], enabling fast and reliable access. As an example, in a specific
case study, load data from 150 1{megabyte (MB)| Excel files were imported in a few seconds.
Additionally, physical rules governing the reservoirs, power plants, and river systems can be
automatically updated using embedded modules. These models only require the user to
specify the historical time range of the training data and a few learning parameters, thereby
minimizing configuration effort.

6.2 In-memory data workflow

The software frequently reads from and writes to storage disc throughout its work-
flow. Conversely, unless explicitly saved by the user, maintains the full case study in
[Random Access Memory (RAM)|throughout the workflow—from data import and preprocessing
to model execution and result analysis. This design is enabled by Python’s rich in-memory data
structures (e.g., dictionaries, DataFrames, arrays).

Below are key advantages of keeping the case study in [RAM]}

e Performance gains: In-memory operations eliminate slow disk [[nput/Output (1/O)|bottle-
necks, enabling faster data access, preprocessing, and model evaluation—especially when
handling large batches of runs.

e Real-time interaction: The user can interactively update parameters, re-run models, and
explore results without waiting for repeated file access operations.

e Simplified data management: Python data structures (e.g., dictionaries, NumPy arrays,
Pandas DataFrames) can be passed directly between modules, avoiding serialization over-
head until explicitly saved.

e Efficient parallelization: Multiprocessing benefits from fast shared data access (or copies)
in memory, supporting the parallel [LP] warm-start method described later in section [6.4]

6.3 Single preprocessing batch and efficient access to model run pa-
rameters

Instead of generating model parameters one run at a time—as was done in the
software—all parameters are now generated in the preprocessing phase (see section [5.2) in a
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single batch using NumPy vectorization. This approach leverages NumPy’s underlying C-based
operations to perform bulk array computations without explicit Python loops. As a result, the
preprocessing phase is significantly more efficient, both in terms of execution speed and memory
access patterns. By structuring the data as multi-dimensional arrays and applying operations
across entire slices at once, the new method reduces overhead and enables scalable preparation
of model inputs, even when handling thousands of model runs.

In addition, once computed during the preprocessing step, model parameters are stored in
lookup tables implemented as NumPy arrays. These arrays are referenced by a central Pandas
DataFrame indexed by model runs, as detailed in section This data structure provides high
memory efficiency and enables fast access to model parameters, thereby further reducing the
software’s overall computation time.

6.4 Parallelized LP warm-start

employs a parallelized [LP| warm-start strategy to significantly reduce the solution
time of large batches of model runs. More specifically, leverages multiprocessing by
distributing groups of model runs across available CPU cores. Within each core, runs are solved
sequentially, with the solver applying LP warm-start techniques to accelerate the solution of
subsequent runs. This warm-start capability is enabled by the GLOP solver [10], which allows
reusing solution information from previously solved runs. The combined use of multiprocessing
and warm-starting substantially reduces overall computation time. This parallelized warm-start
approach is particularly effective when runs assigned to the same core share similar parameter
values and are pre-sorted accordingly, thereby increasing the likelihood that the solution from
one run provides a useful starting point for the next. The parallelized LP warm-start strategy
is depicted in Figure 6.1

Warm-start Warm-start Warm-start Warm-start

Core #1 Solve LP #1 Solve LP #2 | Solve LP #3 S(;:;'SOLP

Warm-start Warm-start Warm-start Warm-start

Solve LP Solve LP Solve LP
Core #2 Solve LP #101 4102 4103 4200
- | ]
- L
L ] | ]
Warm-start Warm-start Warm-start Warm-start
Solve LP Solve LP T Solve LP
Core #10 Solve LP #901 #902 #903 #1000
Time

Figure 6.1: Parallelized LP warm-start
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6.5 Infeasibility detection and correction

An additional key enhancement in the model is its ability to proactively identify
infeasible model runs (see section and adjust the associated model parameters to restore
feasibility. This feature offers two main advantages. First, early detection prevents infeasible
model runs from interrupting the warm-start process (section , thereby preserving the
efficiency of the parallelized warm-start strategy. Second, the corrected model runs tend to be
less constrained and are generally solved more quickly than runs that were initially feasible.
In some cases, the applied corrections yield a model run whose solution is fully determined
by the adjusted constraints, making further evaluation by the hydropower scheduling model
unnecessary. Such model runs can be excluded from the solution batch, thereby reducing overall
computation time.
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7 User interface

This section details the various software interfaces the user can interact with covering the entire
workflow, from case creation and data processing to report generation.

7.1 Creating a new case

Upon lauching the software, the user can create a new case study by clicking on the
“Case study” menu, followed by the “Create new case” option. This opens a new window that
is depicted in Figure

€ Create a case study = O x

Name of the case study  My_case_study

Folder location  CACRISPPy

From | April ~ | 2025 To |[March V| 2027

Tracez 1 Prices 1 Loads 1

Mumber of months: 24 Numnber of runs: 24
Plantsto model @ GC EEM EBMP Boy B @ FN
Time representation @) 168 hours per month () All hours in a month

Create

Figure 7.1: Creating a new case study

In this window, the user can specify a name for the case study and modify the folder location
if desired. They specify the time period, the plants to be modeled, as well as the number of trace,
price, and load scenarios. The user can choose between two time representations: 168 hours per
month, or all hours in a month. As described in section [£.2.1] the former time representation
is a model simplification intended to speed solution times for large case studies. Upon clicking
on the “Create” button, a new folder named after the case study is generated at the specified
location and contains a “database.pkl” file that stores the study scope information.

7.2 Case info

The first tab of the main interface is the “Case info” tab. This tab provides general
information about the case study: folder location, study scope (time period and number of
trace, price and load scenarios), number of model runs, modeled plants, time representation,
and number of model runs already computed (Figure . The case study location is also
displayed at the top of the main window, together with the “Saved” status. This status informs
the user whether the case study is currently stored into the “database.pkl” on the storage disc
(“Saved”) or only in the (“Not saved”). Upon closing the software, information stored in
the is erased, and case study data can only be retrieved from the Pickle file stored on the
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storage disc. The user can save the case study at any time by clicking on the “Save” button.
This action is also available via the “Case study” menu under the “Save current case” option.
The user can open an existing case study via the “Case study” menu under the “Open
existing case” option. This action prompts the user to select a folder corresponding to the
desired case study. Upon selection, the case study is automatically loaded in-memory into the

environment.

& CrisPpy - ] 4
Casestudy Help

Current case: C\CRISPPy\My_case_study Saved Save

Caselnfo Datalmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Case study location CACRISPPy\My_case_study
Time period From April 2025 to March 2027
1traces, 1 prices, 1 loads
MNurnber of runs 24
Plants modeled GC BM MP CY FG FMN
Time representation 168 hours (1 week) per month

Computed runs 0

Figure 7.2: Case study information

7.3 Data import

The “Data import” tab is designed to import large external input data, as opposed to smaller-
size data that can be directly entered into the m (Figure . The “Import folder” is the
default folder location for offline data sources, such as the “Average Load” file and the [EMMO
“Load and Resource” files (see section . By default, the import period is identical to the
study period, and imported data apply to all trace, price, and load scenarios, unless specified in
the input data. In this module, the user can specify the data source (“Import option”) of each
type of input data. More details about the data sources is provided in section [5.1} The user
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can either import data one type at a time using the individual “Import” buttons, or perform a
“Bulk Import” after selecting multiple data types.

€D CRisPPy - O X
Casestudy Help
Current case: C:/CRISPPy/My_case study Saved Save

Case Info Datalmport Run Case Systern & Operations Plants Special events Data visualizer/modifier Results

Import folder CACRISPPy| Bulk Import
Import period ~ From | April | [2025 v| To [March | |2027 |
Traces [All | Prices [Al | Loads [al ~]
Import option Specific file/folder/RuniD Bulk import

Menthly hydrology |Fr0m Hydrologic database (forecasted) V| 8 Bulk Import
Load profile |Defau|tload file V| y/Supporting tools/Avg_hourly_load_updated_shape.xlsx B Bulk Import
Project Use Load  C:/CRiSPPy/Supporting tools/Project Usexlsx B Bulk Import
Other generation |Fr0m Small Hydro V1 V| B Bulk Import
Price profile |Fr0m Forward curves, shaped by load ~ ~| porting tools/Power Forwards_04042025_FixedPricesxlsx B Bulk Import

Figure 7.3: Data import

7.4 System & Operations

The “System & Operations” tab is the interface through which the user defines the physical rules,
market operation guidelines, and ancillary service requirements governing the power system.
Unlike the “Data Import” tab, these inputs consist of a small set of numerical values that can
be entered directly via the m (Figure . The parameters representing these power system
rules are described in more details in section 4.2

7.5 Plants

The “Plants” tab is the interface through which the user defines the reservoir and hydropower
plant rules. The “Plants” tab itself is divided into multiple sub-tabs, each representing a specific
reservoir of the system. Similar to the “System & Operations” tab, reservoir and plant rules
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& CrisPry — ] X
Case study Help

Current case: C:/CRISPPy/My_case_study Saved Save

Case Info Datalmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Plant modeled GC BM MP CY FG FMN OtherGen
Transmission losses (%) 8.0 20 20 2.0 20 20 S.d
Max spin (MW) 30.0 30,0 30.0 0.0 0.0 0.0
Mazx reg up (MW]) 40,0 0.0 0.0 0.0 0.0 0.0
Max reg down (MW)  40.0 0.0 0.0 0.0 0.0 0.0
Spin cost ($/MWh) 0.5 5.0 10,0 999.99 999.99 999.99
Reg up cost ($/MWh) 0.5 1.0 1.5 999.99 999.99 999.99
Reg down cost (S/MWh) 0.5 1.0 1.3 999.99 999.99 999.99

Ancillary service requirements
Reg up (MW) Reg down (MW) Spinning reserve (MW) Duration (minutes) Spinning reserve purchase penalty (5/MWh)
40.0 40.0 30.0 118.0 100.0

Energy transaction limits and penalties
Real-time sale Real-time purchase Day-ahead sale Day-ahead purchase

Limit (MW)  10000.0 10000.0 10000.0 10000.0

Penalty (5/MWh} 3.0 1000.0 1.0 75.0

Ramp penalties
Day-ahead purchase Day-ahead sale Spinning reserve

Penalty (5/MWh/hr) 10000 10000 10000

All hours except 8,24 824 1

Other penalties
Mon-Power Releases (S/AF) Water Release Ramp Up (S/AF/hr) Water Release Ramp Down ($/AF/hr) Reg Up Purchase ($/MWh] Reg Down Purchase ($/MWh)
10000.0 0.01 0.01 5000.0 5000.0

Figure 7.4: Power system rules

consist of a small set of numerical values that are directly entered via the m (Figure . As
described in section [5.1.5, reservoir and plant rules can be categorized into operating rules and
physical rules. Reservoir operating constraints can be entered in the top part of each sub-tab and
are described in details in section [3] Physical rules are stored in the lower part of the sub-tabs
and consist of the functions coefficients (for both polynomial and representation),
the storage-to-elevation and elevation-to-storage polynomial coefficients, and the elevation-to-
capacity table representation). These coefficients can be updated either manually by
the user or automatically using the models described in section 4.1 To use the [MI]models,
the user can simply click one of the “Update” buttons within the corresponding sub-tab.

7.5.1 Updating the storage-to-elevation coefficients

Clicking on the “Update” button next to the storage-to-elevation coefficients opens a new win-
dow, shown in Figure [7.6l This window serves as the [GUI for the [ML] module described in
section [4.1.1] At the top of the interface, the user specifies the historical time period to be used
for training the model. Upon clicking the “Import” button, monthly data are retrieved from the
[USBR] database and displayed as a scatter plot within the window. At the bottom of the inter-
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& crisppy — O X
Casestudy Help

Current case: C:/CRISPPy/My_case study Saved Save

Case Info Datalmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Jan Feb  Mar Apr May Jun Jul Aug Sep Oct  MNov Dec
Maonthly multiplier (cfs/24hr/TAF) 9.0 9.0 9.0 9.0 9.0 00 100 100 90 90 9.0 9.0

Max flow change (cfs/24hr)  8000.0

Minimum flow rate (cfs)  3000.0 anytime, and  8000.0 between hours 7 to 18
Maximum flow rate (cfs) 25000.0

Maximum ramp up (cfs/hr)  4000.0 Maximum ramp down (cfs/hr)  2500.0
Saturday fraction 0.85 Sunday fraction 0.85

PCF polynomial coefficients PCF difference-of -convex coefficients PCF range (MWh/AF)
S17.411€ 0.0 0.0 0.0 0.0 0.00083° 3.26000¢ -2.9182% 0.0 0.0 0.0 Min 033 Max 053
0.00897: 0.0 0.0 0.0 0.0 -0.0001¢ 1.30482; 0.69777.
-1.1155¢ 0.0 0.0 0.0 0.0 Update polynomial coefficients
0.0 0.0 0.0 0.0 0.0 Update DC coefficients

0.0 0.0 0.0 0.0 0.0

Storage-to-elevation polynomial coefficients  3396.01: 3.03468: -1.48847 3.80015¢ Update

Elevation-to-storage polynomial coefficients -146501 1296323 -3832.9% 0.3786% Update

Elevation-to-capacity table
Elevation (ft) 3374.0 3490.0 34900 3675.0 3700.0

Power capacity (MW) 0.0 0.0 689.0 13200 13200

Figure 7.5: Reservoir and plant rules

face, the user specifies the degree of the polynomial used to represent the storage-to-elevation
relationship. Below the scatter plot, a date-range slider is available to filter out undesired data
points. For example, as shown in [7.6] the storage-to-elevation relationship at [GC]| differs before
and after June 2022—a shift attributed to storage capacity loss from sedimentation, as docu-
mented in a recent report |36]. The fitted curve updates in real time as the user adjusts
the date range and polynomial degree. The graph title simultaneously displays fitting quality
metrics, i.e., average and maximum error, updated dynamically with each change. Once satisfied
with the fit, the user can click “Update Coefficient” to close the window and automatically
apply the updated storage-to-elevation coefficients to the corresponding plant sub-tab.

The elevation-to-storage coefficients are updated in a similar manner, with the roles of the
x- and y-axes being reversed.

7.5.2 Updating the PCF function coefficients

[PCF] functions can be modeled using either 2D] polynomial functions or 2D|[CPWI] functions. As
discussed in section [4.1.2], the [DC|[CPWT] representation yields better fitting results compared to
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"._; GC - Updating storage to elevation fitting X

From 2015 1 To 2025 3 Import USER data

GC storage-elevation fitting curve
Average error: 0.00, Max error: 0.01

3640 1 ..... Current polynomial fitting
Historical data (out of range)
3620 1 e« Historical data (in range)
Polynomial fitting degree 3
3600
£
c w
.2 3580 ~ o
o >
5 -
W 3560 s*
3540 1 p
& ?5
3520 - 4
T T T T T T
0.6 0.8 1.0 1.2 1.4 1.6
Storage (AF) 1le7

Selected range: 2022-06 to 2025-03

Polynomial Degree 3 S

y = 3.396e+03 + 3.027e-05x1 + -1.478e-12x*2 + 3.758e-20x*3

Update coefficients

A€ Q=B

Figure 7.6: Storage-to-elevation ML module

the polynomial approach. Consequently, the [CPWL]representation is given precedence. Specif-
ically, the polynomial approach is only used when the [DC|[CPWT] coefficients are not defined in

the [GUI For clarity and simplicity, only the [DC|/[CPWIL] implementation of the [MI] module is
described in this section.

Clicking on “Update DC coefficients” opens a new window, shown in Figure [7.7 This
window serves as the [GU]| for the [ML] module described in section [£.1.2} Similar to the previous
window, the user specifies the historical time period to be used for training the model. At the
bottom of the interface, the user specifies the number of “+” and “-” planes used in the [DC|
representation of the function. Below the scatter plot, a date-range and [PCF}range slider
is available to filter out undesired data points. Contrary to the polynomial fitting, the fitted
[CPWT] function is not updated in real time. Instead, the user must specify a computation
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time limit and the number of processing cores to be used before launching the [ML] algorithm
by clicking the “Compute CPWL” button. Upon completion of the [ML] algorithm, if satisfied
with the fit, the user can click “Update Coefficients” to close the [MI] window and automatically

apply the updated [DC|[CPWT] coefficients to the corresponding plant sub-tab.

&9 C¥ - Updating PCF fitting

From 2015 3 To 2025 3 Import USER data

CY PCF fitting surface
Average error: 0.004, Max error: 0.008

[ New CPWL fitting
Historical data (out of range)
s Historical data (in range)

0.20
0.18
0.16
0.14
0.12
0.10
0.08
0.06

PCF (MWh/AF)

Date range: 2015-03 to 2025-03

PCF range: 0.060 to 0.209 MWhH/AF

# of + planes 1 - #of - planes 5 =

MNumber of coresTimeIimit (s) 120 Compute CPWL

Update coefficients

A€ Q= 0B

Figure 7.7: PCF function ML module

7.5.3 Updating the water travel time distribution

The [MI] model identifying the water travel time distribution between the [FG| dam and the
Jensen gage, described in section |4.1.3| is implemented in the software codebase but is not yet
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accessible to end users. The [GUIl for this feature will be made available in a future version of

CRISPPy

7.6 Special events

The “Special events” tab allows the user to define special rules that apply to a subset of model
runs. These special rules are described in more details in section [5.1.6] In the example shown
in Figure the user defines a special rule for the minimum flow rate at [GC| that only applies
during the period from June to July 2025. Upon clicking on the “Special value” field, a window
appears where the user can define two flow levels, and the hours of the day these levels apply
to.

Current case: C:/CRiSPPy/My_case_study Saved Save

Case Info Datalmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Start date End date Trace Price Load Plant Attribute Special value
@ Apply [202506 | 2025007 ~| [0 ~|[0o  ~| o ~|[6GC | [Minimum flow rate (cfs)
O Apply (202504 | (2027703 ~| [0 ~]| [0 0 |
O Apply [202504 | 2027703 ~| [0~ [0 ' - |
O Apply [2025/04 ~| 202703 ~| [0~/ [0 ~|[o  ~|| v |
() Apply |2025/04 ‘ 2027, &) Minimum flow rate (cfs) X
O Apply [2025/02 ] [2027
B | Minimum flow 1 (cfs) 6000 I
U Apply [2025/04 N‘ g Minimum flow 2 (cfs) M
O Apply |2025/04 ~| 2027
() Apply [2025/04 ‘ ‘Z(E Hours of the day each flow level applies
_ — o1 02 03 04 05 05 CUR o] 11 [12]12]14[15] 16| 17| 12 [RERETNEI R E X
O Apply |2025/04 | |2027 7] Lol ilizlizlislis el ie] B
O Apply [2025/08 ] [2027
—__ . Ok
O Apply [2025/04 | |2027
O apply (202504 ~| (202703 ~|fo ~|fo ~ffo [ <~ v
O apply (202504 | (2027703 | o ~| o v|fo || v| | v
O Apply [2025/04 | (2027/03 ~[ o ~|Jo  ~||0 ~ an

Figure 7.8: Special rules

7.7 Data visualizer /modifier

The “Data visualizer/modifier” is designed to provide the user with refined control over the
hourly and monthly input data. This tab is divided into three sub-tabs: “Hourly data”,
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“Monthly data”, and “Results scanner”. The “Hourly data” and “Monthly data” sub-tabs
allow for both reading and writing data, whereas the “Results scanner” only allows the user to
read the data and is designed to perform a “quick check” of the model results. The “Monthly

data” is not implemented yet but will be available in a future version of

7.7.1 Hourly data

The “Hourly data” sub-tab allows the user to view and edit input hourly data,as well as visualize
model output data (Figure . The primary purpose of this module is to enable the user to
specify fixed hourly releases over selected time periods. The user begins by defining a time
window and choosing between two data sources: “User Specified” or “Output Results”. “User
specified” data include load, price, but also user-defined power and non-power releases. “Output
Results” refer to model-generated hourly outputs such as power generation, turbine releases, and
non-power releases. The user can then select one or more data types, along with their associated
plant (if applicable), and the corresponding trace, price, and load scenarios. To deactivate a
data item, the user simply leaves the “Datatype” field blank.

&) crisppy = (m] X
Casestudy Help

Current case: C:/CRiSPPy/My_case_study Saved Save

Case Info Datalmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Hourly data Monthly data Results scanner

From |April | 2025 v| To |March v | 2027

Trace Price Load Plant Datatype Color

0 ~| [o v| |0 v| |6 | | Power release (cfs) v| -
0 ~| [o v| [o | [ec +| [Non powerrelease () | [
O | O ] | '
CO O O ] | o |
T O § O < | -/
0 |D 2 o - v ‘ ‘ -
o b b~ | gl |
0 <] [o - lo - “ | “] -

Show profiles © Lines () Stacked areas

View data Modify data Import from USER

List hourly specified data Delete all specified data

Figure 7.9: Viewing and editing hourly data
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The selected data can be visualized using the “Show Profiles” button, with plots displayed
either as lines or stacked area charts, depending on the user’s selection. The color of each line
or area is specified via the “Color” field. The “View data” button opens a read-only tabular
file displaying the selected hourly data and is available for both input and output data. The
“Modify data” button opens an editable tabular file that allows the user to modify and save
input data; this option is only available for “User specified” inputs. Once the editable table is
closed, any modifications made to the hourly data are automatically imported into the
case study. “Import from USBR” functions similarly to “Modify data” but additionally pre-
populates selected turbine and non-power release profiles with hourly data retrieved from the
[USBRI database.

The “List hourly specified data” button displays a summary table of all user-defined profiles,
including their associated start and end dates. The “Delete all specified data” button removes
all user-specified profiles from the case study.

7.7.2 Results scanner

&) crisppy - o %
Case study Help
Current case: C:/CRiSPPy/April 2025 24MS week  Saved Save

Case Info DataImport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Hourly data Monthly data Results scanner

Hourly releases HFE profiles
Plant |GC v Duration range in hours (XXX - XXX)
Number of profiles Mumber of profiles
Maenth |— Maonth
Date range (YYYY/MM - YYYY/MM) Date range (YYYY/MM - ¥YYYY/MM)
Trace range (XXX - XXX) Trace range (XXX - XXX)
| Scanresutts | Scan results

Figure 7.10: Results scanner

The “Results scanner” sub-tab allows users to quickly review the outputs of the hydropower
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scheduling and high-flow shaping models (Figure . For hydropower scheduling results, the
user begins by selecting a reservoir and specifying the number of profiles to display. These
profiles can be filtered by month (e.g., “January”), date range, and trace range.

Upon clicking on “Scan results”, a new window opens displaying the selected hourly release
profiles, along with any applicable flow rate limits (Figure . A slider located beneath the
graph enables the user to scan through the results, which are sorted in order of increasing weekly
release volume.

@ crispry . ' '
Case study ~' "
? GC Hourly releases .
Case Info Weekly release: 135,092 AF, average rate: 9,730 cfs
Hourly daf trace: 0, load: 0, price: 0, date: 2025-05-01
20,000

Il Power release

I Non power release
17,500 A ---- Release rate limits
15,000

Date rani 12,500 A

10,000 A

Flow rate (cfs)

7,500

5,000

2,500

0 24 48 72 96 120 144
Hours

#ed bas

Figure 7.11: Scanning the hydropower scheduling model results

A similar window displays the high-flow release profiles, which can be filtered by [HFE| dura-
tion range.

7.8 Run case

The “Run case” tab is the interface through which the user can execute the data preprocessing
step, the hydropower scheduling model, and the high-flow shaping model (Figure. The user
begins by selecting the number of processing cores to allocate for the parallelized [LP| warm-start
procedure (see section . An optimization solver must also be selected. By default,

59



uses the (GLOP|solver ; however, the user also has access to the [SCIP, , HiGHS , and

Gurobi solvers. Note that Gurobi is a commercial solver and requires a valid license.

Current case: C:/CRiSPPy/April 2025 24MS week  Not saved Save

Case Info Data Import Run Case System & Operations Plants Special events Data visualizer/modifier Results

Number of cores |3 ~ Solver |GLOP
Allruns  Open list of runs  Preprocess Run all Build HFE profiles
&) Run Progress - a X
core 1 [ 50.0% - 4/8
Core2 | 00%- 48
core3 [ 25.0%- 2/8

Time spent: 00:00:10. Estimated time left: 00:00:14

Figure 7.12: Running the model

The data preprocessing phase, described in section [p.2] is initiated by the “Preprocess”
button and typically completes within a few seconds. If the user wishes to exclude specific
model runs from the hydropower scheduling process, this can be done via the “Open list of
runs” button. This option opens a tabular interface listing all model runs, where the user can
set individual entries to “False” to exclude them from execution. Clicking “Run all” launches the
parallelized [LP] warm-start execution of the hydropower scheduling model. During execution,
a “Run progress” window appears, displaying real-time status updates for each processing core
(Figure [7.12).

The “Build HFE profiles” button is part of the post processing step described in section
and is applicable only to case studies that include hydrology data with [HEFE] features.
This button initiates a parallelized [LP| warm-start execution of the high-flow shaping model, as

detailed in section [4.3.5]
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7.9 Results

The “Run case” tab is the final tab of the interface and is intended to assist the
user in retrieving both hourly model outputs and summary statistics (Figure . This tab is
divided into two sub-tabs: “Hourly results” and “Report writer”. The “Hourly results” sub-tab
contains a single button that generates a tabular file in the case study folder with all hourly
outputs (e.g., turbine and non-power releases, generations, elevations). In contrast, the “Report
writer” sub-tab is designed to support the generation of summary statistics and customized
visualizations for user-defined data types.

&) CRisPPy - O %
Case study Help
Current case: C:/CRiSPPy/April 2025 24MS week  Not saved Save

Case Info Data lmport Run Case System & Operations Plants Special events Data visualizer/modifier Results

Hourly results Report writer

Time resolution  |Month v

From 2005 /5 To 2027 /4

Traces (0 | Prices |D ~| Loads |0 |
Plant Datatype Statistic Plot Auis Color
All -~ | |SHP Load (MW) v | |Sum v| © Line O Bar O Area [ 2nd -
GC | |Generation (MW) v | |Sum v| () Line @ Bar C) Area [ 2nd -
BM | |Generation (MW) | Sum v| () Line @ Bar C) Area () 2nd -
MP | |Generation (MW) ~ | |Sum v| O Line @ Bar O) Area [ 2nd -
CY  ~| |Generation (MW) v | |Sum ~| O Line @ Bar O Area [ 2nd -
FG  ~| |Generation (MW) ~| |Sum v| (O Line @ Bar () Area [ ) 2nd -
FN  ~| |Generation (MW) | |Sum v| (O Line @ Bar ) Area [ 2nd I:l
All  ~| Energy price (S/MWh) ~| |Average v | @ Line O Bar O) Area @ 2nd -
Al ~ | |Sum ~| @ Line O Bar () Area [] 2nd I:l
Al v ~| |Sum v | €@ Line (O Bar () Area [ ) 2nd -
Al - <] [sum -] Otine OB O ara D2nd [
Graph title Generate report

First y-axis Second y-axis

Figure 7.13: Model results

The user begins by selecting a time resolution—hourly, daily, weekly, monthly, or yearly—and
specifying the time period of interest. In the current version of a specific trace,
price scenario, and load scenario must be selected. Future versions will incorporate statistical
tools to support the analysis of multiple scenarios simultaneously. Next, the user provides a
list of data types along with their associated reservoir, if applicable. Selecting “All” as the
reservoir aggregates the corresponding data type across all modeled plants (e.g., total system
generation). For each data type, the user specifies a statistical function to apply, including
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minimum, maximum, average, sum, or selected percentiles. When generating a chart, each data
type can be visualized as a line, bar, or stacked area plot, with a custom color. Data types with
different units (e.g., $/MWh vs. may be plotted on a secondary y-axis. As in the “Data
Visualizer /Modifier” tab, unused data type fields may be left blank. Before generating the plot,
the user may define a title and labels for both the primary and secondary axes. The graph title
is also used as the file name for the exported [CSV] report.
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8 Use cases

This section introduces four practical use cases of the software. The first case is an
analysis of the conducted at in April 2023 (2023 HFE). The second case is an analysis
of the bypass flows implemented at from July to November 2024 (2024 SMB). The
third case is a conducted in April 2025 (Apr 2025 24MS). The fourth case is the study
of one of the five alternatives proposed under the Post-2026 process (Post-2026 EIS). Table
provides a summary of the four use cases, including their study scope, time representation,
number of model runs, and total model run time.

Table 8.1: Summary of use cases

Case study Study scope Time Number of Total run
representation model runs time (s)
2023 HFE Apr 2023 All hours in a 1 11
1 trace month (1 core)
All plants
2024 SMB Jul 2024 to Nov 2024 All hours in a 5 20
1 trace month (5 cores)
All plants
Apr 2025 24MS Apr 2025 to Mar 2027 Representative 24 17
1 trace week (6 cores)
All plants
Post-2026 EIS Jan 2027 to Dec 2060 Representative 489,600 3,429
(CCA) 1,200 trace week (20 cores)

Only GC

8.1 2023 HFE

As discussed in section [4.3.5] [HFEE are controlled high-flow releases periodically scheduled at the
dam to mimic pre-dam flood events in accordance with the LTEMP|ROD)]framework [19,32].
One such release was conducted in spring 2023, beginning the morning of April 24 and ending
the night of April 27, with a peak target flow of 39,500 and an estimated 14 [TAF] of water
bypassed.

The 2023 [HEFE] event was analyzed in by modeling all reservoirs throughout April
2023, modeling all hours in the month to cover both [HFE| and non{HFE] periods. [HFE| hours
were defined as all hours from April 24 to April 27. During these hours, turbine and non-power
releases at [GC| were imported from records and fixed as user-specified profiles using
the “Data visualizer/modifier” module (see section . Historical monthly hydrology data
were retrieved from the [USBR] database, while the load and price profiles were imported from
the “Load and Resource” and “Daily Deals” reports, respectively (see sections

and [5.1.3)). After preprocessing, [CRiSPPy| completed the model run in 11 seconds. Hourly
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Bl GC Power release (cfs) Sum
mmm GC Non power release (cfs) Sum
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Figure 8.1: 2023 HFE

results for [GC| are shown in Figure 8.1, where releases during [HFE| hours reflect the fixed,
user-specified data, and releases during non{HFE] hours were determined by the optimization
model.

8.2 2024 SMB

The is an invasive species threatening native fish in the Colorado River below [GC] Warmer
surface water in Lake Powell, due to lower lake levels, increase the chance of these bass passing
through the dam . dam operators use experimental bypass releases of colder water to
lower the river’s temperature downstream. These {SMB]|bypass flows” aim to prevent the [SMB|
from spawning, as they need warmer water to reproduce successfully, thus helping to mitigate
the invasion. [SMB]| bypass flows were implemented for the first time in 2024, beginning on July
9 and ending on November 18.

The 2023 [SMB] event was analyzed in [CRISPPy| by modeling all reservoirs from July through
November 2024, simulating all hours within that period. Throughout the study period, non-
power releases (i.e., bypass flows) at were imported from records and fixed as user-
specified profiles using the “Data visualizer/modifier” module (see section , while turbine
releases were left unconstrained. Similar to the HFE 2023 analysis, historical monthly hydrology
data were retrieved from the database, while the load and price profiles were imported
from the “Load and Resource” and “Daily Deals” reports, respectively (see sectionsm
and [p.1.3). After preprocessing, completed all model runs in 20 seconds using 5
processing cores. Daily release results for [GC| are presented in Figure [8.2] where non-power
releases reflect the fixed, user-specified inputs, and power releases were optimized by the model.
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Figure 8.2: 2024 SMB

8.3 Apr 2025 24MS

As described in section [3] are conducted monthly by the [USBR] to determine reservoir
release decisions 24 months into the future . These monthly release decisions are then used
by [WAPA]| to forecast hourly release schedules at each reservoir.

The use case presented here is based on a with monthly release decisions specified for
all plants from April 2025 through March 2027. Since all input data are forecasted, it is not
necessary to simulate every hour of each month; instead, a typical week time representation is
used. Monthly hydrology data were imported from [CRMME] forecast outputs available in the
[USBR] database. Load profiles were obtained from the “Average Load” file, while price profiles
were generated using the hourly price generation model described in section based on
monthly price data from the “Forward Curves” files. completed all model runs in 17
seconds using 6 processing cores. The resulting monthly outputs are shown in Figure 8.3

8.4 Post-2026 EIS

As discussed in section [I at the time of writing this report, is preparing a Post-2026
[EIS| to evaluate long-term operational strategies for the [GC| dam and Lake Powell, following the
expiration of the current guidelines in 2026 . The ongoing analysis focuses on five alternatives
over a 34-year planning horizon (2027-2060) and spans 1,200 hydrology traces.

The use case presented here is based on the |[Cooperative Conservation Alternative (CCA)|
one of the five alternatives under consideration. Due to its wide scope, the [CCA] alternative
includes 489,600 model runs. As with the 24MS] a typical week time representation is used to
balance resolution and computational efficiency. Monthly hydrology data were imported from
[CRMMS] forecast output files provided by [USBR] The data include 26,618 [HFE] events, which
are distributed across the model runs and specified by release volume, duration, and peak flow
rate, rather than detailed hourly profiles. Load profiles were sourced from the “Average Load”
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Figure 8.3: Apr 2025 24MS

file, and surrogate price profiles were generated based on the load profiles.

Unlike the previous use cases, a subset of runs in this analysis was found to be infeasi-
ble during preprocessing. Specifically, 7,543 runs (1.5%) were flagged for exceeding maximum
flow constraints, and 26,548 runs (5.4%) violated minimum flow constraints relative to monthly
release targets. These infeasibilities were automatically detected and corrected during the pre-
processing phase by the infeasibility detection model and sub-minimum flow shaping model,
respectively (see sections {4.3.3 and [4.3.4)). Since only was modeled, and the infeasibility
corrections fully determined the release schedule for affected runs, the 34,901 model runs were
discarded from the run batch.

completed the remaining model runs in 3,429 seconds (under one hour) using 20
processing cores. In the post-processing phase, the hourly release profiles for the 26,618 [HFE]
events were computed in just a few seconds. Overall, the case study produced over one billion
hourly output values, including power releases, non-power releases, and power generation. These
performance levels were made possible by the parallelized [LP] warm-start strategy described in
section
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