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ULT for HPC Applications
The opportunity:

Matrix factorization (ILU, LU,
CHOL), Direct Solvers, MD,
Graph algorithms

=

‘ CHAPEL
=

=/



ULT for HPC Applications

Asyncs, jthreads, processes, futures, coroutines, pthreads, tasks,
fibers, kernels, agents, actors, executors, senders-receivers

- We need domain-specific interfaces that target abstract machine models (a la Kokkos)
« Important: task-parallelism benefits from light-weight units of work (task)

ThreadOps-bench EEm FORKJOIN Application

blake.sandia.gov e YIELD
Intel(R) Xeon(R) Platinum .
8160 CPU @ 2.10GHz Programming Model
16 threads, normalized to

10*

g 1 thread
§ ULT/AMT API (CULTS)
E 10°
,_ ] Thread/Pool Context
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g Scheduler Sync
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] Pthreads / OS
Pthreads ULT(Qthreads) ULT(Argobots) CC NU MA Hardware

Threading Implementation
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P/ Qthreads

“An API for Programing with Millions of Lightweight Threads”

B Qthreads [ gthreads Public

fork 30  ~ Yy Star 146
<> Code ( Issues 16 11 Pullrequests 3 ® Actions [ Projects [0 wiki © Security
¥ main ~ Gotofile  Addfile~ About

Q‘ janciesko Update README.md ...

P OO RFREFEREETR

Lightweight locality-aware user-

X onDec 16,2022 O 4,410 level threading runtime.

@ www.sandia.gov/qthreads/

.github/workf... Change master to main in CI 10 months ago
config merging main into branch to ad... last year snl-prog-models-runtimes
include Merge pull request #119 from ja... 4 months ago 0 Readme
man incorporate RUNTIME_DATA_SI... 4 years ago & View license
146 stars
scripts Improve distrib gen script 4 months ago .
® 12 watching
src Make stack size in number of w... 2 months ago % 30 forks
test Add return value in inner functio... 2 months ago
userguide Remove step of checking out us... 3 years ago Releases 12
dir-locals.el first stab at a .dir-locals.el for g... 4yearsago Q) 118
on Sep 23, 2022
.gitignore guard context switch of neon ve... last year
+11releases
aitlab-ci.vml added aitlab-civml. not sure if i... 7 vears aao

FunHPC:

Functional HPC Programming

Publications

To cite Qthreads:

Richard Murphy, Douglas Thain. In Proceedings of the 22nd IEEE Internat:onal Parallel & Distributed
Processing Symposium Workshops (IPDPS ‘08, in the MTAAP ‘08 workshop), |EEE Press, 2008.

Related Papers:
« Scheduling Chapel Tasks with Qthreads on Manycore: A Tale of Two Schedulers (2. Noah Evans,

Stephen Olivier, Richard Barrett, George, Stelle. In Proceedings of the 7th International Workshop on
Runtime and Operating Systems for Supercomputers (ROSS 2017), ACM Press, 2017.

« Kokkos/Qthreads task-parallel approach to linear algebra based graph analytics & . Michael
Wolf, H. Carter Edwards and Stephen Olivier. In Proceedings of the 2016 IEEE High Performance
Extreme Computing Conference (HPEC 2016), |EEE Press, 2016.

o Early Experiences Co-Scheduling Work and Communication Tasks for Hybrid MPI+X
Applications . D.T. Stark, R. F. Barrett, R. E. Grant, S. L. Olivier, K. T. Pedretti and C. T. Vaughan.
In 2014 Workshop on Exascale MPI (ExaMP| 2014) at SC14, IEEE Press, 2014.

« Scheduling Task Parallelism on Multi-Socket Multicore Systems 2. Stephen Olivier, Allan
Porterfield, Kyle Wheeler, and Jan Prins. In Proceedings of the 25th International Conference on
Supercomputing (ICS'11, in the ROSS'11 workshop), ACM Press, 2011.

« Implementing a Portable Multi-threaded Graph Library: the MTGL on Qthreads (2. Brian Barrett,
Jonathan Berry, Richard Murphy, Kyle Wheeler. In Proceedings of the 23rd IEEE International Parallel
& Distributed Processing Symposium (IPDPS ‘09, in the MTAAP ‘09 workshop), |EEE Press, 2009.

[1] https://github.com/Qthreads/gthreads

[2] https://join.slack.com/t/gthreads/
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MPICH

OPEN MPI
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. chreads

« Locality

- FEB

« Schedulers

«  Blocking Action
« Context Swap



https://github.com/Qthreads/qthreads
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MPC Framework

s MPC (Multi Processor Computing)
m Features MPI & OpenMP Implementation

m Implements user-level threading scheduler and interoperability

= Architecture

T Y1 D s T 1 e R :
” 7 ’ : us!n—uvzl}nnml;scusguul! o ’
§ INTER-PROCESS COMMUNICATION MODULE

THREAD/NUMR-AWARE MEMORY ALLOCATOR

KERNEL THRERD KERNEL THRERD
[PTHREAD) (PTHREAD)

KERNEL THREAD
[PTHRERD)

KERNEL THRERD
[PTHREAD)

OPERATING SYSTEM

[
=
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=
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COMPUTER'S NODE
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"~ Many common building blocks
among ULT/AMT libraries

o Externalize common functionality like
context swap

> Improve code quality

- Develop towards common prog

model frontends (C++ stdlib, HPX,
Chapel)

Collaborators:

4 ” Better code: Common ULT Substrate (CULTS)

1/5

Application

Programming Model

ULT/AMT API (CULTS)

Thread/Pool

Context

Scheduler

Sync

Pthreads / OS

CC NUMA Hardware
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” Better interop: LIBULT and MPI_TASK_MULTIPLE 215
OpenMPI and MPICH support ULT/AMT  Collaborators: Others:

libs

> Qthreads and Argobots are supported

o Configure options

> Developer needs matching MPI for this

app
o Pulls in ULT/AMT lib specific codes

Develop libult as a generic ULT/AMT

interface so MPI can be configured for

ULT support (vs. Ptheads)

o Which  particular  ULT is wused is
determined at application compile time

o Potentially add MPI_TASK_MULTIPLE

- O Iyt [N
@ labortores @ Argonne T Y KNOXVILLE

——with-thread-package=package NMP|CH
——with-argobots=[PATH]
—with-argobots—include=PATH
——with-argobots-1ib=PATH
Open MPI

——with-threads=TYPE Specify thread TYPE to use. default:pthreads. 01
options are qthreads and argobots.
—-with-argobots=DIR Specify location of argobots installation. Erroi
argobots support cannot be found.
——-with-argobots-1libdir=DIR
Search for argobots libraries in DIR
——-with—-qthreads=DIR Specify location of qthreads installation. Erroi
gthreads support cannot be found.
——with—-qthreads-1ibdir=DIR
Search for gqthreads libraries in DIR

Note: Use ompi_info --config to see your MPI
configuration



/.
3 Event-orientation in MPI: MPI Continuations :

Chapter 16 .

Completic 1 Continuations

~ Allows to attach callback functions to MPI
operations

10

Some applications may need to handle large numbers of requests or require fast reaction
to the completion or cancellation of an MPI operation. The reaction to the completion of

1

. S | b d . 2 O 2 3 an c:pemtiou can be eoql)ru‘:sed a.sps continuati | ;. i nt re, void sdata) ¢ OpenMF
tf 101 is 1 ; omp_event_handle_t t = (omp_event_handle_t) data;
pec proposa to be votea on In : SRS RMENEERE, 1 | ot e, e - (oR_ et pande.) data
alleviates the need for the application to mans 4 return MPI_SUCCESS;
’I 2 fast reaction to state changes. e
Continuations are atfached to either a sit 7 MPI_Request cont_req;
s r -th e Y 8 MPIX_Continue_init(MPI_UNDEFINED, @, MPI_INFO_NULL, &cont_req);
. and reg with a & T 9 MPI_Start(&cont_req);
type of persistent request that has to be initi 10
. Makes OpenMP int Kk (sort e
a eS e n I n e rO WO r SO O be used to test or wait for the completion of : sﬁgfglgfv:?‘ﬁc,dzorve!z?:r:?g Qyi’ﬁejetod‘(even() PrOdUCEI’
- - - 13 | {
qi ! once all ¢ ns registe MPI_Request req;
ization and compl i int flag;

MPI Cont’ can replace task offload to
communication theads in HPX and others

Polling vs callback in interop?

continuations. How
at any time.
Continuation 1
voked once all conti
to a non-persistent
not be used to test
of persistent reque
continuation callba

o ion r 1

1
Some applications may need

the completion of an operation 2
function provided by the applic:
2

detected.

2
Continuations are attached to ¢

and registered with a continuz

MPI_Irecv(&value, 1, MPI_INT, 1, 0, MPI_COMM_WORLD, &req);
MPIX_Continue(&req, &callback, (void %) event, \
MPIX_CONT_PERSISTENT , MPI_STATUS_IGNORE, cont_req);
comm_started_flag = 1;
}

?pragma omp task depend(in:value) consumer

assert(value == REF);

#pragma omp task shared(comm_started_flag)

polling

12
3
14
15
16
17
8
19
asynchronous reaction to the c 2?
2
23
4
25
6
27
28
9
30

is undefined. request that has to be initialized

Collaborators: TRt pvact | [ SR
° . todl N withitt 32 MPI_Test(&cont_req, &flag, MPI_STATUS_IGNORE);
is repeatedly callin 33 }
T request has to be started to ena 3, #pragna onp taskyield /xpotentially noopk/
t! testing or v pe registered with a valid contin 35 } while(!flag);

Sandia THE UNIVERSITY OF When at i 3% 13
@ Nationial TENNESSEE will be filled befon  Continuationrequests themselv 3/ #9799 °1% T T
Laboratories KNOXVILLE Argonne MPI_STATUS[E]_IC all continuations registered with it have been d. Attaching a to a non-
persistent request returns ownership of that request to MPI, i.e., the request may not be used to
Example 16_'1 test or wait for the completion of the respective operation. The ownership of persistent requests
Pprocesses. By using s returned to the application at the start of the execution of the continuation callback. The
receive operations  outcome of attaching more than one continuation to a request is undefined.

the continuation re

int flag = 0;
do {

NATIONAL LABORATORY

Continuations can be executed by any thread calling into MPI or by a restricted set of threads
Example 16.1. 1 belonging to the application and testing or waiting on the associated continuation request (see
ECP De”Ve ra ble 2022 A continuation is ¢ Section 16.1.1). When attaching a continuation to a request, a status object may be provided,
N which will be filled before the continuation is invoked. The application may pass
both operations a1« \p|_STATUS[ES]_IGNORE instead of a status object or status objects.
descriptor is releas

https://github.com/devreal/ompi/tree/mpi-continuUe-MasSter | asd e the contimtion request, respoctively:

#include <mpi.h>

https://github.com/mpiwg-hybrid/hybrid-issues/issues/6



https://github.com/devreal/ompi/tree/mpi-continue-master
https://github.com/mpiwg-hybrid/hybrid-issues/issues/6
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/VCI—(Resource—)Aware Task-scheduling

Match performance of MPI-everywhere if scheduler serialize
contending tasks on V(|

4/5

Pthread 2

MPI_Isend

Pthread 0 Pthread 1
MPI_Send MPI_Recv MPI_Send
N T

Pthread O |{{Pthread O] |{|Pthread O} l||Pthread O
MPI_Send MPI_Recv MPI_Send MPI_lsend
1 | | 1 1
Comm Comm Comm Comm
Resource Resource Resource Resource
MPI MPI MPI MPI
Runtime Runtime Runtime Runtime
Process Process Process Process

MPI Everywhere (MIPI_THREAD_SINGLE)

©7

Y
I Comm Resource I

MPI Runtime

Process

MPI_THREAD MULTIPLE

SendRecv (Message Size = 1B)

’ 1000
\ .

Collaborators:
San_dia THE UNIVERSITY OF —
(R)En. WYTENNESSEE 48

l Come back: offloading l
ULT 1
PI_Recv MPI_Send
(V/( 1is_used]_ VCl 2 is used
I VCI 1 | VCI 2
Worker 0 Worker 1 Worker 2
Pthreads Pthreads Pthreads
MPI Runtime
Process

m 120

MDI THREAD_ML

100

Message Rate [M/s]

# of entities (threads or processes) / node

—&— MPI Everywhere
—&— Pthreads (with VCI)
-

Message Rate (M/s)
=

>

»/&

10 15 20 20

—&— Pthreads (without VCl)

Pthreads (with VCI, nolock)

Modified pt2pt_msgrate / JLSE gomez (UCX)

[This needs many small

engineering fixes.

0 2 4 6 8 10 12 14 16 18
# of parallel entities (threads or processes) per node ﬂ
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” Device-initiated Communication

Two APIs: RMA or Partitioned Communication
- What is the usage model in a kernel?

Bandwidth(MB/s)

User-level threading (ULT) +

Partitioned Communication (Basic)

*Buttor size (k8) e
Blake, x86, UCX, OMPI 5.0.X, Pthreads, 1- Blake, x86, UCX, OMPI 5.0.X, Qthreads,
128 partitions, 1:1 P2T 1-256 partitions, 1:1 P2T

« MPI Partix: “Bench1”, 16KB-2GB buffer
Size, 1:1 partitions to task mapping
o o DO&uﬂerslzL;EKB) o * - 0% o0 o = :

000 001 010 o0
Buffer size (KB) 1

Blake, x86, UCX, OMPI 5.0.X, OMP
Task, 1-256 partitions, 1:1 P2T

https://github.com/sandialabs/MPI-Partix

Kokkos + -
RMA/PC (Kokko : :
Remote Spaces.
Project)
« CGSolve i &

3D CG-SOLVE Single-node Performance
NX=300, Lassen LLNL, 1 node, 1-4 V100

m KOKKOS REMOTE ~ ® KOKKOS REMOTE LS~ m MPI+CUDA

3000 1000

One NV-link complex Two NV-link complexes
2500 2238

2093 200
2000 1761
§1soo == g™
= 1144 S
o 400
1000 816 804
567
~ il ml -
o 0
1GPU 2GPUs 4GPUs

5/5

[ Kokkos Remote Spaces ]

‘Abstractions / APIs'

Kokkos || PGAS lib
2
ore NVSHMEM |openskmem| MPI |-+«

[ 0S / libs |

PEO
subview
dim0
3D CG-SOLVE Lines of Code (LOC)
Code break down
m Computation m Communication
320
610

160
0

KOKKOS REMOTE MPI+Cuda

https://github.com/kokkos/kokkos-remote-spaces
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Conclusion & Future

m Works

|
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Conclusion (brief)

‘ Application
‘ Programming Model

= Roadmap ULT/AMT libs @ NNSA and CEA lTh,;;j;j:Tﬁ'“g;;z; |

[ Scheduler | [ sync |

= |ncrease code quality and reduce maintenance _ vescs/08 |
= Common ULT Substrate (CULTS) I
= No API lock-in ° ——,‘J#
= Expose through established interfaces (OpenMP, Chapel, MPICH
HPX, stdlib) CTREN BN
= Play nice with others /éZApEL
= |nteroperability with MPI and non-cooperative APIs =/
= Be relevant "kokkos

= Work on GPU stuff (RMA and PartCom on GPUSs)

= Could constrained task-execution (aka dataflow) be a thing? e &

= 144 CCNUMA Cores on GH - how to use that? A FERESSHE
Argonne

Contact:

CEA/NNSA Meeting - J Ciesko & A. Roussel adrien.roussel@cea.fr, jciesko@sandia.gov Jungo220é 15



mailto:adrien.roussel@cea.fr
mailto:jciesko@sandia.gov

Tl

your attention

Questions?

Thank you for

Adrien Roussel, PhD

adrien.roussel@cea.fr

jciesko@sandia.gov

MPC Team
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7 Qthreads

“An API for Programing with Millions of Lightweight Threads”

& Qthreads / qthreads ' public

< EditPins ~ ® Unwatch 12 ~ % Fork 30 -

<> Code () Issues 16 11 Pullrequests 3 () Actions [ Projects [0 wiki @ Security
# main ~ Go to file Add file ~ About

Lightweight locality-aware user-

a‘ janciesko Update README.md .. X on Dec 16,2022 9 4,410 level threading runtime.

B _.github/workf.. Change master to main in Cl 10 months ago & www.sandia.gov/qthreads/

snl-prog-models-runtimes

M config merging main into branch to ad... last year
M include Merge pull request #119 from ja... 4 months ago 0 Readme
B man incorporate RUNTIME_DATA_SLI... 4 years ago g View license
Y 146 stars
M scripts Improve distrib gen script 4 months ago .
® 12 watching
| src Make stack size in number of w... 2 months ago % 30 forks
M test Add return value in inner functio... 2 months ago
M8 userguide Remove step of checking out us... 3 years ago Releases 12
[ .dir-locals.el first stab at a .dir-locals.el for g... 4 years ago © 118
on Sep 23, 2022
[ .gitignore guard context switch of neon ve... last year
+ 11 releases
M  _aitlab-civml added aitlab-ci.vml. not sure if i... 7 vears aao

¢ Star 146 -

Publications

To cite Qthreads:

» Qthreads: An API for Programming with Millions of Lightweight Threads . Kyle Wheeler,
Richard Murphy, Douglas Thain. In Proceedings of the 22nd IEEE International Parallel & Distributed
Processing Symposium Workshops (IPDPS ‘08, in the MTAAP ‘08 workshop), IEEE Press, 2008.

Related Papers:

¢ Scheduling Chapel Tasks with Qthreads on Manycore: A Tale of Two Schedulers £ . Noah Evans,
Stephen Olivier, Richard Barrett, George, Stelle. In Proceedings of the 7th International Workshop on
Runtime and Operating Systems for Supercomputers (ROSS 2017), ACM Press, 2017.

o Kokkos/Qthreads task-parallel approach to linear algebra based graph analytics 2. Michael
Wolf, H. Carter Edwards and Stephen Olivier. In Proceedings of the 2016 IEEE High Performance
Extreme Computing Conference (HPEC 2016), IEEE Press, 2016.

o Early Experiences Co-Scheduling Work and Communication Tasks for Hybrid MPI+X
Applications . D. T. Stark, R. F. Barrett, R. E. Grant, S. L. Olivier, K. T. Pedretti and C. T. Vaughan.
In 2014 Workshop on Exascale MPI (ExaMPI 2014) at SC14, |EEE Press, 2014.

¢ Scheduling Task Parallelism on Multi-Socket Multicore Systems £ . Stephen Olivier, Allan
Porterfield, Kyle Wheeler, and Jan Prins. In Proceedings of the 25th International Conference on
Supercomputing (ICS’11, in the ROSS11 workshop), ACM Press, 2011.

o Implementing a Portable Multi-threaded Graph Library: the MTGL on Qthreads [ . Brian Barrett,
Jonathan Berry, Richard Murphy, Kyle Wheeler. In Proceedings of the 23rd IEEE International Parallel
& Distributed Processing Symposium (IPDPS ‘09, in the MTAAP ‘09 workshop), |IEEE Press, 2009.
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Qthreads API

182 functions

in 16 areas
* 6 concepts

Qthreads
Locality
FEB

Schedulers

Blocking Action

Context Swap

gt teom parent i

Aurns the 's parcat’s umique 1D number

| Laps Description Mmap 56|aalloc_checkpaint. [locks an address, and may block [hread 1119 [asead _finalize terminate all qthreads and free library data stoctures
| Arrary 1 |qaeay_create allocate a runtime distributed array 57 qulloc_clenup unmaps all memory maps 120]amsead_disable shepherd emable or duable a shepherd for thread scheduling
3 Loy resta. configored allocate a N istributed array 58[qalloc_gynfree return an allocated block o the map 121 Ja®oad_disable worker |emable or disable a worker for theead scheduling
R 59|qalloc_gynmatioc allocates memory from the specificd map 122 aead_distance returns the distance between shepberds
3 qarmay_creste_tight allocate & reatios distributed array 50]aaloc e return an allocated block to the map (123 aovead_debupont returns status informaton from the runtime
| evoy 8 distributed array 61aulloc loxdmap ereates or loads a map file Jasad_cxhatine resarns the cache line size
S |qarmay_dist_like redistribute a qarray to maich another garray 62|qalloc_makedynmap [creates or loads a map file 1125 [awead init initialize the gthread Bbrary
6|qamay_ddem return a pointer to a distributed array element 3 eitioc malasasip creates or loads o map file (126 cvend nisaize mitialize the qthread Bbrary
7| qamay_dem_migrate return a pointer to a distributed array element 64 |aalioc_malloc allocates memory from the specificd map 122 ateved_migate_to relocate a ghread o the target shepherd
8qamray_dem_nomigrate return a pointer to a distributed array element 65 all return an allocated block 1o the map 128 ]awwend_num shepherds retarns the mamber of shepherds
9| qarray ster terate through a distributed array i from e tpoch ﬁ 3.':“"'""‘ :::lehm-ku: ::-::"
[ | caneioon i i el e K] e * = ,LW,,,,,_‘,“ (131 amvesd_yied release the CPU, allow other qthreads 1o run.
11 |qarray._jter_loop iterate through a distributed array ek pasea o 1o the shell [132]qmsead_worker resurns the qhread's current woeker's stable 1D
12|qaray._iter_Joop_nb terate through a distributed array 70[at begn_blocting scson indicase blocking operations to the rustime 1133 | ashovad_worker_unique resurns the qéhwead's current woeker ID
13| qarray._iter_Joopaccum itcrate through a distributed array 71| qt and_ plocking acsen indicase blocking operations o the ruatime [13¢]amvend stackieht retarns the amount of space left in the thread's allocated stack
14 |qarray_set_shepol locate a distributed array element 22]at wait wait for e " 1135 |ashead_spawe spawn a gthread (task)
15 |garmay shepot locate a distributed array clement Dicsonary | 73[at dicsonary creste [allocate a concurrent dicionary e reeurns sabms informeiion from ihe runtine
Aoy Ops | 16at double max find the maximam value within an array i parallel 74| dicsony. ceee remove a keyvalus par from the dicsionary AL e el et
17]at double_min find the minimum value within an array in parallel 75|t dicsoney_destoy deallocate a concurrent dictiosary i :j.. o Rz -::. 5 ‘.m'::"k 2o
18|at double_prod multiplies an array in paralicl : . ficionry mnd z’:"‘: m’:_:"‘:‘"“““ ot (10| ctvesd size, smbdocal revarns the mumber of byes allocated for task-local data
19]at double_sum 2dd up an array in parallel 4 M‘"’““‘"‘-“ e sttt ey f 161 amsead_somns_sheps resurns a list of other shepherds, sorted by their distance
20|qtuint max find the maximum value within an array in paralle] B g L e R dict e 142 |amewad_sorted_sheps_nemote  Jretarns a list of other shepherds, sorted by their distance
21|qtUnt min find the minimum value within an array in paraliel 80|at dicsonuy_ftersor desvoy  |deallocate a qu_dictionary_iterator 143 Jawwead_fork spawn a gthread
22[atint prod multiplies an array in paraliel 81 ot dicsonuy e squals  |compare two itcrators 1a8]ahoed_fod pescond D e
23)at int sum s an S rre b paraliel 82t dicsonay, fersoe get retricves the indicated cotry in the dictionary ‘f’-""‘-:‘-"“""-” """‘"“":
s 24]aut_double max find the maximum value within an array in parallel 53]t fcsonmy vt retvieve the current valu and advancs the meraioe s et ety
25[qutil_double_min find the minimum value within an array in parallel 84 [at dicsonary_put retrieve the current ".'!' uhlvun the erator E amed_fork to = pawn s qiresd
26|qutil_double mult multiply an array in paraliel e e (149 amead_ensbie shephent [enable o disable a shepherd for thread scheduling
27|qutil_double_sum |add up an array in parallel Time ': Y. :‘:‘: Kot 150/ ashvead lenable or disable a woeker for thread schedlin
28|qutl_jnt_max find the maximum value wihin an array in paralle] :' :::-“"’ mn:". :::' A Pl o 151 a0 :‘; t:::- address -:. cither :-w'w '?:' .
29quil_jnt min find the minimum valuc within an array in parallcl o e s R R e . - r«um'humu.m o seotie
30|qutil_int_mult multiply an array in paralicl 90|qtimer_start startitop a qtimer Gming ﬁ:.:l: zw.‘:::m “:m:
H ] dd wp eawerey n paraiel 2ijqemer sop (tsiop timing [155] atvesd_witess_const waits o the dest o be empty, then fils it
32[qutil_meresort sorts an array of doubles in parallel Reductions | 92(at sine creste. allocate andlor initialize a sinc 1156 |qmsead _wrines fills an address with data
33[qutil_gsont sorts an array of doubles in parallel 93[atsine_destroy |deallocate and clean-up a sinc 5 1157 | athoead_wrise_const 1ills an address with data
34 quul_uintmax find the maximum value within an array in paralle] 94[atsine epect increase the mumber of expecied submissions (158 asead_synciar_empty sets the given syncvar  either "empty” or "full”
35 quti_uintmin find the minimum value within an array in paraliel 95 atsinc_fink deallocan and cheec-up 8 shne 15| convead _syncva sl sets the given syncvar o either "empty” or "full”
36 auel_uing mott amltply an arrey in perael 96 |atsine_init allocate andlor initialize a sinc 1160 ashovad _syncvar_mad e [waits for the syncvar 1 be full, then copics is data and emptics
4 97[at sine_reset restarts a sinc 1161 |ashwead _syncvar_read e ‘waits for the syncvar to be full, then copies its data
37 |qutil_uint sum add up an array in parallel 98|atsine_submi R, R S s e Py s G ey
38qthread_dincr stomically increment a value 99 gt sine wait ubenitic E.‘_“ - waits for the dest syncvar 1 be empry, then fills it
39)at alipairs computes 3 given function over all pairs of o 100|at poit [synchronous 1O multiple-xing (164 amvesd_syncvar writees_const  [waits for the dest syncvar 1o be empty, then fill it
Queue 40|qdqueue_create allocate a distributed queue 101 |at presd read mput 1165 |amead_syncvar_writef fills a syncvar_t with data
41]adquese_dequeve remove an element from a distributed queue 102 atwite write output 166 cmomad_syncvar wrief_comst  [Millsa syncvar_t with data
42|adqueve destroy |deallocate a distributed queue 103 {qt rend read input - 1167 |athead feb_bamier_crese |manipulates FEB-based barriers
i | e e i ad asue e sty 104]at sebect [168]omsead feb bater deswoy  [manipulates FEB-based barriers
a4]qdquene mquene [append an element 1o a distributed queue e e o :;-::-’" "”“":: ::::: :_":
45]odquese maueme e append an element to a distributed queue s i ﬁ by J_n"' S e e i T e
46 [qlfqueve_create allocate a lock-free queue dds 72| aonad_lock lock or unlock an address
47[qlfqueve_dequeve remove an clement from a Jock-free queue |allocate a loop queve handle 1173 |athead_unlock lock or unlock an address.
48[alfqueve_destroy |deallocate a lock-free queue Jallocate a loop queve handle. 1174 [qmead_cas |atomically compare-and-swap a value
49/alfqueue_empty test whether a lock-free queue is empty Shere 1175 |athowad cos_ptr |asomically comparc-and-swap a value
o b et zetrie B et
5 iy e quese_crese allocate andr initialze a stion qucue
vem pool | 51[apeol_alloc stocate memory froma disributed memory pool o, ’E P bt wh,m‘m"f‘w“ e
S2|qeoolmen allocate & distributed memory pool Tam  [125]atsmem,_crteat section marks a region of codo fhat naust not be interrupted by & curcka (170 asead_queve Join eater a quewe and block until the queue is released
53[apool_create._aligned allocate a distributed memory pool L1136t ewm_eurska signals a cureka moment 180/ convead_queve Jengh retarn the leagh of the queue
54 |qpool_destroy a distributed memory pool 117t oo jd returns the current seam’s unigoe 1D mumber 181 |amovad_queue_seume st activate the tasks in the queue for scheduling and execution
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/" Qthreads Usage
%

- Supported on most Prominent use cases:
platforms ~
* One sub release per year ,f‘e"*x =
(v1.18 latest) ,—:J#} C'\
3 !, cCHAPEL
« 10 papers published \M’ =)

+ GitHub Repo [1]: 146 orenMPL  MPICH

Stars, 30 clones pM, 100

views pM

- Package includes man { { 2 2
pages, unit tests, [ 4— N2 Sk | | ] |
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« Slack channel [2]

[1] https://github.com/Othreads/gthreads
[2] https://join.slack.com/t/gthreads/ n



https://github.com/Qthreads/qthreads
https://join.slack.com/t/qthreads/shared_invite/zt-1o1y5a1s1-QZg6fShaYIK7WXgXeXDQhQ

MPC Framework

s MPC (Multi Processor Computing)
m Features MPI & OpenMP Implementation
m Implements user-level threading scheduler and interoperability

ey

Muiti-Processor computing

m Task-based parallelism
m Low overhead
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COde Example: LULESH /* Internal MPI request progression */

int MPIX_Progress(MPI_Request * request)

s MPI+OpenMP Implementation ‘ int completed;

oL MPI_Test(request, &completed) ;
s MPI Encapsulated within OpenMP Tasks it (completed)

m CPU <> GPU Transfers through “target data {
update” }

= Cooperative Communication Progression ’
m Task switching until communication is

omp_fulfill_event(request->omp_event) ;

int MPI_Wait(MPI_Request * request, MPI_Status * status)
{

COmpleted if (omp_in_explicit_task())
. . . {
u AVOId busy Waltlng In taSkS /* notifies OMP that we are within a send-task */*
1 # pragma omp task depend(inout: x) omp_in_send_task();
2 A : : :
. /* block current task until the event is fulfilled */
3 /* some work that may write X */ omp_task_block(request->omp_event) ;
4 MPI_Isend(x, ..., req); }
5 /* some work independent from x */ else
6 MPI_Wait(req); {
7 /* some work that may write x  */ /* Standard MPI_Wait implementation */
8 } [...]
9 }
10 # pragma omp task }
* i *
CEAND 11 { /* some independent work */ } Jungo220é 22



Problem size

= 2643 elements
= 80% of the NUMA domain memory
capacity
= 20% of the GPU memory capacity
= 128 iterations

Software environment

= MPC-OpenMP with LLVM 16.x for GPU
offloading
+ OpenMPI 4.0.5

Placement
= 16 cores + 1 GPU per MPI rank

Weak scaling
= Median runtime of 10 runs
» Each version scale very well
= OpenMP tasks version significantly
improves performances due to cache

CEA/NI’\’lg,ngeminar - A. Roussel . .
= Significant performance gain with GPU

Time (in s.)

600 -

LULESH Performance Evaluation

500 -

400 {---

300 4

200 1

100 +

I MPI+OpenMP Task+Target

N IWOMP22 MPI+OMP Task+Target
BN MPI+OpenMP Task
I Original parallel for

318.83

1 8 27
Number of MPI ranks
Median time (in s.)
ranks | parallel-for | no offloading | IWOMP22 | offloading
1 565.84 325.02 309.14 209.31
8 572.45 331.09 317.91 209.43
27 581.26 333.98 212.78
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