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Abstract  11 

In this study, we present a comprehensive quantitative analysis of stability bands for 12 
dendritic arrays during directional solidification of a transparent succinonitrile-0.46 wt% 13 
camphor alloy, spanning a broad range of pulling velocities. Taking advantage of the 14 
microgravity environment aboard the International Space Station where most convection 15 
effects are suppressed, we obtain unique measurements that quantify the stable primary 16 
spacing range of spatially extended three-dimensional dendritic array structures under 17 
purely diffusive growth conditions. Through carefully designed velocity jump experiments 18 
and detailed examination of sub-grain boundary dynamics, we characterize key instabilities, 19 
including elimination and tertiary branching, shedding new light on the mechanisms 20 
governing dynamic dendritic spacing selection in extended 3D arrays. Phase field simulations 21 
are performed to characterize the stability limits of dendritic array structures for quantitative 22 
comparison with the flight experiments. Although the simulations capture general trends, 23 
significant deviations are noted at the upper stability boundary, indicating the influence of 24 
additional, unexplored factors. These findings contribute to a deeper understanding of 25 
dendritic growth dynamics and offer valuable benchmark data that could aid in refining 26 
predictive models and improving control of dendritic microstructures in metallurgical 27 
applications. 28 

Keywords: Directional solidification, Microgravity experiment, Transparent alloy, Phase field simulations, Dendritic Spacing 29 

 30 

1 Introduction 31 
 32 

Solidification is the primary step in processing most metallic alloys. The microstructure formed during 33 
this phase significantly influences the properties, performance, and longevity of metal castings. The 34 
typical and most common morphology in cast alloys is dendritic structures [1-3] which are tree-like 35 
formations with primary and secondary branches. These dendrites exhibit various key length scales, 36 
such as primary and secondary spacings or dendrite tip radius. Spacings directly impact the mechanical 37 
properties of the metal, including tensile strength, yield strength, permeability or corrosion resistance 38 
[4-13]. While the selection of a unique dendrite tip radius is unambiguously determined by the 39 
microscopic solvability theory [14-18] for a set of given pulling rate Vp, thermal gradient G and solute 40 
concentration C, the primary spacing λ shows a wide accessible range under similar solidification 41 
conditions for which the system is stable. In fact, the dynamical selection of the primary cell/dendrite 42 
spacing λ has been extensively studied both theoretically [19-40] and experimentally [20, 21, 24, 41-43 
52]. It is well-established that spatially periodic array structures are stable over a wide range of spacing 44 
bounded, for dendritic arrays, by elimination at small spacing (λ < λel) and tertiary branching at large 45 
spacing (λ > λbr).  46 
 47 
It is also known that the dynamical selection of the primary spacing within this range is history-48 
dependent [20, 25, 32, 45, 46, 51, 53-57]. In a typical Bridgman experiment where the pulling velocity 49 



Release #: LLNL-JRNL-2001408 

2 
 

Vp of the sample is suddenly increased, the initial wavelength of morphological instability λi during the 1 
transient recoil of the interface, from a planar front at rest, is typically much smaller than the final 2 
dynamically selected primary spacing. Since disordered dendritic hexagonal arrays are generally 3 
formed in three-dimensional (3D), this history-dependent spacing is not unique and exists within a 4 
dynamically selected range between a minimum and maximum spacing (λmin < λ < λmax) that is typically 5 
much narrower than the stable range (λel < λ < λbr). Furthermore, the average spacing of the array λave, 6 
which by definition also falls in the range λmin < λave < λmax, is typically closer to λel than λbr since 7 
cell/dendrite elimination is the primary mode of spacing adjustment during the transient recoil of the 8 
solidification front [52, 58].  9 
 10 
Despite the extensive literature on directional solidification, the stability limits λel and λbr of spatially 11 
extended 3D arrays have not been quantitatively characterized under diffusive growth conditions and 12 
compared to the predictions of phase field (PF) simulations that are the only current method to 13 
accurately predict those limits [58]. The main aim of the present paper is to characterize these limits 14 
experimentally by using the microgravity environment of the International Space Station (ISS) where 15 
dendritic arrays grow under purely diffusive growth conditions and to perform a quantitative 16 
comparison with PF simulations. Experimentally, we characterize the array stability limits by 17 
performing pulling velocity jumps, a method extensively used previously in thin-sample directional 18 
solidification experiments [45, 51, 59]. This makes it possible to induce dendrite elimination by a 19 
sudden decrease of pulling velocity from Vp,1 to Vp,2 < Vp,1, which causes some of the initially dynamically 20 
selected spacings at Vp,1, which must be in the range λel (Vp,1) < λ < λbr (Vp,1), to fall below λel (Vp,2). 21 
Conversely, tertiary branching can be induced by a sudden increase of velocity from Vp,1 to Vp,2 > Vp,1, 22 
which causes some of the initially selected spacings at Vp,1 to exceed λbr (Vp,2). Using this approach, we 23 
are able to characterize for the first time quantitatively the 3D array stability limits. In PF simulations, 24 
we primarily characterize the array stability limits using a computationally more efficient, albeit 25 
equivalent, method [60]. We simulate a single unit cell of a spatially periodic hexagonal array structure 26 
and determine λel(Vp) and λbr(Vp) at fixed Vp by decreasing and increasing λ, respectively, in small steps 27 
until instability occurs. We also validate these predictions with a few velocity-jump simulations.   28 
 29 
Real-time monitoring and observation of the growth dynamics at the interface is an essential method 30 
for understanding and characterizing the time evolution of the interface pattern. The use of 31 
transparent organic alloys has been introduced and widely acknowledged as metal analogs in 32 
solidification studies for more than 50 years [61-73]. These non-faceted organic compounds present 33 
interfacial properties very similar to those of metals. Most of the studies of directional solidification of 34 
transparent alloys, with real-time observation, were carried out on thin rectangular samples. One of 35 
their spatial dimensions, the thickness, is in the same order of magnitude as the characteristic size of 36 
the microstructures. The growth pattern is considered bidimensional. While it brings several 37 
experimental simplifications in comparison to bulk samples (absence or drastic reduction of 38 
thermosolutal convection in the liquid and better control of the thermal field), the study of the growth 39 
dynamics remains, however, limited. In three-dimensional geometries, with configurations closer to 40 
real metallurgy conditions, the thermosolutal convection in the liquid can disturb the diffusive 41 
dynamics on a range of length scales. These effects are particularly important from an industrial point 42 
of view. More fundamentally, the plethora and complexity of the dynamic phenomena to analyze is 43 
linked to the large number of degrees of freedom, in particular around the pulling axis, which allows 44 
the existence of several types of stationary microstructures of varying degrees of symmetry such as 45 
the formation of hexagonal symmetry arrangements. In fact, the main challenge in the investigation 46 
of solidification microstructure formation in 3D bulk samples stems from the thermosolutal convection 47 
in the liquid. The pattern formation is governed by the interplay between the moving solid-liquid 48 
interface and the diffusion in the liquid of chemical species and heat. In the Earth’s gravity the 49 
thermosolutal gradient that forms in the liquid results in convective flow which will disturb the 50 
solidification dynamics on a large scale [74-83]. Reduced gravity conditions are necessary to investigate 51 
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homogeneous microstructure growth, which has motivated solidification experiments in Space for 1 
over twenty years[83, 84]. 2 
 3 
Although a microgravity level of approximately 10−4g is achieved in the module where experiments 4 
were performed, residual convection in the melt, while minor, can still manifest as macrosegregation. 5 
While buoyancy-driven convection is largely suppressed, other effects, such as Marangoni flows, may 6 
still contribute to fluid movements under these conditions. Previous studies have shown that a 7 
microgravity level of 10−6g is typically required to achieve purely diffusive growth, particularly at low 8 
pulling velocities [79]. However, this threshold is less critical in our case, as the pulling velocities in 9 
experiments are sufficiently high to significantly reduce the impact of residual convection. 10 
 11 
The experiments presented in this paper were realized in the Directional Solidification Insert (DSI) of 12 
the DECLIC instrument (DEvice for the study of Critical Liquids and Crystallization). It is installed in the 13 
International Space Station (ISS) in the framework of a collaborative project between the French and 14 
American space agencies, CNES and NASA. It is dedicated to the real-time in-situ observation of the 15 
interfacial microstructure during directional solidification of 3D bulk samples of transparent organic 16 
alloys. The first set of experiments (DSI campaign) was conducted in 2010-2011, focusing primarily on 17 
cellular growth using a sample of Succinonitrile (SCN)-0.24 wt% camphor, which resulted in novel 18 
observations and enhancements to the numerical models of solidification [39, 60, 85-99]. The second 19 
flight campaign, DSI-R, occurred in 2017-2018 and was exclusively dedicated to the dendritic growth 20 
by using a more concentrated alloy SCN-0.46 wt% camphor. 21 
 22 
Modeling and simulation approaches play a pivotal role in understanding microstructural development 23 
during solidification. Computational models, ranging from cellular automata to phase-field, attempt to 24 
estimate and predict microstructural length scales based on phenomenological laws or fundamental 25 
thermodynamic concepts. In order to provide benchmark data for the simulations, the main objective 26 
of this work is to determine the stability band of dendritic patterns for a large set of pulling velocities 27 
Vp. In fact, no elimination instability nor tertiary branching was observed during long experiments with 28 
a single constant pulling velocity after the establishment of steady state, outside of sub-grain 29 
boundaries. To determine the limits, experiments with velocity jump were carried out. This paper is 30 
organized as follows. Section 2 is dedicated to the experiments, including a description of the 31 
experimental set-up and of the experiments used in this study. The results of the measurement of the 32 
DSI-R stability band are presented and discussed. Section 3 introduces the numerical phase-field 33 
simulation methods. Section 4 presents the results of the phase-field simulations and compares them 34 
to the experimental observations. These results consist of the stability band at steady-state conditions 35 
as well as the time evolution of the solidification front position and the wavelength of the initial 36 
breakdown. 37 
 38 
 39 

2 Bulk directional solidification in microgravity 40 
2.1 Methods 41 
2.1.1 DECLIC DSI Experimental Set-Up 42 
 43 
The DSI-R experimental campaign uses the DSI device, consisting of a vertical Bridgman furnace and a 44 
cartridge composed of a 10-mm diameter and 130-mm long quartz cylinder combined with a stainless-45 
steel volume compensator accommodating volume changes during the phase transitions. This design 46 
enables the comprehensive study of the entire development of extended 3D patterns, ranging from 47 
the initial transient to the steady state. The difference between DSI and DSI-R campaigns lies in the use 48 
of a more concentrated alloy which allows the formation of dendritic microstructures to be studied in 49 
the ranges of temperature gradients G (12-19 K/cm) and velocities Vp (0.5-12 µm/s). The cartridge was 50 
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vacuum filled (0.1 mbar) with a succinonitrile (SCN)-0.46 wt% camphor alloy. The SCN used was 1 
purified at NASA/MSFC through distillation and zone melting and characterized for purity in a vacuum 2 
sealed glass ampoule that was delivered to the experimental team members at Iowa State University, 3 
Northeastern University and IM2NP. The camphor for the flight experiment was sublimated three 4 
times at the IM2NP laboratory. The final step of the on-ground sample preparation consisted in the 5 
formation of a monocrystalline seed filling the whole crucible with a <100> direction parallel to the 6 
pulling axis. Further details about the experimental procedure are given in [100]. On board the ISS, the 7 
solidification experiments are performed by pulling the cartridge inside the thermal gradient at a 8 
constant pulling velocity for the whole solidification length or at varying pulling velocities. The 9 
apparatus allows the observation of the solid-liquid interface through three distinct optical modes, 10 
illustrated in Fig. 1. The main observation mode is the top-view (axial) observation, as shown in Fig. 1-11 
top. In this configuration, the crucible is illuminated from the bottom by a light-emitting diode (LED), 12 
and the interface is observed from the top thanks to a CCD camera. On the same axis, a He-Ne laser 13 
interferometer is also available for reconstructing the dendrite tip morphology in 3D over a depth of 14 
several hundred micrometers (Fig. 1-bottom). In addition to that, a transverse observation mode 15 
provides side-view imaging of the interface motion and macroscopic shape (Fig. 1-middle).  16 
 17 
In the DSI-R flight experiments, in-situ real time observation of one complete experiment generates 18 
approximately ten thousand grey-scale images of the solid-liquid interface. Extracting the rich 19 
information contained in the image sequences requires in-depth analysis using automated image 20 
processing methods. In this study, only top-view observation of the pattern was used and discussed. 21 
Several semi-automatic procedures were developed by our team and the details can be found in [100]. 22 
The growth direction of dendrites is mainly determined by the crystal orientation, and they 23 
predominately grow along <100> in succinonitrile due to its body centered cubic (BCC) crystal 24 
structure. Brightness variations in the 2D pattern result from parts of the tip surface that are more 25 
aligned with the optical axis appearing brighter, while the grooves between dendrites, situated farther 26 
from the optical axis, appear darker.  27 
 28 
To sum up the image processing procedures, we generate a binary mask on each axial image wherein 29 
each dendrite is individually detected and identified, enabling the calculation of the center for each 30 
dendrite. Subsequently, a Voronoi tessellation of these identified centers is employed to determine 31 
the first neighbors of each dendrite at a specific time and compute its primary spacing, represented by 32 
the average center-to-center distance with first-neighbor dendrites in top-view images. A complete 33 
description of these procedure can be found in [100]. 34 
 35 

2.1.2 Velocity jump experiments 36 
 37 
As described in [58], each experiment starting from rest using a fixed pulling velocity develops a unique 38 
primary spacing distribution. But the dynamical selection of this distribution is history-dependent so 39 
that it can be modified using different initial conditions. To establish the stability limits at each 40 
reference velocity a series of “unitary velocity jump” experiments were then performed. This method 41 
is designed to expose these different initial states to the limits of primary spacing stability. Stability 42 
limits are generally characterized by a tertiary branching instability at large spacing (λbr) and an 43 
elimination instability at small λ values (λel) and the goal of exposing these different initial states is to 44 
explore the dynamic adjustment in spacing to a specific reference velocity.  45 
 46 
In this paper, we will mainly focus on one long experiment at a constant pulling rate of Vp = 3 µm/s for 47 
the whole experiment and four experiments with a single pulling velocity jump performed in the 48 
middle of the solidification run under a thermal gradient of G = 12 K/cm. Each experiment starts at an 49 
initial velocity, Vp,1, which then increases or decreases to Vp,2 = 3 µm/s. The main steps of these 50 
experiments are schematized in Fig. 2a. Initially, the cartridge is positioned in the thermal gradient 51 
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such that the majority of the sample is liquid. At rest (Vp = 0 µm/s; t = 0 s; pulled length L = 0 mm), the 1 
solid-liquid interface is smooth and convex; after imposing the first velocity, Vp,1, the interface starts 2 
to destabilize. The dynamic breakdown is very fast and quickly forms a complex disordered dendritic 3 
pattern until slowly reaching a more ordered steady state (Fig. 2b-i). Generally, Vp,1 is applied for 30 4 
mm of solidification after which the pulling velocity is modified to Vp,2. The dendrites morphology 5 
quickly evolves (Fig. 2b-ii and iii) and solidifies for another 30 mm (Fig. 2b-iv)). Although the analysis 6 
methodology is only detailed for Vp = 3 µm/s, similar analyses have also been performed for other 7 
velocities ranging from 0.75 to 12 µm/s to determine instabilities thresholds.  8 
 9 
The pulling velocity of 3 µm/s represents a “reference” experiment as the solid-liquid interface is 10 
macroscopically flat during steady-state growth, with therefore minimal curvature influence on 11 
primary spacing evolution [58]. The macroscopic solidification front curvature depends on the pulling 12 
velocity  [58, 60]: the front becomes less convex, where dendrite tips are more advanced in the middle 13 
of the sample than the edges, as pulling velocity increases to reach a macroscopically flat shape at Vp 14 
= 3 µm/s. It then becomes more and more concave in the solidification direction as pulling velocity 15 
increases. The curvature prevents the pattern from achieving a stationary state, leading to a 16 
continuous increase of the primary spacing in the convex case and continuous decrease in the concave 17 
one, resulting from the formation of a drift velocity gradient inwards or outwards the center of the 18 
interface driven by an interplay between crystal misorientation and interface curvature [58]. At Vp = 3 19 
µm/s, the average spacing stabilizes after the initial transient stage. An image of the dendritic pattern 20 
at steady state can be seen in Fig. 2c. Four pulling rates, Vp,1, were selected: 0.75, 1.5, 6 and 12 µm/s. 21 
The objective is to study the selection of primary spacing, which includes examining the history 22 
dependence and stability limits of primary spacing. The different experiments are designated by: A 23 
(from 0.75 to 3 µm/s); B (from 1.5 to 3 µm/s); C (from 6 to 3 µm/s); D (from 12 to 3 µm/s). 24 
 25 
2.2 Primary spacing evolution and selection 26 
 27 
The long experiment at 3 µm/s with no velocity jump, presents a flat solid-liquid interface. 28 
Measurements of the spacing across the interface over time define the dynamic spacing selection, 29 
specific to this experiment, with a dynamically selected maximum λmax = 630 µm, minimum λmin = 320 30 
µm, and average spacing λave = 490 µm [58] (Fig. 4e). Since no elimination nor tertiary branching 31 
instability could be observed, these values are within the stability band but do not define its limits. 32 
 33 
Figure 3 displays the evolution of the pattern and the primary spacing maps associated to four critical 34 
steps of the solidification process in experiment A: after the initial transient (a), just before (b) and 35 
after (c) the jump and at the end of solidification (d). In this case, the interface features only one well 36 
oriented grain. For dendrites on the crucible border, the primary spacing is poorly defined due to the 37 
absence of first neighbors and is characterized on the spacing map by large domains which are ignored 38 
during the analysis. Figure 4 shows the evolution of the dynamically selected minimum λmin, average 39 
λave, and maximum λmax spacing for the four experiments A to D along the whole solidification process. 40 
The minimum and maximum spacing displayed in Fig. 4 are, at each moment, the extreme values of 41 
the spacing measured on the whole interface. 42 
 43 
The initial pattern at Vp,1 = 0.75 µm/s presents poorly branched dendrites, close to cellular 44 
microstructures (Fig. 3a), with a spacing distribution ranging from 400 to 600 µm (Fig. 4a). The dendrite 45 
branches develop slowly and in accordance with previous results [58], under the influence of the 46 
convex interface, the dendrites stretch and lead to a continuous increase in time of the spacing. As 47 
shown in Fig. 3b, after 29.6 mm of solidification, the spacing ranges from approximately λmin = 600 µm 48 
to λmax = 850 µm. Immediately after the pulling velocity jump, at Vp,2 = 3 µm/s (Fig. 3c), the dendrites 49 
morphology evolves with the thinning of the dendrite trunk and the emergence of well-defined 50 
secondary branches developing in the space between each dendrite all at the same orientation as 51 
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expected. However, the spacing distribution remains nearly identical along the whole solidification 1 
length (30 mm; 2.7 hours) with a slight decrease of about 50 µm on the whole interface (Fig. 3d). 2 
 3 
At the start of each experiment, the primary spacing falls within a range of about 200 µm. The values 4 
of λmax, λave and λmin at the start and end of each pulling velocity stage are detailed in Table 1. For all 5 
experiments, they evolve continuously and simultaneously depending on the solidification front 6 
curvature during the first stage of velocity, as explained earlier. Just after the velocity jump towards 3 7 
µm/s, the average spacing λave ranges from 300 µm in experiment D to 700 µm in experiment A. 8 
Although the front turns flat during the pulling stage at 3 µm/s, experiments A and B showcase a slight 9 
continuous decrease in spacing of about 50 µm along 30 mm of solidification. This effect might be 10 
linked to a very slight drift velocity gradient along the drift direction that we could not quantify [97]. 11 
 12 
In a previous study [58], it was shown that at high pulling velocities, a concave curvature of the 13 
solidification front leads to the formation of stray grains at the border of the sample. These stray grains 14 
are misoriented with respect to the pulling axis and may invade the center of the sample. This is also 15 
observed in the pulling velocity jumps coming from high velocities (experiments C and D), and the 16 
spacing measurements were therefore carried out on the central grain, which is the best oriented.  The 17 
well-developed dendritic microstructure is measured after 15 mm of solidification. Experiment C 18 
shows the case where the velocity jump (from 6 to 3 µm/s) corresponds to the transition from a 19 
concave to a flat front. The primary spacing decreases before the jump, from (λmin, λave, λmax) = (297, 20 
391, 502) µm to (246, 370, 484) µm. The observed spacing range at Vp,2 = 3 µm/s stabilizes around 21 
these values during the remaining solidification thus assessing the stability of this spacing range at 3 22 
µm/s. 23 
 24 
Figure 4 details the primary spacing range evolution for experiment D. In this case, the alloy was 25 
solidified at 12 µm/s for 20 mm followed by 40 mm at 3 µm/s. A slight decrease in the spacing values 26 
is observed during the first solidification stage due to the influence of the concave curvature and 27 
reaches a spacing distribution between λmin = 226 µm and λmax = 423 µm. After the velocity jump, we 28 
noticed an increase in the minimal (229 µm) and average (339 µm) spacings followed by a stabilization 29 
at λmin = 318 µm and λave = 373 µm, while the maximal value of spacing remains the same for the entire 30 
length. Several elimination events were detected at the velocity jump allowing the adjustment of the 31 
spacing at 3 µm/s. This indicates that λmin measured just after the jump to 3 µm/s, as well as the λmin 32 
established between successive eliminations do not fall in the primary spacing stability band. 33 
 34 
The variation in dendrite morphology at 3 µm/s, as shown in Fig. 4, highlights the significant role of 35 
primary spacing in shaping dendritic growth. Larger primary spacings result in more developed side 36 
branches, demonstrating the system's ability to adapt its growth pattern to the available space. This 37 
adaptability underscores how dendritic growth mechanisms dynamically respond to local conditions, 38 
optimizing the morphology based on spatial constraints. Following a velocity jump, more widely spaced 39 
dendrites consistently develop more elaborate branches at the same growth velocity, emphasizing the 40 
critical influence of initial spacing on branching dynamics. This evidence strongly supports the 41 
hypothesis that spacing drives the development of branches rather than the reverse as observed in 2D 42 
geometry [45, 101], highlighting the importance of spatial factors in understanding and predicting 43 
dendritic growth behavior under varying conditions. We can nonetheless specify that, under non-44 
steady-state conditions—such as during the initial transient [102] or during growth driven by tertiary 45 
branching, for instance, at a grain boundary [103]—the growth dynamics of secondary branches can, 46 
in turn, influence the selected spacing but this is outside of the scope of our study here.  47 
 48 
 49 
 50 
 51 
 52 
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 1 
2.3 Upper and lower threshold determination 2 
2.3.1 Elimination of primary dendrite arms 3 
 4 
Figure 5 shows the evolution of the pattern, primary spacing maps and histograms for the experiment 5 
D (from 12 to 3 µm/s). The quite large average spacing before the velocity jump is associated to the 6 
well-developed sidebranches of dendrites (Fig. 5a). In this experiment, successive eliminations were 7 
observed right after the velocity jump (red crosses on Fig. 5b), which enabled the pattern primary 8 
spacing to return to its stability band as explained previously. Initial λmin inherited from Vp,1 =12 µm/s 9 
is smaller than λel for 3 µm/s right after the velocity jump. Successive eliminations indicate that these 10 
metastable spacings are outside the stability band. 11 
 12 
In fact, the spacing measurements for eliminated dendrites at this stage have a substantial dispersion 13 
ranging from very low spacings, far from the elimination threshold, to higher spacing close to it. As the 14 
eliminations progress and the average spacing increases, the measurements become scarcer and 15 
closer to the “real” elimination threshold lel. The resulting pattern presents then a stable, low, 16 
minimum primary spacing around 300 µm (Fig. 5c). Consequently, the “real” elimination threshold 17 
could be efficiently measured well after the velocity jump, during the stationary regime on a fairly well-18 
ordered pattern. Moreover, measurements are performed in the middle of the central grain, far from 19 
the influence of sub-grain boundaries and from the growth competition. 20 
 21 
In experiments C and D, more than ten events meeting these conditions were determined and 22 
analyzed. Figure 6 shows a sequence of elimination of a dendrite, surrounded by its neighbors, over 23 
time at 3 µm/s in experiment C. The evolution of the distance between the dendrite and each of its 24 
neighbors as well as the average distance are noted in Fig. 6. The delicate step in determining the 25 
threshold lies essentially in identifying the exact time at which the instability begins and the relevant 26 
distance to consider. To pinpoint the onset of elimination, we track the evolution of the spacing 27 
between a dendrite and its neighbors for a dendrite that is about to be eliminated, prior to the full 28 
manifestation of the instability. The onset is identified as the moment where a sharper decline in 29 
spacing is observed relative to others, as illustrated in Fig. 6. Considering the minimal distance between 30 
the “soon-to-be eliminated” dendrite and its neighbors rather than the average spacing seems to be 31 
more consistent and relevant. It was measured at 287 µm while using the average distance between 32 
each neighbor yield a threshold λel around 323 µm.  33 
 34 
The same measurements were also realized for eliminated dendrites at sub-grain boundaries between 35 
the main central grain and the sub-grains. The same conclusions and values were obtained with no 36 
significant differences. It is also important to note here that we have not considered the number and 37 
orientation/arrangement of neighbors and the influence of interaction between secondary arms.   38 
 39 
2.3.2 Tertiary branching resulting in new primary dendrite arms 40 
 41 
Tertiary branches emerge from a secondary dendrite arm when there is enough space. Measuring the 42 
tertiary branching spacing threshold λbr requires a fine analysis of the secondary arms growth direction. 43 
In a disordered three-dimensional pattern, such measurement poses significantly more challenges 44 
than in a two-dimensional context, especially considering that tertiary branches emerge from a 45 
secondary branch of an existing dendrite. To accurately characterize this threshold, it is crucial to 46 
consider the pattern geometry. This involves focusing on the nearest neighbor distances along the 47 
secondary branches' direction, rather than relying on the primary spacing, which calculates the 48 
average distance between neighboring dendrites.  49 
 50 
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In all experiments, only one occurrence of tertiary branching due to a large primary spacing in the 1 
central grain was observed. It corresponds unequivocally to the upper limit of the accessible range of 2 
primary spacing at 3 µm/s, observed in experiment A, right after the velocity jump from 0.75 to 3 µm/s. 3 
Figure 7 shows the formation of the new dendrite emerging from a secondary branch belonging to the 4 
dendrite with highest average primary spacing (826 µm); such measurement based on average spacing 5 
for tertiary branching is referred as λbr,Ave. However, in general, only the distances between neighboring 6 
dendrites in the local region that are closest to where the tertiary branch emerges are relevant to 7 
calculating the branching threshold λbr. This is because the growth rate of this tertiary branch is 8 
controlled by its diffusive interaction with the secondary arms of adjacent primary dendrites. In Fig. 7, 9 
these distances are labeled as λ’ and λ”, which yields λbr = (λ’+ λ”)/2 = 841 µm that is slightly larger 10 
than λbr,Ave, and the location of the tertiary branching event is marked as a red cross.  11 
 12 
Other occurrences of tertiary branching were also observed at sub-grain boundaries and yield 13 
approximately the same threshold. Figure 8 shows a tertiary branching event at 3 µm/s in experiment 14 
D at a sub-grain boundary. The sub-grains G1 and G2, as defined in the Fig. 8, are slightly misoriented 15 
(Dq = 3°) with G2 exhibiting a 5° misorientation angle with respect to the pulling axis. We recall that in 16 
a flat front configuration, a grain misoriented by an angle q with respect to the pulling axis z causes its 17 
structures to drift along the interface at a drifting velocity 𝑉!  verifying the relation 𝑉! = 𝑉" tan(𝜃) [78]. 18 
This implies, in this case, a drift velocity 𝑉!  difference between them (𝑉!(𝐺1) = 150 nm/s and 𝑉!(𝐺2) 19 
= 240 nm/s). Since G2 drifts slightly faster than G1, the sub-boundary is diverging and the distance (or 20 
spacing l) between the two dendrites considered in Fig. 8 increase continuously with time at a velocity 21 
of 90 nm/s (𝑉!(𝐺2) − 𝑉!(𝐺1)). Moreover, the drift direction is, in this case, parallel to the direction of 22 
secondary arms growth. This configuration can be considered as analogous to a thin-sample geometry 23 
growth as schematized in Fig. 8d. The distance 𝛿	 = 	 [𝑉! 	(𝐺2) −	𝑉! 	(𝐺1)]∆𝑡  increases with time and 24 
a new dendrite, i.e. tertiary branching here belonging to grain G2, is detected when the spacing l 25 
reaches about 821 µm. This value corresponds to the branching threshold value lbr and coincides well 26 
with the previous measurement inside the central grain far from sub-boundaries. The local spacing l 27 
of the newly formed dendrite sits at 455 µm. This observation allows us to be confident in the 28 
measurement of instability threshold values on experiments with or without velocity jumps on tertiary 29 
branching taking place in the central grain or at grain boundaries for any velocity. 30 

More generally, the relationship between spacing, branching, and pattern organization in dendritic 31 
growth appears to be case-dependent, making it challenging to establish a universal criterion for 32 
measuring branching thresholds. However, our observations reveal a remarkable consistency in 33 
tertiary branching thresholds between the central grain and grain boundaries, despite the latter 34 
exhibiting more variation in pattern organization and neighbor distribution. This consistency holds as 35 
long as the analysis focuses on the nearest neighbors oriented along the direction of the secondary 36 
arm leading to the formation of the new dendrite. In our experiments, pattern organization does not 37 
appear to influence the tertiary branching threshold itself, even if it may affect the evolution of spacing 38 
dynamics. 39 

 40 
 41 
 42 
2.3.3 DSI-R stability band 43 
 44 

Figure 9 shows the primary spacing accessibility bands at 3 µm/s as a function of the initial velocity 45 
Vp,1. In black, the accessibility band of a reference experiment at 3 µm/s shown over the entire 46 
solidification length, i.e. without any pulling velocity jump, is given. The stability band could be 47 
bounded at large spacing values by the maximum accessible value λmax in experiment A, which 48 
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corresponds to the branching instability threshold, λbr = 841 µm, and bounded at small values by λmin 1 
in experiment D, which corresponds to the elimination instability threshold, λel = 284 µm. Therefore, 2 
we have unequivocally determined the stability range at 3 µm/s for our system. 3 

One can notice that at Vp = 3 μm/s, where the solidification front remains flat, the system retains the 4 
spacing distribution of the initial state, dictated by the final distribution at Vp,1 before the jump. This 5 
explains why spacing values in constant velocity experiments deviate from those observed under 6 
velocity jump conditions or other experimental setups. The lack of imposed initial conditions in 7 
constant velocity cases inherently ties the variability to the system’s prior state. However, a general 8 
trend of decreasing primary, maximum, and minimum spacings following a power law, as expected, is 9 
still observed. In this context, the spacing band at 3μm/s after the velocity jump from 1.5 μm/s appears 10 
to deviate from this trend, with a significant reduction in the spacing compared to the jump from 0.75 11 
μm/s. This discrepancy can be understood by considering the role of interface curvature. At 0.75 µm/s 12 
the strong curvature significantly increases the spacing continuously, resulting in a more pronounced 13 
preselected distribution. At 1.5 μm/s, the curvature effect is less pronounced and has not yet reached 14 
a comparable state. If the system had been allowed to stabilize longer at 1.5 μm/s, the spacing would 15 
likely have increased further, leading to a broader spacing band at 3 μm/s. This highlights the 16 
importance of curvature in influencing the dynamics of spacing selection and emphasizes the transient 17 
nature of preselected distributions following velocity jumps. 18 

Figure 10 exhibits the stability bands obtained at several velocities (from 0.75 to 12 µm/s) for each 19 
type of instability (elimination and tertiary branching). Two methods were used: the first using the 20 
average distance to neighbors (lel-average and lbr-average), and the other, more relevant, considering the 21 
geometry of the arrangement as explained above and measured manually (lel and lbr). For each 22 
velocity, the values represented correspond to the average of all occurrences. The values considered 23 
and presented come from measurements taken across in the main grain, sub-grains or at sub-24 
boundaries, for long experiments at constant pulling velocity and experiments with velocity jumps. 25 
Every occurrence of tertiary branching and elimination were considered in the ten or so experiments 26 
analyzed. At 1.5 and 2 µm/s, no branching event was observed, while at 0.75 µm/s no elimination could 27 
be detected. This is why the respective rectangles are not closed. The results show a large band of 28 
stability at all velocities. As expected, the upper limit of spacing stability, i.e. the branching threshold, 29 
decreases with increasing velocity. However, the measurements show a relatively close lower limit of 30 
the spacing stability band at all velocities: it ranges from 250 µm at 12 µm/s to 321 µm at 1.5 µm/s. 31 
Table 2 provides a summary of the observed elimination and branching instabilities across a range of 32 
velocities for all experimental conditions, including both velocity jumps and constant velocity 33 
scenarios. The table details the number of occurrences and the specific locations where these 34 
instabilities were recorded, notably within the central grain and along sub-grain boundaries, with the 35 
highest frequency observed at the sub-grain boundaries. 36 
 37 
At sub-grain boundaries, shifts in velocity alter the macroscopic curvature of the solidification front. 38 
This curvature change alters the local growth direction Vg with respect to the thermal axis and hence 39 
the pattern drift velocity Vd in two adjacent grains of different misorientations (see Ref. [58]). Thus, 40 
when a velocity jump modifies the curvature, it reshapes the geometric configuration, potentially 41 
accentuating the divergence of a sub-grain boundary and triggering tertiary branching depending on 42 
the relative orientation of the two grains. Although interface curvature influences the spatial 43 
distribution and behavior of sub-grain boundaries, its role, in our examples, is secondary to the 44 
dominant effects of the system's intrinsic crystallography. The complexities and full implications of 45 
these curvature-induced changes will be further explored in future studies. 46 

The observed thresholds for instabilities, particularly elimination and tertiary branching, reveal clear 47 
differences depending on the measurement criteria employed. While the discrepancy for elimination 48 
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thresholds (lel-average and lel) remains within 10%, differences for tertiary branching thresholds (lbr-average 1 
and lbr) can reach up to 35%, such as at 12 μm/s. Using our defined measurement criterion, the 2 
calculated ratios of 𝜆#$ 𝜆%&⁄ , which describe the width of the stability band, consistently range between 3 
3 and 4. It is important to emphasize that no other direct experimental measurements of 3D stability 4 
thresholds currently exist, as real-time monitoring is essential for capturing these dynamics, which are 5 
difficult to access through post-mortem analyses in metallic systems. The use of advanced tools, such 6 
as dynamic tracking at grain boundaries and velocity jump methods, has proven to be highly effective 7 
for probing the spacing instabilities, highlighting their potential for further exploration in 3D studies. 8 
This lack of direct comparison underscores the significance of our results, as they provide some of the 9 
first benchmarks for 3D stability thresholds. 10 

Nonetheless, prior experimental and numerical studies, both in 2D [25, 54, 104] and 3D [39, 105, 106], 11 
have highlighted the impact of dimensionality on stability bands and spacing selection. Experimental 12 
2D systems typically exhibit narrower stability band ratios closer to 2 [47, 101]. In contrast, our 3D 13 
results demonstrate broader bands, reflecting the increased flexibility and complexity inherent to 3D 14 
systems. These findings reinforce the necessity of conducting 3D benchmarks to refine models and 15 
better account for the physical dynamics of systems more representative of industrial conditions. 16 

Recent 3D phase-field studies have further illuminated the role of the thermal gradient G on stability 17 
band width [57]. For low gradients, theoretical ratios as high as 5 or 6 have been reported, but as the 18 
gradient increases and approaches the cellular regime, the theoretical ratio of 2 becomes more 19 
realistic. Future studies, particularly on the effects of G, the dendritic-to-cellular transition, and 20 
dynamic tracking of grain boundary evolution, represent an exciting and essential avenue for 21 
advancing the understanding of 3D dendritic growth and its stability dynamics 22 

 23 

3 Phase-field modeling 24 
3.1 Phase-field model equations 25 
In addition to the bulk microgravity experiments, we probed the upper and lower limits of primary 26 
spacing with an established phase-field (PF) model that quantitatively simulates dilute binary alloy 27 
solidification [60, 90, 107]. The PF equations are given in Eqs. 1 and 2, where the phase field 𝜑 varies 28 
continuously from +1 in the solid to -1 in the liquid across a diffuse interface. A preconditioned PF 29 
defined by 𝜑 = 𝑡𝑎𝑛ℎ9𝜓 ∕ √2= is used in the simulation to enhance the numerical stability at larger 30 
grid spacings [108]. Equation 3 describes the coupling of the dimensionless supersaturation field, 𝑈, to 31 
𝜑 with k as the solute partition coefficient, c as the solute concentration, 𝑐&' = (𝑇( − 𝑇') ∕ |𝑚| which 32 
defines the liquidus concentration with respect to a reference temperature, 𝑇 = 𝑇'; the liquidus slope, 33 
𝑚; and pure solvent melting point, 𝑇(. Length in the model is scaled by the diffuse interface length, 34 
W, and time by the relaxation time 𝜏'. The dimensionless diffusivity is  𝐷E = 𝐷𝜏' ∕𝑊) = 𝑎*𝑎)𝑊 ∕ 𝑑' 35 
where	𝑎* = 5√2 ∕ 8, 𝑎) = 47 ∕ 75, D is the diffusion constant of the solute in the liquid phase, and 36 
the capillary length given by 𝑑' = 𝛤 ∕ |𝑚|(1 − 𝑘)𝑐&' with the solid-liquid interfacial energy described 37 
by the Gibbs-Thomson coefficient 𝛤. The model equations 1 and 2 include the thermal functions 38 
𝐹*(𝑥, 𝑡) and 𝐹)(𝑥, 𝑡). The dimensionless pulling velocity and thermal length are given by 	39 
𝑉Q+ ≡ 𝑉𝜏' 𝑊⁄ = 𝑎*𝑎) 𝑉 𝑑' 𝐷⁄ (𝑊 𝑑'⁄ )) and 𝑙T, ≡ 𝑙, 𝑊⁄ = (𝑙, 𝑑'⁄ ) 1 (𝑊 𝑑'⁄ )⁄  respectively, which 40 
scale x by the interface thickness 𝑊, and t by the relaxation time 𝜏'. The dimensional thermal length 41 
is 𝑙, = |𝑚|(1 − 𝑘)𝑐&' 𝐺⁄  with the thermal gradient G. The coupling factor is given by 𝜆 = 𝑎*𝑊 ∕ 𝑑'. 42 

The interface free-energy anisotropy in 3D is introduced as 𝛾(𝑛) = 𝛾'𝑎-(𝑛) = 𝛾'(1 − 3ϵ.) X1 +43 
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 2 
3.2 Phase-field model implementation 3 
 4 
The phase-field equations, Eqs. 1 and 2, are solved on a cubic grid with a finite-difference discretization 5 
of spatial derivatives and a forward explicit Euler method in time. The grid spacing and time step are 6 
denoted with 𝛥𝑥 and 𝛥𝑡 respectively. Here we use 𝛥𝑥 𝑊⁄ = 1.2 and 𝛥𝑡 varies based on the values of 7 
𝑊 and of 𝑉 to satisfy the conditions for numerical stability. The spatial discretization uses a standard 8 
seven-point stencil on a cubic lattice in 3D, involving the origin point and its six nearest-neighbor points 9 
in the ⟨100⟩ directions [109]. The PF model is solved through implementation in the computer unified 10 
device architecture (CUDA) programming language running on massively parallel graphic processing 11 
units (GPUs). 12 
 13 
The conditions of DECLIC DSI-R experiment were simulated with the PF model. The model simulates a 14 
SCN-0.46wt% camphor alloy with 𝐺 = 12.5 K/cm, 𝑘 = 0.1, 𝑚 = -1.365 K/wt%, 𝐷 = 270 μm2/s, 𝜀. = 0.011, 15 
and 𝛤 = 6.478·10-2 K-μm [98]. The pulling velocities Vp simulated include 1.5, 3, 6, and 12 μm/s. Each 16 
of these velocities are run with their own interface thicknesses to ensure each of the simulations is 17 
converged. All of the simulation parameters that vary between simulations, including interface 18 
thickness, defined as 𝑊 𝑑'⁄ , can be found in Table 3. The domain of the simulation in the growth 19 
direction 𝐿> is chosen such that the liquid part 𝐿>

&BC is greater than five characteristic diffusion 20 
lengths,	𝐿>

&BC ≥ 59𝐷 ∕ 𝑉"= = 5𝑙D. To incorporate the effect of thermal fluctuations, we introduce noise 21 
by adding a random perturbation to the preconditioned phase-field evolution equation with a strength 22 
F = 0.02 [60, 92, 110]. Since initial linear perturbations of the interface grow exponentially fast in time, 23 
the time of onset of morphological instability and the initial wavelength only have a very weak 24 
logarithmic dependence on the noise magnitude that can be neglected.  25 
 26 
The symmetry of the fourfold anisotropy allows us to constrain our model to one quarter of a single 27 
dendrite for more efficient simulations. For steady-state dendrites, the frozen temperature 28 
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approximation (FTA) where 𝐹*(𝑥, 𝑡) = 1 − (1 − 𝑘) 9𝑥 − 𝑉Q+𝑡= 𝑙T,⁄  and 𝐹)(𝑥, 𝑡) = 𝑈 + 9𝑥 − 𝑉Q+𝑡= 𝑙T,⁄  is 1 
used for the thermal functions. To probe the upper limit of primary spacing linked to tertiary branching 2 
instability, the simulation bounds in 𝐿@ and 𝐿A were periodically expanded using bilinear interpolation 3 
from the previous simulation to fit the new bounds until the dendrite adjusted to a lower primary 4 
spacing through tertiary branch overgrowth. Additionally, we constrained our bounds to be 𝐿@ 𝐿A⁄ =5 
√3 2⁄  to simulate dendrites packed in a hexagonal array [97]. The hexagonal packing also requires an 6 
anti-symmetric boundary condition along	𝑧	 = 	 𝐿A, and we imposed a no-flux boundary along 	𝑦	 =7 
	𝐿@, 𝑦	 = 	0, and 𝑧 = 		0. In a hexagonal array each dendrite is surrounded by six nearest neighbors as 8 
in Fig. 11. The elimination threshold is determined from simulations of two full dendrites with domains 9 
that are successively decreased until one of the tips is eliminated [107]. Additionally, simulation results 10 
indicate that the effect of array structure on the stable spacing range is small. 11 
 12 
The dynamically selected spacings were measured from the primary spacing resulting from the process 13 
of interface breakdown and development within a three dimensional, spatially extended simulation 14 
domain where 𝐿@ = 𝐿A = 	1200	𝜇𝑚 for each velocity [60]. For this simulation, the release of latent 15 
heat and diffusion of heat was important to the evolution of the solidification front position within the 16 
thermal gradient. A one-dimensional thermal field calculation (1D TFC) was calculated with thermal 17 
functions 𝐹*(𝑥, 𝑡) = 1 − (1 − 𝑘) (𝑇(𝑥, 𝑡) − 𝑇') 𝛥𝑇'⁄  and 𝐹)(𝑥, 𝑡) = 𝑈 + (𝑇(𝑥, 𝑡) − 𝑇') 𝛥𝑇'⁄ . The 18 
temperature field evolution in time is 𝜕E𝑇 = 𝑉𝜕>𝑇 + 𝐷,𝜕>>𝑇 +

FG%
H&

*
𝒱
∫ J̇

)
𝑑𝒱 where 𝐷, is the thermal 19 

diffusivity, 𝛥ℎL is the latent heat of fusion per unit volume, and 𝑐" is the heat capacity, and solved 20 
similarly to the phase and solute fields with finite differences and explicit Euler time stepping. The time 21 
step in the thermal field is identical to that used to solve the phase and solute fields. With diffusivities 22 
differing by orders of magnitude, the thermal field is calculated with a rougher grid spacing, 𝛥𝑥,, 23 
where the relationship between the two different grid sizes is 𝛥𝑥, = 24𝛥𝑥. The volume, 𝒱, 24 
numerically integrated over is 𝒱 = 𝛥𝑥, × 𝐿@ × 𝐿A. The effective thermal diffusivity inside the DSI-R 25 
crucible is 𝐷, = 3.09 × 100M	𝑚) ∕ 𝑠 previously calculated by Song et al. [60]. 26 
 27 

4 Phase Field comparison to bulk microgravity experiments 28 
4.1 Transient interface dynamics and onset of morphological instability 29 
At the beginning of each experiment (or simulation), the planar solid-liquid interface is located close 30 
to the liquidus temperature of the alloy within a temperature gradient G. When pulling the sample, 31 
the interface recoils within the temperature frame, and the solute concentration increases on the 32 
liquid side of the interface as a solute layer builds up ahead of the interface. The planar front then 33 
undergoes the Mullins-Sekerka instability and breaks down [111]. The onset of planar instability occurs 34 
when the solute concentration gradient in front of the interface exceeds a critical value [112]. The 35 
resulting microstructures then compete with one another until they reach a stable spacing. 36 
 37 
Experimental measurements of the time evolution of the interface position zi starting from rest (zi = 0) 38 
are shown for different Vp in Fig. 12a-d (black squares) and compared to PF simulations using the 39 
thermal field calculation (red thick solid lines)[60]. In all cases, the solid-liquid interface initially moves 40 
towards colder temperature (zi < 0) because the pulling velocity is faster than the interface growth 41 
velocity. For both experiments and simulations, a local maximum appears because after the 42 
destabilization of the planar interface, small dendrites move very fast towards the hotter temperature. 43 
Then, primary dendrites approach a stationary temperature. Concerning the interface motion, there is 44 
very good agreement between experiments and simulations for Vp = 3 µm/s, where the interface of 45 
the DSI-R experiments matches the macroscopically flat interface in PF simulations  46 
 47 
One should notice a very good agreement, no matter the pulling velocity, in the timing of the local 48 
maximum (onset of morphological instability). Figure 13a shows initial average spacings measured at 49 
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the onset of instability for different pulling velocities. Figures 13b and 13c show examples of top views 1 
of the solid-liquid interface at the time of the initial breakdown in experiment and PF simulations, 2 
respectively. The initial spacing l0 decreases as the pulling velocity increases in both experiments and 3 
PF simulations but is larger in experiments than in simulations. Error bars correspond to standard 4 
deviations in experiments and simulations. 5 

Discrepancies in the interface dynamics between experiments and simulations are closely linked to the 6 
effect of front curvature, particularly during the transition to steady-state growth. During the recoil 7 
phase, across all pulling velocities, there is excellent agreement between experimental and simulated 8 
front positions. At rest, at the very beginning, and throughout the recoil phase, the front remains 9 
slightly convex regardless of the pulling velocity [93]. However, as the system approaches steady-state, 10 
the curvature becomes more pronounced: the interface remains convex for pulling velocities below 3 11 
µm/s and becomes concave for velocities above 3 µm/s. It is precisely during this phase, when the 12 
curvature is most significant, that the largest discrepancies between experiments and simulations 13 
occur. 14 

These discrepancies, particularly for curved solidification fronts, may also arise from how the front 15 
shape is determined in experiments. For convex fronts (Fig. 1), the positions of the left, right, and 16 
center can be easily determined, and these correspond to the tip positions. For concave fronts, 17 
however, the tip positions in the center are obscured by microstructures at the crucible borders, 18 
making accurate determination impossible. The interface is often approximated as a symmetry-based 19 
curve, which, while practical, does not correspond precisely to the actual tip positions, which remain 20 
out of reach due to experimental constraints. Such approximations introduce uncertainties in 21 
capturing the exact interface dynamics. Despite these limitations, the overall agreement between 22 
experiments and simulations remains strong for pulling velocities where the front is macroscopically 23 
flat, as demonstrated by the very good match observed at Vp = 3 µm/s 24 

This strongly suggests that curvature effects are the primary source of these deviations. At higher and 25 
lower pulling velocities, the pronounced curvature influences solute redistribution and interface 26 
dynamics in ways that are not fully captured by the models, leading to discrepancies. These findings 27 
highlight the importance of accurately accounting for curvature in simulations to improve alignment 28 
with experimental observations during steady-state growth. Additionally, the initial curvature of the 29 
solidification front influences how solute redistribution and instability develop, further complicating 30 
direct comparisons between experimental and simulated results. Despite these challenges, the trend 31 
of decreasing l0  with increasing pulling velocity is consistent between experiments and simulations, 32 
demonstrating that while there are discrepancies in magnitude, the underlying physics governing initial 33 
wavelength selection is well-represented in the models. 34 

 35 

4.2 Phase-field primary spacings and comparison to bulk microgravity experiments 36 
 37 
The results of the quarter dendrite PF simulations used to determine the tertiary branch threshold of 38 
bulk succinonitrile-0.46wt% camphor dendrites are shown in Fig. 14. The full dendrites shown in this 39 
figure reflect the symmetry of the quarter dendrite simulation. The primary spacing reported will be 40 
measured by 𝜆 = 2𝐿@ only. Ideally the imposed hexagonal spacing makes the local primary spacing of 41 
the six nearest neighbors equivalent to the distance between the tips found on the 𝑦-axis, but when 42 
implementing the phase field equations, the spatial discretization combined with the interface 43 
thickness may make the primary spacing of the nearest neighbor 60 degrees off the y-axis, Fig. 11, 44 
larger by a few microns.  45 
 46 
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The band of stable spacings, λel and λbr, along with the dynamically selected spacings, λmin, λave, and 1 
λmax, are shown in Fig. 15. To ensure that the tertiary branching threshold identified via progressive 2 
boundary expansion is equivalent to a velocity jump tertiary branching threshold, spatially extended 3 
simulations were performed with velocity jumps. The largest selected spacing found at 1.5 μm/s in Fig. 4 
15 is only larger than the branching threshold at 12 μm/s. For PF simulations, a jump in velocity of this 5 
magnitude (1.5 to 12 μm/s) is not feasible because values of 𝑊 𝑑'⁄  used in simulations at 1.5 μm/s are 6 
not converged, and spatially extend simulations of 1.5 μm/s using convergence values of 12 μm/s are 7 
too computationally intensive. Therefore, to observe the tertiary branching threshold an additional 8 
simulation was performed at 0.75 μm/s. We use the resulting steady-state microstructure of 0.75 μm/s 9 
as the initial condition for new simulations of 1.5 and 3 μm/s, separately, to simulate the velocity 10 
jumps. 11 
 12 
A pulling velocity of 0.75 μm/s gave a selected spacing of ~	500 μm, a value below the λbr threshold at 13 
1.5 μm/s but above the threshold at 3 μm/s. Based on the measured tertiary branching thresholds, we 14 
expected the initial spacing at 0.75 μm/s would be maintained after a jump to 1.5 μm/s, and at 3 μm/s 15 
we would see primary spacing adjustment caused by tertiary overgrowth. This is exactly what we see 16 
from the simulations (see PF videos in supplementary materials) with the primary spacing adjusting to 17 
approximately half the original spacing at 3 μm/s only. We interpret these results to mean that the 18 
dynamics of the tertiary overgrowth are properly captured through boundary expansion. 19 
 20 
Results from PF simulations qualitatively explains why we did not see dramatic primary spacing 21 
adjustments in the DSI-R experiments. The tertiary threshold observed is well above any of the selected 22 
spacings. In fact, most observed tertiary branching instabilities occurred on a sub-grain boundary 23 
(Table 2), which demonstrates that the difference in growth angle between sub-grains described in Fig. 24 
8 was critical in measuring the experimental tertiary threshold. The only experiment where we 25 
observed tertiary overgrowth in the main grain was during a velocity jump from 0.75 to 3 μm/s, which 26 
again qualitatively matches the results from simulations. 27 

The predicted range of stable primary spacings is compared to the observed stability bands in Fig. 16. 28 
The predicted thresholds λel and λbr are shown to be approximately half of the observed average 29 
thresholds λel, Ave. and λbr, Ave. (as defined in Fig. 10). Further, the minimum observed spacing falls 30 
squarely within the predicted stability band. Clearly, there is a significant discrepancy between the 31 
simulations and the DSI-R experiments, especially with respect to λbr. We have investigated different 32 
possible origins of this discrepancy including the effects of surface tension anisotropy, thermal field 33 
effects, and the role of an extraneous ternary impurity, that will be detailed in the next paragraphs.   34 

Experimentally measured values of the magnitude of surface tension anisotropy for pure SCN [113, 35 
114] yield a value of 𝜀. ≈ 0.0055 that is consistent with the prediction of atomistic simulations [115]. 36 
However, both experimental predictions and atomistic simulations have significant uncertainties. In 37 
addition, anisotropy can be affected by solute addition. In a previous study of oscillatory cellular 38 
patterns in a more dilute SCN-camphor alloy [98], it was found that the period of oscillation predicted 39 
by phase-field modeling best matched the experimentally measured period for a larger value of 40 
anisotropy that is about twice larger 𝜀. ≈ 0.011. This value has been used in several subsequent 41 
studies of dilute SCN-camphor alloys [95, 97] that produced reasonably good quantitative comparisons 42 
between simulations and experiments. While we used the same value 𝜀. = 0.011 in the present study, 43 
we also performed a parametric study of the influence of surface tension anisotropy by varying 𝜀.   in 44 
the range 0.007-0.011. The results show that, within this range, 𝜀. has a negligible effect on the 45 
stability limits of dendritic arrays, and therefore cannot resolve the large discrepancy between 46 
modeling and experiment for the maximum stable spacing λbr. Using a two-parameter form of the 47 
surface tension anisotropy [115] also did not have a significant influence on λbr. 48 
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In a previous comparative study of microgravity experiments and phase-field simulations for a more 1 
dilute SCN-camphor alloy, Song et al. [60] demonstrated that including the effect of latent heat 2 
rejection at the interface on the calculation of the thermal field (instead of using the standard frozen-3 
temperature-approximation that assumes a linear temperature gradient) modestly improves the 4 
prediction of the dynamically selected primary spacing and the initial breakup wavelength. However, 5 
in both this previous study and the present study with a more concentrated SCN-camphor alloy, the 6 
incorporation of latent heat was found to have a negligible effect on the maximum stable spacing λbr.  7 

Every precaution is taken to ensure the highest possible purity of our alloy. However, during the 8 
various steps of filling the cartridge, combined with the extended duration spent in orbit, the material 9 
could have been subject to contamination or degradation. Unfortunately, there is no way to verify the 10 
state of the sample during the experiments. We have performed thin-sample experiments 11 
demonstrating that the presence of residual water on the sample glass surfaces led to a significant 12 
increase in the average primary spacing, a conclusion reached by comparing observations in samples 13 
in which residual water was or was not removed prior to filling with camphor of the same composition 14 
as in the present microgravity experiments. We further performed a quantitative phase-field modeling 15 
study of the effect of a ternary impurity on dendrite array stability. The preliminary results 16 
demonstrate that even a small amount of water contamination in the range of 0.1-0.2wt% yields a 17 
significant increase in λbr as well as a 3D branching morphology in very good quantitative agreement 18 
with microgravity observations.  This increase can be theoretically interpreted to result from the fact 19 
that water has a diffusion constant in liquid SCN approximately 5 times larger than camphor, which 20 
induces longer range diffusive interactions between secondary and tertiary dendrite branches that 21 
control λbr. Remarkably, even a very small amount of this fast-diffusing ternary impurity suffices to 22 
significantly increase λbr. These preliminary experimental and computational results support the 23 
hypothesis that residual water contamination is at the origin of the λbr discrepancy between phase-24 
field modeling SCN-camphor and the present microgravity experiments. A more detailed exposition of 25 
phase-field modeling of ternary alloy directional solidification and a quantitative comparison of 26 
simulation results with both quasi-2D thin-sample and 3D microgravity experiments will be reported 27 
in a forthcoming paper. 28 

 29 
 30 

5 Summary and conclusion 31 
 32 
This study provides a comprehensive investigation into the stability limits of 3D dendritic arrays during 33 
directional solidification, utilizing unique experimental data obtained in microgravity aboard the 34 
International Space Station (ISS) and phase-field simulations. Our approach, centered on the use of 35 
velocity jump experiments, allowed for a detailed characterization of the elimination and tertiary 36 
branching instabilities. By suddenly altering the pulling velocity, we induced dynamic spacing 37 
adjustments, revealing insights into the history-dependent behavior of dendritic patterns and their 38 
selection mechanisms.  39 
 40 
We also highlighted the system’s capacity to adopt vastly different morphologies under identical 41 
solidification conditions is particularly remarkable. Even when key parameters are held constant, 42 
dendritic growth can range from stable, simpler forms to more complex structures involving developed 43 
secondary branching. This suggests that spatial constraints or other influencing factors can favor the 44 
suppression of secondary branching. Such morphological variability can have significant effects on the 45 
final properties of the solidified material, as dendrite structure directly impacts mechanical and 46 
physical characteristics. Gaining a deeper understanding of this behavior could pave the way for 47 
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enhanced control over microstructures in solidification processes, enabling the strategic manipulation 1 
of primary spacing to tailor dendrite structures for desired material performance. 2 
 3 
The velocity jump method proved especially effective for probing the stability limits, as it exposed 4 
dendritic arrays to extreme conditions that are difficult to replicate under steady-state growth 5 
conditions. This approach not only helped us identifying the stability thresholds of elimination and 6 
tertiary branching, λel and λbr, but also provided a framework for understanding how spacing evolves 7 
in response to velocity changes. Importantly, we observed that tertiary branching instabilities were 8 
frequently initiated at sub-grain boundaries, rather than within the main grains. This observation 9 
underscores the critical role of controlled sub-grain boundaries in solidification dynamics. Rather than 10 
promoting a broad and unstable spacing distribution, these sub-grain boundaries facilitated a more 11 
organized adjustment of primary spacing, highlighting their potential significance in the broader 12 
context of grain competition and pattern evolution. The impact of sub-grain boundaries and the 13 
dynamics of grain competition represent an exciting direction for future research. A separate study 14 
focused specifically on these mechanisms could further illuminate the underlying physics of 15 
solidification and provide additional insights into the role of sub-boundaries in microstructure 16 
development. 17 
 18 
In PF simulations, λbr is significantly smaller than in experiment. For this reason, it was possible to 19 
induce tertiary branching through a velocity jump that causes the dendritic array structure to leave the 20 
range of stable spacings at the new velocity, i.e. for a velocity jump from Vp,1  to Vp,2  > Vp,1  the 21 
dynamically selected spacing at Vp,1 exceeds λbr at Vp,2. Tertiary branching is not observed in experiment 22 
through a velocity jump only because λbr at Vp,2  is larger than the spacings selected at Vp,1 for the range 23 
of Vp,2 investigated. The origin of the quantitative discrepancy between modeling and experiment for 24 
λbr will be further analyzed in a forthcoming paper that explores the role of water contamination. 25 
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FIGURES :  1 
 2 
 3 
 4 

 5 
 6 
 7 
Fig. 1. Schematic representation of the DECLIC-DSI apparatus and its optical modes. From top to 8 
bottom: axial direct; transverse direct and axial interferometric. The red and blue rectangles represent 9 
the hot and cold zones of the Bridgman furnace.  10 
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Fig. 2. a) Schematic representation of the stages in a pulling velocity jump experiment. b) Real time 35 
images of a sequence of evolution of the dendritic pattern (SCN-0.46 wt.% camphor, G = 12 K/cm), 36 
zoomed in the central grain, around the velocity jump from Vp,1 = 0.75 µm/s to  Vp,2  = 3 µm/s; i) final 37 
state of the first solidification stage at Vp = 0.75 µm/s; L = 30.0 mm, ii) Vp = 3 µm/s; L = 30.4 mm, iii) Vp 38 
= 3 µm/s; L = 30.6 mm, iv) V = 3 µm/s; L = 30.5 mm. (SCN-0.46 wt.% camphor; G = 12K/cm). c) Top view 39 
in situ image of dendritic pattern solidifying at Vp = 3 µm/s in a constant pulling velocity experiment. 40 
(SCN-0.46 wt.% camphor; L = 45.3 mm; G = 12K/cm).  41 
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Fig. 3. Top view images and tessellation analysis of the pattern in experiment A (from 0.75 to 3 µm/s) 27 
at the start and end of each solidification stage and their corresponding primary spacing map. (SCN-28 
0.46 wt% camphor; G = 12K/cm) 29 
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Fig. 4. Left, graphs with minimum (blue - lmin), average (red - lave) and maximum (green -lmax) primary 21 
spacing evolution on the main central grain. Right, typical morphology of a dendrite in steady state at 22 
3 µm/s. (SCN-0.46 wt% camphor; G = 12 K/cm) 23 
 24 
 25 
 26 

 27 
 28 
 29 
Fig. 5. Top view images of the pattern zoomed in the main grain (purple rectangle) and the 30 
corresponding primary spacing map and distribution in histogram (for the whole interface) for a) the 31 
final state of experiment D at Vp = 12 µm/s, L = 19.9 mm; b) the initial state of experiment D at Vp = 3 32 
µm/s, L = 20.1 mm; and c) the steady state of experiment D at Vp = 3 µm/s, L = 40 mm. The red crosses 33 
in b) correspond to the soon-to-be eliminated dendrites. (SCN-0.46wt% camphor; G = 12K/cm) 34 
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Fig. 6. a)-f) Top view images of a sequence of a dendrite elimination at Vp = 3 µm/s. λi is the distance 24 
between the soon-to-be eliminated dendrite and its neighbors. g) Distance to neighbor as a function 25 
of the solidification length. a) L = 29.4 mm, b) L = 30.9 mm, c) L = 34.3 mm, d) L = 35.8 mm, e) L = 36.7 26 
mm, f) L = 37.6 mm. (SCN‒0.46wt% camphor; G = 12K/cm) 27 
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Fig. 7. Sequence of the formation of a new dendrite by tertiary branching. a) Vp = 0.75 µm/s, L = 29.9 50 
mm; b) Vp = 3 µm/s, L = 31.1 mm; c) Vp = 3 µm/s, L = 33.3 mm; d) Vp = 3 µm/s, L = 37.5 mm. (SCN-51 
0.46wt% camphor, G = 12K/cm) 52 
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Fig. 8. Sequence of formation of a new dendrite by tertiary branching at Vp = 3 µm/s in a region of sub-27 
boundary between sub-grains G1 and G2 misoriented by about 3°. l corresponds to the distance 28 
between the dendrite (in G2) that generates the new dendrite and the closest dendrite along the 29 
direction of the secondary branch (dotted white line). a) t = 0 s; b) t = 319 s; c) t = 951 s; d) schematic 30 
2D section along the white dotted line. (SCN-0.46 wt% camphor; G = 12K/cm). 31 
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Fig. 9. Accessible ranges of primary spacing at 3 µm/s after each experiment. The tertiary branching 18 
and elimination instabilities correspond to the limits of the accessible range and define the stability 19 
band limits. (SCN-0.46 wt% camphor, G = 12K/cm) 20 
 21 
 22 
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 27 
 28 
 29 
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 32 
 33 
 34 
 35 
 36 
 37 
 38 

Fig. 10.  Summary of primary spacing stability band observed for solidification velocities of 0.75, 1.5, 39 
2, 3, 4, 6 and 12 µm/s (SCN-0.46wt% camphor; G = 12 K/cm). The tertiary branching and elimination 40 
limit measured with average distance between neighbors dendrites are represented by 𝜆#$,			OP%. and 41 
𝜆%&,			OP%. while thresholds manually measured are 𝜆#$  and 𝜆%&. 42 
 43 
 44 
 45 
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Fig. 11. Phase-field simulation displaying the hexagonal packing of dendrites in SCN-0.46wt% Camphor, 10 
G = 12.5 K/cm, V = 1.5 μm/s. The simulation domain is highlighted by the yellow rectangle. The 11 
sidebranch grows along z = 0 in the positive z direction and continues its growth after it reaches the 12 
boundary in the negative z at y = 𝐿@. Through reflections and translations of the simulated domain a 13 
full dendrite and its six nearest neighbors are constructed. The white scale bar is equal to 200 μm.  14 
 15 
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 17 
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 31 
 32 
Fig. 12. Interface dynamics measured in the experiment and compared to PF simulations with 1D-TFC, 33 
for Vp (µm/s) = 1.5 (a), 3 (b), 6 (c), and 12 (d). (G = 12.5 K/cm) 34 
 35 
 36 
 37 
 38 
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 40 
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Fig. 13. (a) Initially selected spacing λ0 as a function of pulling velocity Vp: measured average initial 3 
spacings in the experiments, and in PF simulations using the TFC. Interface morphologies at the time 4 
of the initial breakdown of the planar interface used to measure λ0  in experiment (b) and PF simulation 5 
(c) for Vp=3 µm/s and G=12 K/cm. The simulation domain is 305 µm x 305 µm in (c).  6 
 7 
 8 
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 30 
Fig. 14. Phase-field simulations of dendrites at their maximum spacing in SCN-0.46wt% Camphor, G = 31 
12.5 K/cm, and pulling velocities of 1.5, 3, 6, and 12 μm/s from the left column to the right column. 32 
The top row looks down the x-axis, the middle row shows the y-domain, and the bottom row shows 33 
the z-domain. All simulated dendrites share the same scale where the white bar to the left is equal to 34 
200 μm.  35 
 36 
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Fig. 15. The stable spacing band predicted by phase-field simulations over different pulling velocities 15 
defined by the tertiary overgrowth and elimination thresholds. The red bars around the dynamically 16 
selected spacing represent λmin and λmax. 17 
 18 
 19 
 20 

 21 
 22 
 23 
Fig. 16. The stable spacing band predicted by phase-field compared to the observed DSI-R elimination 24 
and tertiary branch instability averages. 25 
 26 
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TABLES:  3 
 4 
 5 
Table 1: Summary of the minimum, average and maximum primary spacings (respectively lmin, lave and 6 
lmax) for each experiment at each step of solidification. i1 : start of analyzable data at Vp,1 , f1 : end of 7 
solidification at Vp,1, i2 : start of solidification at Vp,2; f2 : end of solidification at Vp,2. 8 
 9 
 10 
 11 
 12 
 13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 23 
 24 
 25 
 26 
 27 
 28 
 29 
 30 
 31 
 32 
 33 
 34 
 35 
 36 
 37 
 38 
 39 
 40 
 41 
 42 
 43 
 44 
 45 
 46 
 47 
 48 
 49 
 50 
 51 

Run 
Vp  

(µm/s) 
Step Length 

(mm) 
λmin 

(µm) 
λave 

(µm) 
λmax 
(µm) 

A 
Vp,1 = 0.75 i₁ 9.8 410 498 596 

f₁ 29.9 587 679 818 

Vp,2 = 3 i₂ 32.3 567 679 855 
f₂ 59.9 526 629 786 

B 
Vp,1 = 1.5 i₁ 10.8 374 462 574 

f₁ 29.7 431 510 587 

Vp,2 = 3 i₂ 33.2 443 510 592 
f₂ 59.8 400 458 522 

C 
Vp,1 = 6 i₁ 15.9 298 391 743 

f₁ 29.9 246 370 484 

Vp,2 = 3 i₂ 33.1 264 369 488 
f₂ 59.7 312 381 440 

D 
Vp,1 = 12 i₁ 15.5 240 348 462 

f₁ 19.9 226 320 423 

Vp,2 = 3 i₂ 23.9 229 339 435 
f₂ 59.7 318 373 446 
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Table 2: Overview of instabilities at various velocities, their locations, frequency of events, and 3 
corresponding experiments. MG: Main Grain, SGB: Sub-grain Boundary. 4 
 5 
 6 
 7 
 8 
 9 
 10 
 11 
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 25 
 26 
 27 
 28 
 29 
 30 
 31 
 32 
 33 

Table 3: Simulation parameters that depend on either velocity or interface thickness. 34 
 35 

V
p
 (μm/s) 1.5 3 6 12  

𝑾 𝒅𝟎⁄  185 176 151 108  

𝜟𝒕 (s) 0.0036 0.0033 0.0024 0.0012  

L
x
 (μm) 2030.78 1302.52 1494.98 977.55  

 36 
 37 
 38 

Threshold Velocity Vp,1 Vp,2 Events Location 

Branching 

0.75 μm/s 0.75 3 1 MG 

3 μm/s 
0.75 

3 
1 MG 

12 3 SGB 
4 μm/s 2 4 5 SGB 
6 μm/s 12 6 5 SGB 

12 μm/s 12 
6 6 SGB 
3 5 SGB 

Elimination 

1.5 μm/s 
12 

1.5 
8  MG/SGB 

6 4 MG/SGB 

2 μm/s 
2 

4 7 MG/SGB 

2 
8 MG/SGB 

4 6 MG/SGB 

3 μm/s 
12 

3 
4 MG/ 

SGB 
6 7 MG 

4 μm/s 
2 4  7 MG/SGB 
4 2 5 SGB 

6 μm/s 
1.5 

6 
7 MG/SGB 

12 4 SGB 
6 10 MG 

12 μm/s 12 
3 4 SGB 
6  6 SGB 
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