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Abstract—Modern communication APIs provide increased ability
to specify when, where, and how to send data between processes. One
recent innovation is fine-grained communication, where processes
are able to send subsets of data as it is ready rather than waiting
for the entirety of the data to be completed. Allowing data to be
sent when it is ready increases opportunities for overlapping com-
munication and computation. However, with multiple fine-grained,
thread-safe interfaces, the task of optimizing an application’s peer-
to-peer fine-grained communication is complex. In this paper, we
present the Configurable Messaging Benchmark (CMB), a tool for
evaluating the application impact of fine-grained communication.
Using the CMB we perform a case study to measure the impact
of different fine-grained implementations on a variety of realistic
application profiles. Initial results reveal a large optimization space
ranging from potential speedups as high as 52.97% to slowdowns as
high as 289.55% relative to bulk-synchronous MPI message passing.

Index Terms—high-performance computing , computer networks
, fine-grained communication , models , benchmarks

I. INTRODUCTION

Scientific applications typically follow a Bulk Synchronous
Parallel (BSP) model, where the application is split into distinct
compute and communication phases, and all threads must
synchronize between phases. Fine-grained communication aims
to improve application performance by sending pieces of the
data as those pieces are completed, rather than waiting for a
distinct communication phase. This approach leverages network
resources during the computation phase where a BSP application
would otherwise leave those resources idle. Because of this
potential, fine-grained communication is an active topic in the
high-performance computing (HPC) research community [1]–[3].

The performance of fine-grained communication depends on
several factors. BSP applications are mainly impacted by size of
communicated data, communication interface (e.g., MPI message
passing or RMA), number of peers, and system performance.
Additional factors impact fine-grained communication, such as
the size and number of pieces being sent, additional overheads
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of the communication interface (locking, matching, etc.), and the
distribution of thread completions. The combination of all of these
factors creates a daunting optimization space for applications.
Choosing the right number and size of the pieces being sent and
which communication interface to use is a complex problem that
can vary between applications, systems, and software versions.

To address this challenge, we present the Configurable
Messaging Benchmark (CMB), a tool to measure the application
impact of different fine-grained communication strategies. Based
on the MiniMod framework [4], the CMB allows the user to
define an application profile (compute time, number of peers,
total communicated volume, and thread arrival distribution)
and a fine-grained communication approach (number of pieces
to divide message buffers into and communication interface).
The benchmark evaluates the impact of the communication
approach on the application profile, providing valuable feedback
regarding expected application behavior.

This paper makes the following contributions:

• The Configurable Messaging Benchmark (CMB): an
open-source1 application performance benchmark for
evaluating fine-grained communication for different
application profiles;

• Extensions to MiniMod enabling the exploration of
different message aggregation techniques;

• A case study exploring the impact of fine-grained
communication on 7- and 27-point stencils using 5 different
application noise profiles (Laggard Thread, Normal, and
3 distributions from measured application behavior).

The remainder of this paper is structured as follows. We
provide a background for our paper in Section II. We detail the
design of the CMB in Section III. We describe how we conducted
our experiments and present the results of our experiments in
Section IV. We discuss the implications of the case study in Sec-
tion V. Finally, we distinguish our work from existing related
work in Section VI and present our conclusions in Section VII.

1We are in the process of getting the CMB approved for open source release,
and anticipate replacing this text with a link to the source code before publication.
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Fig. 1: Traditional BSP communication (top) and best-case early-
bird communication (bottom) for a scenario where the buffer
is divided into four parts. See main text for more information.

II. BACKGROUND AND MOTIVATION

A. Bulk Synchronous and Fine-Grained Communication

In traditional Bulk Synchronous Parallel (BSP) applications,
communication and computation are separated into distinct
phases, where data is exchanged only after all current work
is completed and before any new work begins. This includes
situations where work is multi-threaded: Even if some threads
complete their contributions earlier than others, the results are
not communicated until all threads have completed. Unbalanced
workloads or operating system noise can lead to lagging
threads [1], [5], [6], delaying the transmission of data that is
otherwise ready to send. This scenario is depicted in Figure 1
(top): Work begins at t0 and ideally would complete at tw.
However, in this case, OS noise delays the completion of one
thread, so bulk communication cannot begin until tw +∆.

A fine-grained communication strategy attempts to leverage
these opportunities by allowing each thread to initiate data
transfer when their portion of work is completed, independently
of others [1]–[3]. A potential benefit of fine-grained
communication is early-bird transmission, shown in Figure 1
(bottom): While one thread has not yet completed its contribution
to the buffer as of tw, the other three have completed theirs,
so the data transfer can begin earlier than in the BSP case. The
figure shows a best-case scenario, where the delay is sufficiently
large that the contributions from all but one of the threads
can be moved before the last thread completes, maximizing
the amount of reclaimed time. Even if an application already
overlaps communication and computation by other means,
fine-grained communication can still expose additional overlap.

B. Factors Affecting Fine-Grained Communication

The efficacy of fine-grained communication depends on both
application behaviors as well as the underlying communication
stack. These factors interact, making the task of optimizing
fine-grained communication challenging. In this subsection,
we survey some of these factors, emphasizing those that are
exposed to middleware and scientific application developers.

1) Buffer Size: The communication overheads incurred by
splitting a buffer into multiple messages are proportionally
greater for small buffer sizes than for large buffers. This is due
to overheads being roughly constant in regards to buffer size
while the time spent transferring data scales linearly. We expect
fine-grained communication to be less performant for small
buffers. However, larger messages require more time to inject
into the network, so best-case scenarios (cf. Figure 1 (bottom))
may require a longer delay to be realized.

2) Number of Peers: Splitting a buffer into multiple messages
increases the number messages to be sent, and this number is
further increased by the number of peers. For example, a 7-point
halo exchange with buffers divided into four sub-messages yields
24 individual messages, while a 27-point exchange requires 104.
This rapid escalation in the number of messages may interact
with communication middleware, e.g., by exhausting bounce
buffers, complicating message matching, or requiring many more
rendezvous protocol transactions than if the buffers were not split.

3) Actor Completion Distributions: In Figure 1 (bottom) we
illustrate the potential benefits of fine-grained communication
by assuming every actor but one completes at time tw, with
one thread lagging behind until time tw +∆. Of course, this
Lagging Thread scenario is only one way actor completions
might be distributed over time. For instance, while laggards do
exist, threads sometimes complete in accordance with a normal
distribution with a mean centered at tw, or follow more complex
distributions [7]. The distribution of actor completion times
affects available opportunities for early-bird communication.
Completions following a normal distribution with a small
standard deviation, for example, have (on average) less time
to exploit than those that involve a large standard deviation.

4) User Partitions and Transport Partitions: Complementary
to the importance of buffer size is the number of partitions. Each
additional partition adds send and receive overheads [8], which
could swamp any potential benefits of fine-grained communica-
tion, especially for smaller buffer sizes. For the remainder of this
paper we will follow the terminology used by Temuçin et al. in
their work [9]. A user partition refers to the granularity of com-
munication requested by a user application, i.e. the contribution
of an individual thread to a communicated buffer. A transport
partition refers to the granularity used to communicate over the
network, i.e. the size of messages when using MPI two-sided
message passing or the size of an individual put when using MPI
one-sided RMA. These may be of different sizes; a transport parti-
tion is composed of one or more user partitions. A communication
strategy that sends fewer user partitions per transport partition
might be described as more fine-grained than one that sends more.

5) Communication interface: The number of communication
middleware interfaces continues to grow; from MPI’s point-
to-point, non-blocking, persistent, RMA [10], and Partitioned
Communication [1] to OpenSHMEM, PGAS, and others. Each
of these can exhibit different performance behaviors with
the biggest impact being how well an interface maps to the
underlying RDMA semantics.

C. The Need For a Better Benchmark

As illustrated in Section II-B, extracting performance benefits
from early-bird communication presents a difficult challenge
because of the sheer number of relevant factors and the
ways in which they interact. There is likely no ‘one right
answer’, applicable to all applications across all systems,
regarding whether to utilize fine-grained communication, and
if so, how fine-grained the communication should be, which
communication interface should be used, and so forth. In the
next section, we introduce the CMB, a benchmark that allows
users to investigate fine-grained communication performance
while varying application and communication factors.



III. DESIGN OF THE CMB

The Configurable Messaging Benchmark (CMB) is
an application impact benchmark built using the MiniMod
framework [4] that explores the performance of different methods
of implementing fine-grained communication across different ap-
plication profiles. In this section, we present the CMB and discuss
its design philosophy, general architecture, extensions made to
the MiniMod framework, and how it handles thread arrival times.

A. Design Principles

There are a few key design principles that are integral to
the CMB. First, the benchmark needs to be able to assess
the performance impact of fine-grained communication on
applications. There are three types of sources of impact on the
performance of the benchmark; system, application profile, and
fine-grained implementation.

System comprises factors that are externally determined.
For example CPU, network, and MPI distribution all fit in this
category. While these are not explicitly referenced inside the
CMB, these factors play a significant role in the performance
of an application.

Application profiles are a set of independent variables that
specify how the application the CMB is mimicking will behave.
These variables include compute time, communication size,
number of threads, thread completion distribution, and number
of peers. Each combination of these parameters creates a profile
of a different hypothetical application.

Fine-grained implementations are another set of independent
variables that represent the decision-space within an application
on how to implement fine-grained communication. These
include the number of user partitions per transport partition
in each direction in a halo exchange and the communication
methodology (e.g., MPI message passing vs. MPI RMA). Each
combination of these parameters represents a different way
the middleware stack could accomplish the communication
requirements described by the application.

It is important to distinguish between the characteristics
that should be directly comparable and those that are not.
Benchmark results across different application profiles are likely
not directly comparable performance wise, in the same way the
performance of different applications are not. These are meant
to represent the requirements of different scientific computations.
Conversely, results across the fine-grained implementations
are directly comparable, as none of these factors represent the
underlying needs of the scientific application but rather the
implementation decisions being made as means to those ends.

The second design principle is to use a combination of
estimated and data-driven application profiles. A direct example
of this is thread arrival times. Previous work has relied on
assumptions about how threads behave, e.g., assuming OS
noise will delay a thread or assuming a normal distribution.
By measuring the thread behaviors of applications and creating
distributions based on empirical data, the CMB will be able to
better evaluate real-world impact of fine-grained communication
on application performance.

B. The CMB Architecture

Taking these principles as a basis, we designed and built
the CMB to emulate application profiles (compute time,
communication volume, number of peers, thread counts, and
thread arrival distributions) and evaluate different approaches
to fine-grained communication. The CMB was created to
allow users to empirically explore the factors described in
Section II-B. The CMB allows user to explore the impact of
fine-grained communication not just on individual applications
but across entire swaths of application classes.

The CMB draws upon concepts from two previous works.
The first is the RMA-MT version of the Sandia Microbenchmark
message rate benchmark [11], which emulates the network
behavior of applications by using the number of peers to create
a ring where each process communicates to a given number
of peers. Other adaptations include clearing the cache between
iterations and making communication calls from different
threads. The second is the original partitioned communication
paper [1] which introduced a bandwidth benchmark that
emulated computation and system noise by using sleep to
pause thread execution and extending the sleep time for an
impacted thread to represent system noise and load imbalance.
We leveraged these concepts in the CMB, which was designed
to emulate application behavior in depth including these factors.

The CMB takes as inputs the number of peers that each process
communicates with each iteration (stencil size), the amount
of data sent to each peer (buffer size), the number of threads
that contribute to each buffer (thread count), and a number of
parameters to define the times at which those threads complete
their contributions as described in III-D. To manage different
fine-grained implementations we built the benchmark using the
MiniMod framework [4], which allows for runtime changes
of fine-grain communication and communication interface.

C. Extensions to MiniMod

Fig. 2: Although an application may define user partitions of
any size (demonstrated by the green boxes), the communication
middleware may determine that it is instead optimal to aggregate
user partitions into bins and send transport partitions of a
coarser granularity (demonstrated by the black boxes).

Fine-grained communication operates at the level of individual
threads: when a thread completes a user partition (contributed
portion of a communicated buffer by single thread), that partition
can be sent immediately (see Section II). However, this level of
granularity may not be optimal. For instance, if we send each user
partition individually a small buffer with many contributors will
be sent as many even smaller messages, potentially incurring large
overheads. In situations like this, it may be advantageous to allow
communication middleware to make decisions regarding the size
and number of messages to send over the network. By aggregating
user partitions into a smaller number of larger transport partitions,
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Fig. 3: Abstract illustration of the normal distribution completion
pattern. Completion times are sampled from the normal
distribution, where the mean is held fixed at tw while standard
deviation is varied.

it is possible to avoid overheads while still taking advantage of
opportunities afforded by fine-grained communication.

To capture this functionality, we extended MiniMod by adding
an aggregation module. The aggregation module allows the frame-
work to aggregate a number of multiple contiguous user partitions
into larger transport partitions. The module has some constraints.
When using MPI message passing, the size of each message needs
to be pre-determined (MPI_Isend must match a corresponding
MPI_Irecv), and also needs to avoid adding overhead through
an extra data copy. Without the use of an additional round trip
message to prepare the receiving process, both processes must
decide on a strategy in advance. Our implementation is a simple
aggregation strategy shown in Figure 2: The send buffer is split
into a number of contiguous bins and a bin is sent only after
all of the user partitions within it have completed. While more
advanced aggregation strategies may be required to resolve data
dependencies in actual applications, this approach allows us to
explore the performance impact of aggregation in the CMB.

D. Thread Arrival Times

The potential benefits of fine-grained communication are
largely determined by the times at which user partitions are
completed by threads. In order to allow the greatest control
over these times, the CMB emulates computation by suspending
the execution of threads for the duration of their emulated
computation. Depending on runtime configuration, each thread
independently determines their thread arrival time and then
sleeps for that long. The CMB can emulate the thread arrival
times of applications with an individual laggard thread (Figure 1),
applications where threads complete according to a normal
distribution (Figure 3), or by using kernel density estimation
(KDE) can model arbitrary applications based on measurements
of thread completion times obtained from real applications [7].

Kernel density estimation is a non-parametric method for
approximating the probability density function of a distribution
based on a collection of samples. Using this approximation we
can generate new samples that will closely match the distribution
of the input samples. This allows us to replicate the thread arrival
distribution of a target application and study its amenability to
fine-grained communication without needing to rewrite the entire
application to use fine-grained communication. We generated
thread arrival timings using kernel density estimates of the
data collected by Marts et. al. [7] for three mini-applications:
MiniFE [12], MiniMD [13], and MiniQMC [14], [15]. As shown
in Figure 4, real-world thread timings can be more-or-less
Gaussian, but also skewed or even multimodal.

E. CMB Execution

Every iteration, the CMB begins by generating for each
thread an arrival time (time the thread completes its work in
a parallel section) in nanoseconds as described in section III-D.
For example, if the CMB was configured to use KDE for
determining thread arrivals, it would generate a sample from
that KDE for each of its threads at the beginning of every
iteration. The CMB then begins the timed section, an OpenMP
parallel region. Each thread in this region begins by sleeping for
the amount amount of time determined earlier, and then calling
into MiniMod to communicate that thread’s user partitions.
Minimod will then communicate these partitions as described in
section III-C to a number of peers as described in section III-B.
The timed section ends after all threads have joined and thus
the communication has finished. Reported times are summation
of the times measured in each iteration.
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Fig. 4: Histograms of the three application thread arrival
distributions used to generate our kernel density estimates. Each
histogram has a bin width of 10µs.



IV. RESULTS

In this section we detail the results of our case study
using the CMB to explore the impact of different fine-grained
implementations across a variety of application profiles.

A. Setup

1) Hardware and Software Stack: Data was collected on two
machines: Sandia National Laboratories’ Manzano and Mutrino
clusters. Manzano, a CTS-1 system, has two 2.9 GHz Intel
Cascade Lake CPUs and 192 GB of RAM per node. The machine
uses the RHEL7 operating system and runs on an Intel Omni-Path
network. Data collected on this system used OpenMPI 4.1.3 and
all executables were compiled with GCC version 10.2.1. Mutrino,
a Cray XC40 system that has the same hardware configuration
as NERSC’s Cori [16] and LANL’s Trinity [17] super computers,
has two 2.3 GHz Intel Haswell CPUs and 128 GB of RAM
per node. The machine uses the SLES11 operating system and
runs on a Cray Aries Dragonfly network. Data collected on this
system was run on the vendor-provided Cray software stack with
Cray clang version 11.0.2 and Cray MPICH version 7.7.16.

2) Experiments: Data was generated via the use of the CMB,
running across a variety of systems, application profiles, and
fine-grained implementations as described in Section II. Runs on
all systems used 32 nodes with one process per node. Each data
point is the mean of five trials. Each trial is a run-time summing
the time spent in its 200 application iterations. The cache is
cleared before each iteration. Percent speedup is the percent
difference in run-time between a fine-grained implementation and
an equivalent run with MPI message passing and a BSP execution
model. This is calculated as ((BSP −FINE)/(BSP )) ∗ 100.

Our fine-grained implementations vary in communication
interface and granularity of communication. For communication
interface we tested MPI RMA and MPI message passing.
For communication granularity we tested BSP, sending user
partitions individually, and simple aggregation. On Manzano
we used 32 threads and transport partition counts between 2
and 16 by powers of two. On Mutrino we used 16 threads and
transport partition counts between 2 and 8 by powers of two.

Our application profiles vary in buffer size, computation time,
thread arrival distribution, and stencil size. We varied buffer
size (the size of of the communicated buffer between each
communicating process pair) from 256 bytes to 4 mebibytes
by every other power of two. We kept computation time fixed
at 222 nanoseconds (approximately 67.1 ms) for application
profiles that do not use a kernel density estimate. This is the
time in nanoseconds that each non-laggard thread sleeps per
iteration for our laggard thread results and the mean value for
our normal distribution (See tw in Fig. 1 and Fig. 3). We used
the values 1%, 4%, and 10% as the noise parameter for our
laggard thread distribution (the percentage by which the laggard
thread is slower than the rest). These numbers were selected to
match Grant et al.’s previous work [1]. For our normal results
we used standard deviations of 200ns, 2000ns, and 20000ns.
We used thread timings sampled from KDE’s based on the
timing data from MiniFE, MiniMD, and MiniQMC. We ran
each configuration with both a seven point and 27 point stencil.

Due to the number of tunable parameters exposed by the CMB
we limit our search space. This case study was chosen as a rea-
sonable balance of breadth of exploration, sample resolution, and
verisimilitude of application behavior. Not every data point will
necessarily correspond to a reasonable application profile and fine-
grained implementation combination. But by including such cor-
ner cases, the CMB reveals broader trends in application behavior.

B. Laggard Thread Arrival

Fig. 5 presents results for application profiles with a laggard
thread arrival distribution, i.e., when one thread is delayed for
some percentage (1%, 4%, or 10%) of work time. On Mutrino,
the CMB does not show performance benefits from fine-grained
implementations when using MPI message passing as a com-
munication interface. With a seven-point stencil, iteration times
were within 0.310% of BSP MPI message passing for buffer
sizes below 1MiB. For buffers 1MiB and larger they were slower
by between 1.105% and 7.428%. The corresponding application
profile with a 27-point stencil resulted in iteration times that
were slower than BSP MPI message passing by between 0.018%
and 1.606% for buffer sizes below 1MiB and between 1.227%
and 16.579% slower for buffers 1MiB and larger. The only appli-
cation profiles where itteration times were lower than BSP MPI
message passing was for 16KiB buffers. We observed this dif-
ference for all laggard noise parameters. No difference exceeded
0.061% for a 7-point stencil or 0.074% for a 27-point stencil.

Using MPI RMA for the same application profile resulted
in performance gains on Mutrino, but only for large buffer sizes.
Application profiles with a 7-point stencil performed within
0.566% of BSP MPI message passing for buffer sizes below
256KiB. Application profiles with buffers of size 256KiB and
larger saw performance benefits between 0.096% and 7.395%.
Application profiles with a 27-point stencil performed within
1.817% of BSP MPI message passing for buffer sizes below
256KiB. Application profiles with buffers of size 256KiB and
larger saw performance benefits between 1.465% and 8.955%.

On Manzano the CMB shows consistent opportunity for benefit
from fine-grained communication for application profiles with a
laggard thread arrival distribution. When using fine-grained imple-
mentations with MPI message passing there was no combination
of buffer size, stencil size, and thread delay where there was
not performance improvement when using 2 transport partitions.
For application profiles with a 7-point stencil iteration times
were faster by 0.412% to 10.453% for transport partition counts
between 2 and 16 with our maximal speedups seen between 2 and
8 transport partitions. For runs with 32 transport partitions and
buffer sizes below 1MiB iteration times were slower by 0.245%
to 24.195% and for buffers 1MiB and larger iterations were faster
by 3.579% to 9.187%. Although the speedups are less consistent
for a many-then-one laggard thread arrival distribution with a 27-
point stencil, the application profiles with two transport partitions
were able to see some benefit. There were two application profiles
that were not able to achieve a speed up for any transport partition
count, but both had relative slowdowns below 0.001%. Otherwise,
iteration times for 27-point stencils were faster by 0.271% to
12.560% when using 2 transport partitions. The fastest iteration
times were always observed when using two transport partitions,
and the slowest iteration times when using 16 or 32 transport
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Fig. 5: Percent speedup for fine-grained communication relative to BSP MPI message passing for application profiles with laggard
thread arrival distributions. Each line corresponds to a fine-grained implementation. ”P2P” refers to two-sided message matching.
”RMA” refers to one-sided MPI RMA. Numbers in parentheses are the number of transport partitions. Results shown use a
4% laggard delay parameter.

partitions. For buffer sizes below 1MiB there was a maximum
slowdown of 8.887% to a maximum speedup of 6.674% using 4
or 8 transport partitions, and maximum slowdown of 187.155%
to a maximum speedup of 5.484% for 16 or 32 transport parti-
tions. For buffers 1MiB and larger there was a minimum speedup
of 9.267% to a maximum speedup of 12.569% using 4 or 8
transport partitions, and a maximum slowdown of 19.315% to a
maximum speedup of 10.901% for 16 or 32 transport partitions.

Using MPI RMA for application profiles with laggard threads
arrivals on Manzano proved similar to Mutrino. The key differ-
ence was that Manzano saw much greater reduction in iteration
times. Application profiles with 7-point stencil performed within
0.225% of BSP MPI message passing for buffer sizes below
256KiB. Application profiles with buffers of size 256KiB and
larger saw performance benefits between 0.969% and 19.770%.
Application profiles with a 27-point stencil performed within
0.3507% of BSP MPI message passing for buffer sizes below
64KiB. Application profiles with buffers of size 64KiB and
larger saw performance benefits between 1.713% and 52.972%.

C. Normal Thread Arrival

Fig. 6 presents case study results for application profiles
with a normal thread arrival distribution. On Mutrino these
application profiles saw lower relative iteration times than
analogous application profiles with laggard thread arrivals
for fine-grained implementations using MPI message passing.

A seven point stencil resulted in iteration times that were
slower than BSP MPI message passing by between 0.032% and
0.825% for buffer sizes below 1MiB and between 1.178% and
7.391% slower for buffers 1MiB and larger. Application profiles
with a 27-point stencil resulted in iteration times that were
slower than BSP MPI message passing by between 0.200%
and 3.473% for buffer sizes below 1MiB and between 5.665%
and 22.112% slower for buffers 1MiB and larger.

When using MPI RMA for the same application profiles we
also saw no performance gain from fine-grained communication.
The relative performance difference varied little across tested
application profiles. Application profiles with a 7-point stencil
saw slowdowns of between 0.416% and 1.843%. Application
profiles with a 27-point stencil saw slowdowns of between
1.445% and 4.775% for buffers sizes 1MiB and below.
Application profiles with buffers of size 4MiB varied between
a slowdown of 3.618% and a speedup of 2.855%

When using MPI message passing for normally-distributed
thread arrival times on Manzano results were very similar to the
laggard results. Iteration times for 7-point stencils were faster by
0.271% to 10.397% for transport partition counts between 2 and
16 with our maximal speedups seen between 2 and 8 transport
partitions. For runs with 32 transport partitions and buffer
sizes below 1MiB iteration times were slower by 0.367% to
25.085% and for buffers 1MiB and larger iterations were faster
by 3.174% to 9.332%. There were three application profiles
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(a) Manzano: 7-Point Stencil
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(b) Manzano: 27-Point Stencil
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(c) Mutrino: 7-Point Stencil
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Fig. 6: Percent speedup for fine-grained communication relative to BSP MPI message passing for application profiles with normal
thread arrival distributions. Each line corresponds to a fine-grained implementation. ”P2P” refers to two-sided message matching.
”RMA” refers to one-sided MPI RMA. Numbers in parentheses are the number of transport partitions. Results shown use a
2µs standard deviation.

with normally distributed thread arrivals and 27-point stencils
that were not able to achieve a speed up for any transport
partition count, but all three had relative slowdowns below
0.001%. Otherwise, iteration times for 27-point stencils were
faster by 0.021% to 12.552% when using 2 transport partitions.
For buffer sizes below 1MiB there was a maximum slowdown
of 8.780% to a maximum speedup of 6.615% using 4 or 8
transport partitions, and maximum slowdown of 186.212% to a
maximum speedup of 5.498% for 16 or 32 transport partitions.
For buffers 1MiB and larger there was a minimum speedup
of 9.226% to a maximum speedup of 12.556% using 4 or 8
transport partitions, and a maximum slowdown of 3.296% to a
maximum speedup of 10.744% for 16 or 32 transport partitions.

Using fine-grained implementations MPI RMA for application
profiles with normally distributed thread arrival times on
Manzano resulted in relative iteration time differences very
similar to those seen with laggard on the same system.
Application profiles with 7-point stencils using MPI RMA in
their fine-grained implementations performed within 0.223%
of BSP MPI message passing for buffer sizes below 256KiB.
Application profiles with buffers of size 256KiB and larger
saw performance benefits between 0.925% and 19.719%.
Application profiles with a 27-point stencil performed within
0.33% of BSP MPI message passing for buffer sizes below
64KiB. Application profiles with buffers of size 64KiB and

larger saw performance benefits between 1.730% and 52.760%.

D. Kernel Density Estimate

Fig. 7 presents case study results for application profiles
with thread arrival distributions generated using kernel density
estimates. These application profiles were all timed on Manzano,
the same system where the thread timing data for our KDEs was
collected. Like other application profiles tested on Manzano, the
CMB shows consistent opportunity for benefit from fine-grained
communication provided we do not split our buffers into too
many messages. The CMB shows that when using MPI message
passing with between 2 and 16 messages per buffer there was a
relative performance difference of between 0.160% to 0.991%
for application profiles with a 7-point stencil and buffer sizes of
64KiB and below and a speed up of between 1.008% to 12.794%
for application profiles with a 7-point stencil and buffer sizes of
256KiB and above. When using 32 messages, the CMB showed
that for the same 7-point stencil application profiles there was a
relative iteration time difference of between −4.160% to 0.169%
for application profiles with buffer sizes of 64KiB and below,
a slowdown of between 27.370% to 38.225% for application
profiles with a buffer size of 256KiB, and a speedup of between
3.478% to 11.347% for application profiles with buffer sizes
of 1MiB and above. When using MPI RMA based fine-grained
implementations for application profiles with a 7-point stencil



256B 1KiB 4KiB
16KiB

64KiB
256KiB 1MiB 4MiB

Buffer Size

−20

0

20

Pe
rc

en
t S

pe
ed

up
P2P(1)
P2P(2)
P2P(4)

P2P(8)
P2P(16)
P2P(32)

RMA(1)
RMA(2)
RMA(4)

RMA(8)
RMA(16)
RMA(32)

(a) miniFE: 7-Point Stencil
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(b) miniFE: 27-Point Stencil
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(c) miniMD: 7-Point Stencil
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(d) miniMD: 27-Point Stencil
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(e) miniQMC: 7-Point Stencil
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(f) miniQMC: 27-Point Stencil

Fig. 7: Percent speedup for fine-grained communication relative to BSP MPI message passing for application profiles with thread
arrival distributions generated with a KDE. Each line corresponds to a fine-grained implementation. ”P2P” refers to two-sided
message matching. ”RMA” refers to one-sided MPI RMA. Numbers in parentheses are the number of transport partitions. Thread
arrival times randomly generated from corresponding kernel density estimate

iteration times remained within −0.479% to 0.247% of BSP
MPI message passing for application profiles with buffer sizes of
64KiB and below and a speed up of between 0.741% to 24.911%
for application profiles with buffer sizes of 256KiB and above.

For application profiles with 27-point stencils the CMB shows
similar trends to other 27-point application configurations on
Manzano. When using MPI message passing with between 2 and
8 messages per buffer iteration times remained within −0.724%
to 0.782% of BSP MPI message passing for application profiles
with buffer sizes of 16KiB and below, within −11.683% to

2.695% of BSP MPI message passing for application profiles
with a buffer size of 64KiB, and a speed up of between 6.897%
to 15.281% for application profiles with buffer sizes of 256KiB
and above. When using between 16 to 32 messages with the
same application profiles there were slowdowns of between
0.129% to 289.552% for application profiles with buffer sizes
of 256KiB and below and within −13.4047% to 12.987%
of BSP MPI message passing for application profiles with a
buffer size of 1MiB and above. When using MPI RMA for
application profiles with a 27-point stencil iteration times



remained within −0.479% to 0.471% of BSP MPI message
passing for application profiles with buffer sizes of 64KiB
and below and a speed up of between 1.604% to 59.509% for
application profiles with buffer sizes of 256KiB and above.

V. DISCUSSION

The results reported by the CMB and described above above
suggest several broad conclusions and heuristics regarding the
use of fine-grained communication:

1) Necessity of Empirical Analysis: Our evaluation demon-
strates that the same application profile (combination of thread
arrival distribution, communication stencil, and volume communi-
cated between peer processes) using the same fine-grained imple-
mentation (combination of communication interface and number
of transport partitions) can exhibit different behaviors depending
on the system used. For example, some techniques that prove con-
sistently beneficial on Manzano result in slowdowns on Mutrino.
The factors that govern performance are complex and hard to
disentangle when their impacts are so interdependent. Given this,
a tool like the CMB can be invaluable in making design decisions.

2) Avoiding Pitfalls: Figures 5, 6, and 7 show the potential
hazard of poor fine-grained implementations. Although benefits
are possible, these results show that some configurations
perform radically worse than bulk-synchronous two-sided
message passing. Conveniently, these configurations are easy
to avoid. We see that the for both systems the worst performing
configurations are those with a large number of transport
partitions coupled with two-sided MPI message passing.
Although this configuration may start communication earlier,
the message and matching overheads are considerable.

3) Safe Configurations: There are generally safe
configurations when performing fine-grained communication.
MPI two-sided message passing using a small number of
messages between pairs (two or four transport partitions) do
not exhibit the performance pitfalls of large message counts
while still benefiting from the overlap of communication and
computation. For Manzano it was consistently beneficial to
aggregate and send two messages, with speedups as high
as 12.79%. On Mutrino, the same configurations generally
had slowdowns of less than 1%. This is especially true for
application profiles that communicate buffers smaller that 1
MiB. Although Manzano has its largest speedups for application
profiles that send these especially large buffers, Mutrino has
its largest slowdowns. Existing modeling work predicts that
our Mutrino results are atypical [18], [19], but it does limit our
recommendation for applications sending buffers of this size.

4) One-Sided Configurations: Configurations that used MPI
RMA as the communication interface proved to be very prudent.
For buffers smaller than 1 MiB they did not see the same consis-
tent benefits on Manzano that were observed using MPI two-sided
message passing. Instead they generally performed within 1% of
baseline with a worst case slowdown of less than 4.775%. What
they lose in best case performance for small messages they make
up for by avoiding the sensitivity to message aggregation and
in their speed ups for large buffers. One-sided communication
determines a consistent target buffer at window creation and
performs explicit epoch synchronization, dramatically reducing
the per-send overhead of communication. The biggest benefits

to configurations with MPI RMA are found for large messages.
When communicating buffers that are 1 MiB or larger, RMA
dramatically outperforms MPI two-sided message passing regard-
less of transport partition count. These are remarkable speedups
with reductions in iteration time as high as 52.972% compared to
baseline. Although there are additional complexities and restraints
to using MPI RMA, results derived from the CMB suggest it
is a very promising interface for threaded communication.

VI. RELATED WORK

Determining the right granularity for concurrent computations
is a challenging task. Nonetheless it is required for future genera-
tion codes more than any previous generation due to the migration
to accelerators and multi-threaded environments. Previous surveys
have shown that [20] there is great desire to explore different
concurrency methods but that most applications have not yet
moved to new methods. Part of this reluctance is the difficult in
determining how fine-grained a concurrency method must be and
how to communicate and partition work. Using non-mainstream
mechanisms is a significant amount of work, as evidenced by
past efforts not aided by methods like MiniMod [21]. MiniMod
first provided the ability to examine different communication
middleware solutions [4], helping application code teams decide
which middleware to use, but it did not resolve the problem of
the granularity of concurrency question. This work provides the
solution for studying the answer to this question for code teams.

Proxy applications have been well studied, built and used in the
past. Major proxy application suites like Mantevo [22] have of-
fered several versions of their proxy applications that allow com-
parisons between different middleware types and threading mod-
els. Other single proxy applications like LULESH [23] have many
modified versions as well. Unfortunately, for each communication
subsystem (e.g., MPI, OpenSHMEM, RDMA), granularity (single
thread per process, multiple threads, message granularity, etc),
and threading library a separate proxy app needs to be written.

Frameworks for performance portability between hardware
architecture have been developed and are in use such as
Kokkos [24] and RAJA [25]. These approaches solve some
difficulties in having to recreate miniapps for new system
architectures, but of course are not easy to compare portability
layers to using underlying hardware specific approaches. In
contrast, the MiniMod modular miniapp approach allows for a
single code modification point that can be used to compare many
different communication subsystems and parallelism granularity.

There have been many prior works evaluating communication
middleware and comparing approaches. MPI has been extensively
studied in traditional modes [26], [27] as well as one-sided [10],
[11]. MPI multi-threading is currently a hot topic and has been
extensively explored recently [28]–[33]. Many MPI comparisons
are limited to studying MPI libraries themselves by necessity
due to comparisons of new features or proposed features [1],
[34]–[37]. However, such new approaches would be desirable
to compare broadly across many different communication
subsystems which this work enables and makes significantly less
burdensome. It also solves questions relating to solutions that
have variable granularity built into them, like MPI Partitioned
communication where granularity of communications can be
easily built into the overall communication profile [1], [38].



Previous works have focused on highly concurrent
communication in MPI [39]–[41], but these works form the
basis of the mechanisms that the CMB uses to assess the best
performance mode for an application. Using prior works on
highly concurrent MPI may be a method of determining if finer
granularity is a good performance option for an application.

VII. CONCLUSION

In this paper we have presented motivation, design, and
implementation of a Configurable Messaging Benchmark, the
CMB. This benchmark allows for exploration of potential
application performance impact of different fine-grained
communication to a degree that has not been explored in
prior work. To showcase this we presented a case study of the
potential impact of different fine-grained implementations on
different application profiles and two different HPC systems.
The case study revealed the factors that effect the applicability
of a particular fine-grained communication implementation vary
depending on system. We provide high-level heuristic take-aways
on when and how to best use partition communication. These
results highlight the need for tools like the CMB to better
understand fine-grained communication dynamics and guide
the continued path of application and middleware codesign.
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