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ABSTRACT

Accurate approximation of a real-valued function depends on two aspects of the available data: the
density of inputs within the domain of interest and the variation of the outputs over that domain.
There are few methods for assessing whether the density of inputs is sufficient to identify the relevant
variations in outputs—i.e., the “geometric scale” of the function—despite the fact that sampling
density is closely tied to the success or failure of an approximation method. In this paper, we introduce
a general purpose, computational approach to detecting the geometric scale of real-valued functions
over a fixed domain using a deterministic interpolation technique from computational geometry. The
algorithm is intended to work on scalar data in moderate dimensions (2-10). Our algorithm is based
on the observation that a sequence of piecewise linear interpolants will converge to a continuous
function at a quadratic rate (in L? norm) if and only if the data are sampled densely enough to
distinguish the feature from noise (assuming sufficiently regular sampling). We present numerical
experiments demonstrating how our method can identify feature scale, estimate uncertainty in feature
scale, and assess the sampling density for fixed (i.e. static) datasets of input—output pairs. We include
analytical results in support of our numerical findings and have released lightweight code that can be
adapted for use in a variety of data science settings.
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1 Introduction

Identification of sufficient sampling density is an essential and ongoing challenge in data science and function modeling.
For any problem context, too little data raises concerns of over-fitting while too much data risks under-fitting and
inefficient computational pipelines. While theorems and error estimates can provide rough bounds on requisite sampling
density, more often density is selected by heuristics, trial and error, or rules of thumb.

In this work, we introduce the Delaunay density diagnostic: a computational technique that can help identify the
presence and scale of geometric features in a function f : R? — R! as values of f are iteratively collected. By
geometric features we mean any non-linear behavior that is not noise, and hence the presence of a feature requires
sufficient sampling density to distinguish it from noise. More formally, the goal of the diagnostic is to provide a robust
computation of the rate at which a piecewise linear interpolant of f changes as additional sample points are incorporated
in batches of user-specified size.

A simple illustration of the challenges present in this effort can be seen by examining the Griewank function on R*
(d = 1), defined by

01(2) =

= 000 cos(z) + 1.
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At a large scale, e.g. x € [—10%,10%], the quadratic term is dominant and only an extremely dense sampling of the
interval would be able to distinguish the cosine term from random noise. At a small scale, e.g. « € [—1, 1], the cosine
term is dominant and even a very dense sampling of the interval would be insufficient to pick up the quadratic term
behavior. At intermediate scales, the interplay between sampling density and feature representation is more subtle,
motivating the need for a computational approach to the problem.

We first describe the Delaunay density diagnostic in the simplest context and in a manner slightly distinct from how it is
actually implemented. Assume we can rapidly compute the output of a function f : R? — R! for any « € R¢. For now,
we assume there is no uncertainty or significant numerical error in the output computation, as can be the case when f is
given by an analytical formula or a trained neural network of mild complexity. The following must then be specified by
the user:

* A d-dimensional bounding box B C R?. All data and computations will be confined to this box. In practice,
it is best to rescale the box to a standard hypercube (such as [0, 1]%), which would induce a similar rescaling
on any data contained within.

* An initial set of sample points {x;} C B. Ideally, these points are spread uniformly over B. The initial
Delaunay interpolant will be determined by this set.

* An upsampling growth factor b € (1,2]. Sample points will increase by b in each iteration, typically via
uniform upsampling. Each iteration determines a finer-grained Delaunay interpolant than the previous.

* A set of query points {g;} C B. The Delaunay interpolant will be evaluated at these points. To avoid too many
query points falling outside the convex hull of the sample points (thus resulting in geometric extrapolation),
the query points should be supported in a proper subset of 3. In general, the larger d is, the smaller the subset
bounding the query points must be, but the nature of the sample points also plays a role (e.g. if the samples
are intentionally clustered in some region).

In the simplest case, we choose the query points to be a regular, axis-aligned lattice of p¢ points forming a cube in
R?, for some p, and B to be a box with the same center as the lattice but larger diameter. The main computation is an
iterative procedure:

1. For each query point g;, compute and store f (g;), the unique Delaunay piecewise-linear interpolant defined
by {z;, f(x;)}, evaluated at g;.

2. Let |[{z;}|| = n. Let £ be the integer closest to [b n'/? — (b — 1)]d — n. Randomly sample ¢ more points
from BB and add these points to the set of samples so that ||{x, }|| = n + £.

3. Repeat until ||{z; }|| exceeds a specified threshold.

If some g; lies outside the convex hull of the {x;} at a step of the process, the Delaunay interpolant is not defined and
we just store a nan value. This case can be avoided by increasing the diameter of B or increasing the initial number of
points in {x;}.

Observe that the values of f (g;) may change at each step, since the introduction of new samples may change the sample
points defining the computation of f(q;). We use this observation to compute an approximate rate of convergence of

the interpolants to the true function f over the region defined by the query points. Let fi(g;) denote the interpolated
value at g; at the kth step of the iterative procedure. For each k > 2, we compute a rate r;, defined by

\/MSDi (fk_1(lh) - fk—Q(Qi))
\/MSDi (fk(Qi) - fk—l(‘h’))

r = log,

Here, MSD; (-) = I{Tlm >, (-)? denotes the mean squared difference over the index i, which provides a measure of
the difference between successive interpolants in the procedure; the square root of the mean squared difference is a
discretization of the L? norm. The definition of 7, is inspired by the computation of convergence rates for finite element
methods over a sequence of increasingly refined meshes [Brenner and Scott(1994)]. We now make the following claims,
which will be supported by numerical and analytical results later in the paper:

Claim 1 If the set {(x;, f(x;)} used to define fk contains sufficient information to reconstruct the geometric features
present in [ over the set of query points {q;} then the mean squared difference rate ri, will be approximately 2.
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Claim 2 If the set {(x;, f(x;)} used to define fk cannot distinguish geometric features from random noise over the
set of query points {q; } then the mean squared difference rate ry, will be approximately 0.

We envision the results of these claims being relevant to the multitude of scientific machine learning problems in
contemporary literature where the goal is to approximate some unknown function based on unstructured numerical
data. Many such problems have inputs in R? for d > 2, making visualization difficult, but not d >> 2, making
techniques designed for high-dimensional data not necessarily applicable. In such settings, there are few computational
techniques for robust identification of sufficient sampling density and hence the proposed diagnostic (which works best
for 2 < d < 10) could aid in determining whether a given sampling procedure is insufficient, sufficient, or excessive
in the context of a specific problem or application. We note, however, that sampling density is important throughout
computational mathematics and the technique has no intrinsic relation to machine learning.

The diagnostic effectively evaluates nonlinear feature presence at different scales, but has several limitations that need
to be considered:

* The Delaunay triangulation becomes expensive to construct in higher dimensions, even partially, which limits
the maximum dimension to around 10.

* Much of our work on the diagnostic assumes (nearly) uniform sampling for the sample points. For non-uniform
sampling, the “features” detected by the diagnostic would be a mix of features of the function and the sampling
density. This could potentially be resolved by using a norm adjusted for the sampling density, but we leave
such considerations for future work. If the sampling density is very non-uniform (such as if data lies on a
lower-dimensional manifold), this could significantly degrade the performance of the Delaunay interpolant
and prevent computation of the diagnostic. Of note, the software we will use for computing the Delaunay
interpolant can sometimes detect if the data lies on or nearly on a lower-dimensional manifold.

 The diagnostic does not distinguish between geometric features present in all coordinates and those present
in only some coordinates. For example, suppose a 4-dimensional function only depended on two of the four
coordinates and the features had characteristic size ¢. For a bounding box with side length L, the diagnostic
would require somewhat more than (L /¢)* sample points to resolve the features, while an algorithm that could
take advantage of the lower dimensionality could fit the function well with only somewhat more than (L/¢)?
points. In such cases, the diagnostic is too conservative, claiming more points are needed to adequately resolve
features even when appropriate algorithms can fully resolve them without additional sampling.

2 Context in the literature

Techniques for fitting a function to unstructured numerical data have been studied in multiple disciplines for many
decades. Some prominent examples include the Kriging interpolation method [Sacks et al.(1989), Simpson et al.(2001),
Van Beers and Kleijnen(2004)], radial basis functions [Buhmann(2000), Buhmann(2003)], response surface
methodology [Khuri and Mukhopadhyay(2010)], and generalized linear models [Nelder and Wedderburn(1972),
McCullagh and Nelder(2019)]. Interpolation based on “nearest neighbors” is appealing for its simplicity, but has
not emerged as a feasible competitor to the above methods. In general, methods have been developed to serve specific
needs in engineering and statistics communities but have trouble scaling to the size and dimension of modern datasets.

Perhaps the most closely related research area—and in fact the inspiration for this work—is the notion of data
oscillation in finite element methods (FEM); see e.g. [Morin et al.(2000)]. In FEM, the goal is to approximate the
solution w to a partial differential equation Du = f by creating a piecewise polynomial with respect to a mesh of
the domain. Data oscillation, osc a4, is a quantity that measures the variation of f over a fixed mesh M. If osc pq
is large, f has fine scale geometric structures that cannot be resolved by approximation with respect to M, meaning
a finer mesh must be used. Hence, attaining optimal rates of convergence in adaptive FEM (in which meshes are
partially refined in an iterative process) depends on controlled data oscillation; control can be attained by assumption,
by luck, or by computational detection and mesh refinement, often based on the classical theory of Richardson
extrapolation [Richardson(1911), Richardson and Gaunt(1927)].

The issue of function-dependent sampling density requirements is by no means restricted to the finite element world.
Metrics to assess data variation with respect to sample points have been devised for application-specific contexts but
have no standard nomenclature. These include the “grid convergence index’[Celik and Karatekin(1997)] and “index
of resolution quality” [Celik et al.(2005)] for computational fluid dynamics, “local feature size” for homeomorphic
surface reconstruction from point clouds [Amenta et al.(2000)], and the “coefficient of variation” for LIDAR sam-
pling [Guo et al.(2010)]. In machine learning communities, various notions of “holdout sets” and “cross validation” are
in vogue [Blum et al.(1999), Bengio and Grandvalet(2003), Bates et al.(2023)]. The list could go on.



Data-driven geometric scale detection via Delaunay interpolation

This work introduces a methodology for assessing data variation on unstructured numerical data with input dimension d
up to ~ 10. Our approach is not meant to generalize or replace the application-specific techniques and metrics described
above. Rather, we aim to provide users working with high volume but relatively low-dimensional numerical datasets a
means to assess data variation and sampling density in a rigorous framework, subject to clearly stated assumptions.
Such datasets are now ubiquitous in scientific disciplines, but analyzing function variation with respect to a mesh is
often stymied by the so-called “curse of dimensionality.” For d > 3, it quickly becomes infeasible to compute, store, or
manipulate the complete mesh structure of a collection of unstructured data points.

As we will demonstrate, the lack of scalability of mesh management can be circumvented for interpolation tasks if the
interpolated value can be determined using only a sparse subset of an implied—but not computed—mesh data structure.
Delaunay theory provides the requisite mathematical results for an implied mesh structure and the recently developed
algorithm DelaunaySparse provides a practical tool for such computations.

2.1 Delaunay interpolation

Let f : R? — R’ be a multivariate function whose outputs are known at a collection of n data points D C R?. Assume
that D is truly a d-dimensional sample in the sense that it does not lie entirely in a hyperplane of R?; we remark that
if there was such a hyperplane, the interpolation algorithm would detect this. Then, the convex hull of D, denoted
CH(D), is a d-dimensional, flat-faced, convex region in R?. The Delaunay triangulation, denoted DT (D), is an
unstructured mesh of C' H (D) consisting of d-simplices with vertices in D that satisfy the open circumball property,
which is described in the caption of Figure 1. The Delaunay triangulation exists and is unique, except for some corner
cases, which can still be handled robustly. For instance, data stored on a rectilinear lattice does not have a unique
Delaunay triangulation, but in such situations, the geometry of the data is known a priori. For a randomly generated
data set in R?, as is employed here, the probability of a unique Delaunay triangulation is 1.

Figure 1: An arbitrary collection of points D in R? (left) has a unique triangular mesh (right, blue lines), called the
Delaunay triangulation. Every triangle in the Delaunay mesh satisfies the “empty ball criterion”: the open circumball
whose boundary passes through the vertices of the triangle does not contain any points from D. The boundaries of the
circumballs for the Delaunay triangulation in the figure above are shown as grey circles. For d > 2, these properties
generalize to meshes of d-simplices and associated d-dimensional circumballs.

The Delaunay triangulation can be used to define a unique piecewise linear interpolant, called the Delaunay interpolant,
of the values f(D). The Delaunay triangulation is widely considered to be an optimal simplicial mesh for the pur-
poses of multivariate function interpolation [Chen and Xu(2004), Rajan(1994)], and the Delaunay interpolant (defined
below) has been studied in the context of both regression [Liu and Yin(2019), Lux et al.(2021)] and classification
[Belkin et al.(2018)] problems.

Given any point ¢ € CH(D), the Delaunay interpolant at q is defined as follows. Let S be the simplex in DT (D)
with vertices s1, ..., Sg+1 € D such that ¢ € S. Then there exist non-negative weights wy, .. ., wg+1 € R such that

q= Ef;l w;s; and Ef;l w; = 1. The value of the Delaunay interpolant fpr at g is given by

for(a) == wif(s1) + waf(s2) + ...+ war1f(Sat1)- (D

The approximation defined by f pr(q) is a continuous, piecewise linear interpolant of f for D. In particular, if q lies at

the interface of multiple d-simplices in DT'(D), the value of fpr(q) is not dependent on the choice of simplex used to
compute it.

2.2 The DelaunaySparse algorithm

While computing a data structure for the full DT (D) is not computationally feasible beyond very low dimensions,
the value of fpr(q) only requires detection of a simplex in DT'(D) that contains q. DelaunaySparse is a recently
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developed algorithm and software package that exploits this observation to provide efficient computation of the Delaunay
interpolant in high dimensions at a user-provided set of input points. Algorithm 1 outlines the general strategy of
DelaunaySparse; further details can be found in [Chang et al.(2020), Chang et al.(2018)].

Algorithm 1 DelaunaySparse [Chang et al.(2020)]

1: D contains n points in R?

2: f(D) contains values of f(x;) forall x; € D

3: g € CH(D) is an interpolation point

4: Set& « argmin, p|[lz; — qll|| > & is the closest point in D to q
5: Find a d-simplex S in DT'(D) incident to &
6
7
8

: whileg ¢ S do
: Select the facet F of S from which q is visible
: Complete a new d-simplex S$* from the facet F
9: Update S + &*
10: end while
11: Since the loop has terminated, g € S

12: return fDT(q) > Computed according to (1), using f(D)

Note that the cost to build the initial seed simplex is O(nd?), where n = ||D||, and the cost to compute each subsequent
simplex is O(nd?). Therefore, the total cost of Algorithm 1 is O(nd® + nd*p), where p is the number of flips required.
Empirically, for uniformly distributed D, p tends to be a super-linear but sub-quadratic function of n and independent
of d [Chang et al.(2018)]. In particular, typically p > d so that Algorithm 1 is effectively O(nd?p).

While Algorithm 1 only allows interpolation points in the geometric sense, it can also extrapolate a value f(y) for a
point y outside C' H (D). For this, the point y is projected onto the convex hull by solving a quadratic programming
problem, and the resulting projection y € C'H (D) is interpolated on the face of a simplex in DT'(D) via Algorithm 1.
In this work, we detect and flag when a query point corresponds to geometric extrapolation for a given sample set, but
intentionally set up experiments so that extrapolation does not occur.

3 Computing the Delaunay density diagnostic

We now describe in detail how the Delaunay density diagnostic is computed. As outlined in Section 1, the user specifies
the following: a set of query points {g;} C R?; a d-dimensional bounding box B C R, such that {g;} C B; an
initial set of sample points {x;} C RY, drawn randomly from B; and an upsampling growth factor b € (1,2]. In
addition, a stopping criterion should be specified, in the form of a maximum number of upsampling iterations and/or a
maximum size for the set of sample points. The algorithm is as follows:

Algorithm 2 Delaunay density diagnostic (for MSD rate)

1: k=0
2: while stopping criteria not met do
3 g [{z ]
4: fr(q;) < results of Algorithm 1 with D = {x;}, for each g € {q;}
5: if £ > 0 then A
6: diffy, ; < (fk(qi) — fkfl(qi)), for each q € {qi}
7: end if
8: if £ > 1 then
) 1 MSD ; (diffx_1,;)
g Tk 1080 | T s, (i) )
10: end if
. ( 1/d d
11: ¢ + round [bnk —(b—l)} —ng, 0
12: Generate ¢ points from 53 randomly and add them to the collection {x;}

13: k+—k+1
14: end while
15: return {ny, r;}
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Each output (ny, ;) from Algorithm 2 is an estimate of the rate (r) at which piecewise linear interpolants are
converging to f at the query points {g;} when n; samples are drawn from B. Since Algorithm 2 involves random
sampling, we can run it multiple times with different initial random seeds to generate a distribution of outputs. A
collection of outputs {ny, rr }1, {nk, 7k }2, - . . can then be used to assess the accuracy of the estimates and test sensitivity
to the randomized aspect of the algorithm.

Computing rates in other norms To compute the rate in a different norm than mean squared difference (MSD), only a
few lines from Algorithm 2 need to be modified. An informative alternate rate to consider is the mean squared difference
of the gradients of the interpolants, presented in Algorithm 3. We call this rate grad-MSD, for clarity, but note that it is
essentially a discrete version of the Sobolev semi-norm H!, just as the square root of MSD is a discrete version of the L?
norm.

Algorithm 3 Delaunay density diagnostic (for grad-MsSD rate)
1:

V f1.(gi) < results of Algorithm 1 with D = {z;}, for each q € {q;}

4:

5: ifk > Othen A

6: diffy ; < (Vfr(@:) — Vfu—1(q:)), foreach q € {q;}
7: end if

8: if £ > 1 then '

9: . < log, (%)

10: end if

14: ---

15: return {ny, ry}

We briefly comment on two key changes from Algorithm 2 to Algorithm 3. First, the calculation of V fk (g;) in line 4

can be done accurately and robustly since f}, is piecewise linear. Details of this computation are provided in Appendix A.
Second, we interpret the term norm used in line 9 as the regular Euclidean norm for vectors in R, which is available as
numpy.linalg.norm in Python.

We have equivalent claims to Claim 1 and Claim 2 for the grad-MsD rate; the only change is the expected value for 7
in each case, namely, 1 replaces 2 and -1 replaces 0.

Claim 3 If the set {(x;, f(x;)} used to define i contains sufficient information to reconstruct the geometric features
present in f over the set of query points {q;} then the grad-MSD rate i, will be approximately 1.

Claim 4 If the set {(x;, f(x;)} used to define fr cannot distinguish geometric features from random noise over the
set of query points {q; } then the grad-MSD rate ry, will be approximately —1.

Other norms could be considered as well. For instance, computing rates in L? for p € [1, 00) could be assessed by
replacing MSD with “mean pth power differences” and the square roots with pth roots in line 9 from Algorithm 2. The
L rate could be similarly accomodated. Likewise, convergence in the Sobolev norm WP can be attained by using the
LP norm instead of the L? norm for the term norm used in line 9 of Algorithm 3. We leave study of these possibilities
for future work.

It is important to note that the point of using a linear interpolant is not because it is necessarily the best fit for the data.
Indeed, there are many algorithms that will likely fit the data “better,” in the sense of having lower generalization error.
We use a linear interpolant here because it has a known convergence rate for smooth data, which is required to serve
as a diagnostic. Most algorithms, especially ones requiring any type of iterative fitting or training procedure, do not
have known convergence rates and thus cannot be used as intended here. Further, since we are only interested in the
convergence rate from successive approximations, the quality of the interpolant as a surrogate function is irrelevant. We
choose the Delaunay linear interpolant because of its unique definition for arbitrary datasets and for the speed with
which DelaunaySparse is able to work in moderate dimensions.

4 Numerical results

We have implemented and tested the feasibility of the Delaunay density diagnostic in various scenarios for data in R?
from d = 2 to d = 5. After collecting the data, we convert the number of samples at the kth step, ny, to average sample
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spacing by
@)

(samp) := average sample spacing := —a’
Ty,

where L is the average side length of the bounding box 5. For simplicity, we have always taken B to be a d-dimensional
cube in R?; the definition of L could be modified if a more complicated choice of 13 was desired. The values of average
sample spacing are used for the horizontal axes in our figures. Thus, the smallest average sample spacing in each plot

corresponds to the largest nj value attained before the stopping criteria.

To assess the sensitivity of Algorithm 2 and Algorithm 3 to the location of points {x; }, we use a seed to initialize a
random number generator. At the start of the code, we set rng=numpy .random.default_rng(globalseed), where
globalseed is a user-specified integer; we then use rng to generate samples {x;} subsequently in the code. After
running the code with multiple seeds, we report the “mean rate” computed over all seeds, as well as the inter-quartile
and inter-decile range for the computed rates, thereby providing an estimate of uncertainty in the computation.

Distinguishing features from noise We begin by demonstrating that the rate computations can reliably distinguish
features from noise for analytic functions f : R? — R, shown in Figures 2 and 3. For these examples, we set the query
points {g;} to be a 20 x 20 uniformly spaced grid including the corners of [—10, 10]? for (a) and (b), [-100, 100]? for
(c), and [—1000, 1000]2 for (d). The bounding box B is taken to be a square centered at the origin with side length 25%
longer than the query point lattice, e.g., B = [—12.5,12.5]? for (a). The upsampling growth factor b is 1.4641. We
initialize Algorithm 2 and Algorithm 3 with ||{; }|| = 9 and use a stopping criterion of ||{z;}|| > 200, 000.

When calling DelaunaySparse (Algorithm 1), we compute and pass values of f({x;}) for the current collection of
sample points {z;}. In (a), we assign f(a;) to be a random number drawn uniformly from [—1, 1]. In (b)—(d), we
assign f(z;) := g2(x;), where g5 is the Griewank function [Griewank(1981)] on R?, given by:

2 T z;
= : — 1. 3
ga(w1,. .. xa) = 1000 1;[1608 (\/g> + 3)

=1 i

The top rows of Figures 2 and 3 show a visualization of f for each case, over a domain matching the region defined by
the query points. The middle and bottom rows show the MSD and grad-MSD rates, respectively, as a function of average
sample spacing. Here, we have filtered out (ny, 1) outputs from the code with njy < 500, i.e. larger average sample
spacings. These outputs had larger variations in r values due to the small number of points involved, which distracted
from the success of the method for larger nj, values. We will discuss this issue further later. Thus, in Figures 2 and 3, the
average sample spacing values correspond to nj € {173832, 81275, 38039, 17830, 8376, 3947, 1869, 891}, from
left to right, in each graph. The captions of Figures 2 and 3 describe high level takeaway messages from each experiment.

Effect of the upsampling factor b We next examine the effect of varying b, the parameter that controls the rate at
which samples are added during each iteration (line 11 from Algorithm 2). For this experiment, we fix f to be the
Ackley function [Ackley(1987)], visualized in Figure 4, given by the formula

x2 + y2> (cos(27rac) + cos(2my)
— exp

Jiacktey) (7, ) := —20 exp (—0.2 5 5

)+20+e.

Like the Griewank function, the Ackley function is commonly used to test optimization algorithms due to its dense
collection of local extrema at a fine scale. We again fix the query points {g;} to be a 20 x 20 uniformly spaced grid
including the corners of [—10, 10]? and set B = [—12.5,12.5]%. We initialize each trial with ||{z;}|| = 9 and use a
stopping criterion of ||{x,}|| > 1, 000, 000.

We carried out 100 trials for three different values of the upsampling growth factor b: 1.1, 1.21, and 1.4641, shown
in Figure 5. As in the previous example, we filter out results with very small nj, values (in this case n; < 20) due to the
wide variation in rj, values, as evidenced by the larger error bars on the right side of each graph. Regardless, the trend
picked up by the mean rate in each experiment is quite clear: the Ackley function has many small oscillations with
a period of about 1 unit in each coordinate, so we can fully resolve the function as long as the sample density has
(samp) < 1. Figure 5 indicates further that we can expect to fully recover features when (samp) < 0.1. Additionally,
when looking at the Ackley function over larger scales (several units), the oscillations are less important to the value
of the function than the global bowl-shaped trend. Figure 5 demonstrates this as well: for (samp) > 5, we can fully
recover the large-scale behavior of the function. In between these regimes, our diagnostic is detecting “features” (the
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Figure 2: We validate Algorithm 2 and Algorithm 3 by assessing the computed rate over a range of average sample
spacings, for f shown in the top row. The mean rate (black dot series) shows the average of the computed rate over
100 trials with different random initial seeds. The inter-quartile (between 25™ and 75™ percentiles) and inter-decile
(between 10" and 90" percentiles) ranges are shown in dark blue and light blue bands, respectively. (a) Pure noise is
consistently detected as having the “noisy features” rate (0 for MSD, —1 for grad-MSD). (b) Fine scale features are only
recoverable if average sample spacing is small enough.

oscillations) at about (samp) ~ 0.8, roughly matching the scale of the oscillations (the period of the cosine terms, i.e. 1
unit).

Experiments in higher dimensions While many Delaunay methods for computational geometry apply exclusively
to data in R? or R3, the Delaunay density diagnostic algorithms have no formal restriction on input dimension d. We
explore practical considerations of assessing data sets with dimension 4 or higher by a series of experiments with the
Griewank functions, defined in (3). While multiple parameters must be selected in order to run the code, each parameter
has a clear geometric interpretation of how it affects the computational cost and accuracy of the result, as we will
explain. The results of the experiments are shown in Figure 6; the parameters used are given in Table 1 and explained
below.
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Figure 3: Additional experiments as in Figure 2. (a) Insufficiently sampled fine scale features are detected as noise; the
large scale quadratic feature is recoverable with larger average sample spacing. (b) Smooth variation (at the scale of
inquiry) is consistently detected as having the “recoverable features” rate (2 for MSD, 1 for grad-MSD).

For d = 2, 3, 4, we fix a uniformly spaced d-dimensional lattice of Q? query points, centered at the origin in R¢. For
d = 2,3 weuse (Q = 20 and for d = 4 we use = 10. Note that () can be any positive integer () = 1 corresponds to
a single query point), however, the size of Q¢ will become a main driver of computational cost as d increases. Letting
M denote the side length of the query point lattice, and L the side length of the bounding box to be used (as in Eq. (2)),
we define

gpdf := query points dimension fraction := T
For d = 2, 3, we use gpdf = 0.8 and for d = 4 we use qpdf = 0.6, with the bounding box always centered at the
origin. The purpose in decreasing qpdf for larger d is to reduce the probability that a query point lies outside the
convex hull of the samples {x, }, a case we exclude from consideration in this work, per the discussion at the end of
Section 2.2.

We select b as indicated in Table 1. The effect of b on accuracy was discussed above and in Figure 5. We initialize each
trial with ||{x; }|| = 3000 for d = 3 and 5000 for d = 4 and set a stopping criteria of ||{z;}|| = 100, 000 or 200, 000.
After collecting results, we filter out small ny values to produce the min and max values indicated in Table 1. From
these values, we compute (samp) and then determine the number and extent of scaling needed so that (samp) will have
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Figure 4: Left: A basic visualization of the Ackley function on [—4, 4]%. Right: Legend for the plots in Figure 5.

range ~ [1071,102:5] across all experiments. This last point is key. There are not enough computational resources to
support exploring the Griewank function at scales ranging from 10~ to 10%-® using a single bounding box (too many
points are required to reach the smallest scales). So instead, we scale down the bounding box when we reach our limit
of points (100k-200k) and then glue these different scales together by matching (samp).

dim b |{gi}|l gqpdf minn, maxn; #scales # trials
2 14641 400 0.8 3,947 173,832 4 100
3 1.2 8,000 0.8 8400 69,321 10 25
4 1.3 10,000 0.6 33,423 89,109 14 25

Table 1: Parameters used to generate results shown in Figure 6.

We use high performance computing resources at Lawrence Livermore National Laboratory to compute all of our
examples. Each trial was run on a single node with 64 GB memory, consisting of 16 cores. We call the built-in “level
1 parallelism” feature of DelaunaySparse, which exploits a speedup strategy on the loop over query points; this
approach temporarily stores discovered parts of the Delaunay mesh structure to accelerate subsequent interpolation
queries. With these resources and parameter choices, the wall clock time per trial was 45 seconds, 8.5 minutes, and 11.1
minutes in d = 2, 3, and 4, respectively. Thus, the cumulative compute time to produce Figure 6 was approximately 5
hours, 35 hours, and 65 hours for d = 2, 3, and 4, respectively.

The reported run times indicate the feasibility of the algorithm in higher dimensions, not an actual assessment of its
scalability with respect to dimension. We did not attempt to optimize the code for speed. In practice, the dimension of
the data is fixed by the application context. A user would only need to adjust the other parameters—i.e., the column
labels of Table 1—to ensure the error bounds met their requirements and the compute time fit within their resource
capabilities.

Fixed datasets in R? for small values of ¢ We now demonstrate how the algorithm can be modified to assess
sampling density of static, existing datasets. At a high level, the only major change required to employ Algorithm 2 or
Algorithm 3 on a static dataset is a change to the random point generation process. No bounding box is used. Instead,
the index for the static dataset is randomly shuffled and the initial collection of sample points {z;} is defined to be the
first ng points indicated by the shuffled index. Subsequent additions to {x, } are attained by including the next ¢ points
according to the shuffled index. This process emulates the random selection of points, avoids drawing duplicates from
the dataset, and is limited by the size of the dataset. We summarize this modification in Algorithm 4.

10
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Figure 5: For the Ackley function on R?—see Figure 4—we examine the effect of changing the upsampling rate b on
the rates computed by Algorithm 2 and Algorithm 3. Using the values of b indicated, we confirm that a larger b value
corresponds to a larger step size (in the horizontal axis) and a smaller variation in the computed rate, as evidenced
by the narrower inter-quartile and inter-decile ranges as b increases. For larger average sample spacings, the small
number of samples is the cause of the increased variation. In each case, the mean rate has the same trend, reflecting the
multi-scale nature of the Ackley function
Algorithm 4 Delaunay density diagnostic (for static data sets)

1: ...
12: Select the next ¢ points from the static data with shuffled index. If ¢ points are not available, break.
14: ---
15: return {ny, ry}

We have validated Algorithm 4 on a variety of datasets, including datasets from the UCI Machine Learning Reposi-
tory [Kelly et al.(2023)] as well as fixed datasets of different sizes and dimensions generated from analytical functions.
We describe one such validation study in detail, using a dataset from OpenTopography [Cochran(2023)]. The full
dataset is twenty million x, y, z coordinates collected via lidar scanning over a roughly 4 km? region of a the San
Bernadino Mountains in California. A simple point cloud rendering reveals that there are large scale “mountain size”
features as well as small scale “tree size” features present in the dataset; see Figure 7, right column. We randomly
sample ten thousand points from the full dataset and save this as a fixed dataset for testing Algorithm 4.

The topography dataset is treated as samples from a function f : (x,y) — 2. By applying Algorithm 4 to this dataset,
we are seeking to determine the scale of features present in the ten thousand point sample of f. From other experiments,
we find that setting max ny, to the size of the dataset is acceptable due to the random nature of subsampling and that
setting minny to 1% of the dataset size often yields informative results. Accordingly, we set minn, = 100 and
maxng = 10,000. We set b = 1.333521432163324, derived using a heuristic to produce a handful of computed rates
(details on the heuristic appear in the code [Gillette and Kur(2022)]). We construct a grid of 1600 query points over the
10th—90th percentiles of the « and y coordinate data, which corresponds to qpdf = 0.8, since the samples are close
to uniformly distributed over a rectangular region. We set # seeds = 100. Under these settings, each seed took a few
seconds to compute on a MacBook Pro.

In Figure 7, middle, we show the result of the experiment just described. The rates display trends similar to the
Griewank function on [—100, 100]?, as studied in Figure 3(a). Notice that both rates trend upward as the sample spacing
increases, from “noisy” toward “recoverable”. Accordingly, we may infer that the sample encompasses some non-trivial

11
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Figure 6: We examine the effect of stepping up the input dimension for the Griewank function g4 : R? — R, given in
Eq. (3). We fix query points {g; } and a bounding box B, centered at the origin, then run distinct experiments by scaling
both by pre-determined amounts. Vertical blue bars separate the distinct scales of experiments, i.e., places where we
adjusted the size of the bounding box. As the dimension increases, we use more distinct scales with fewer iterations per
scale, demonstrating one approach for scaling with dimension. The computed rates have the same behavior in each
dimension, further validating the method.

large-scale features (i.e. the major contours of the mountains) but also has under-resolved small-scale features (i.e. the
trees, which register as noise in this dataset). The larger sample spacing results do not coalesce around the recoverable
features lines, since those rates are computed starting from min ny, which is only one hundred points. A takeaway
message from these findings is as follows: the ten thousand point sample captures large-scale features to moderate
accuracy, but a regression or smoothing technique would be advisable to mitigate the effect of noise from under-resolved
small-scale features.

In our final example, we apply Algorithm 4 to two higher-dimensional static datasets in R®. The datasets, denoted
BURN_OFF and BURN_ON, consist of input—output pairs from HYDRA, a multi-physics simulation code developed at
LLNL over the past twenty years that informs experiments at the National Ignition Facility [Marinak et al.(2001)]. Both
datasets consist of pairs {(z;, f(x;)} where x; € R® and f(x;) € R! is a quantity of interest. Physicists familiar
with the problem context have indicated that the response of f is primarily dependent on only five of the eight inputs.
Thus, we filter out the three less-important input variables, reducing inputs to «; € R5. The filtering process creates
“near-duplicates” in the dataset, i.e., points (@, f(@n,)) and (@, f(xn) Where T, # Ty, but ||, — T [ p2(rs) <,
with § small enough that DelaunaySparse marks them as identical. We fix a tolerance level d, then identify clusters of
points within the dataset such that each point in a cluster is within § of some other point in the cluster. For clusters with
more than one point, we keep the mean of the points and values as a “new” data point and discard the points defining
the cluster.

By the filtering process, the BURN_OFF dataset is reduced from 17,450 to 13,016 input-output pairs while the BURN_ON
dataset is reduced from 17,406 to 12,989 pairs. Each dataset is then rescaled so that the min and max in each coordinate
are 0 and 1, respectively, including the output coordinate. Rescaling in this way removes bias due to choice of units.

To construct a query point lattice that lies inside the convex hull of the input points, we compute the 25th and 75th
percentiles for each of the five input coordinates. These percentiles define an interval for each dimension, from which
we can build a lattice centered around the geometric mean of the inputs. We use five points per dimension, for a total of
5% = 3125 query points. The notion of qpdf does not extend directly to these datasets since the inputs were, by design,
not drawn uniformly from a bounding box but instead clustered closer to the mean of the inputs.

12
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Figure 7: We test Algorithm 4 on a static dataset of 10,000 points, collected from a lidar sampling of a mountain
range, retrieved from OpenTopography [Cochran(2023)] (left, top). The computed rates (middle) indicate that small
scale features are present in the data set but not fully resolved. These findings are consistent with visualizations of the
original twenty million point cloud data from which the sample was drawn, indicating both coarse features at the scale
of mountains (right, top) and fine features at the scale of trees (right, bottom).

In Figure 8, we show the results of our experiments for b = 1.2, minn; = 200, maxn; = 13,016 for
BURN_OFF,maxn; = 12,989 for BURN_ON, and # seeds = 50. With these options, the wall clock time was ap-
proximately 2.3 minutes per trial using the same compute resources that produced Figure 6. For both datasets, both
rates display trends similar to the Griewank function on [—10, 10]?, as studied in Figure 2(b). Accordingly, the results
suggest that the dataset has sufficient density only at the smallest possible (samp) value to resolve the features present
in the domain of consideration, i.e. the five dimensional volume of parameters space enclosed by the 25th to 75th
percentiles of each coordinate. The smallest (samp) value occurs when using all of the available data, meaning using
anything less than the full dataset risks confusing geometric features for noise.

Finally, we note that both datasets are modeling the same physical process: an inertial confinement fusion implosion.
The BURN_OFF dataset artificially turns off the deposition of energy generated by the fusion reactions, while the BURN_ON
dataset keeps the deposition in place. The BURN_ON dataset thus experiences “yield amplification” [Lindl et al.(2018),
Christopherson et al.(2019)] relative to the BURN_OFF dataset. Such a process is unlikely to generate features at scales
smaller than those present in the BURN_OFF dataset, though it can change the structure at larger scales. Comparing the
rate computations between the two datasets in 8, we confirm that small scale features are accurately resolved in both,
while the BURN_ON dataset exhibits more variation in rates at lower sample densities (i.e., larger scales). The differences
are not extreme and the similarity in trends between the two datasets serves as a validation of the correlation between
the simulations that generated them.

5 Analytical results

Our numerical results provide evidence for Claim 1, Claim 2, Claim 3, and Claim 4. In this section, we sketch out theo-
retical support for these claims by employing order-of-magnitude analysis for the quantities appearing in Algorithm 2.
We follow that up with a more formal argument. Throughout the section we assume sample points (those supporting the
Delaunay triangulation) and query points (where we evaluate the Delaunay interpolant) are uniformly drawn from the
bounding box. Our results are technically valid in the limit of a large number of draws, as we neglect errors coming
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Figure 8: We apply Algorithm 4 to two static datasets of ~ 13,000 data points each, gathered from simulations
of inertial confinement fusion, produced by the HYDRA codebase. The computed rates suggest that the datasets
sufficiently capture small scale geometric features, since the rates are nearly equal to the recoverable features rate at the
smallest possible (samp) value. In addition, using less than the full data set to create a surrogate model risks introducing
spurious features and potentially akin to modeling pure noise. Decreasing (samp) further would potentially uncover
more features, but would require generating more data, demonstrating how the Delaunay density diagnostic can be used
to inform the need for data collection.

from finite sampling. In practice, we have found that our results hold as long as deviations from these assumptions are
not too significant (e.g. the data does not lie on a lower-dimensional submanifold).

We start with the case of smooth functions, where the sampling resolves all of their features (Claim 1). For such
functions, the linear interpolant is a reasonable approximation up to quadratic order. In particular the difference between

successive interpolants will behave as | || fx — fr_1 ||| ~ O((samp)i), where ||| - ||| refers to a discrete approximation
to any LP norm <e.g., \/MSD; (o)) and (samp), = L/ n,lc/ s the average sample spacing (the subscript k& reminds us
of the iteration for which it is computed). Taking ratios of norms on successive iterations gives us

~ ~ 2 d
fe-1 = fr—2llll (samp);_, N ( ng )2/ 2

I fx = fealll  (samp)y  \ma—

where the last step uses the approximate relation between the number of points and the upsample rate b (i.e., line 11
from Algorithm 2). Taking log,,(-) of the expressions in (4) gives ry, ~ 2, verifying Claim 1.

“)

With additional notation, we can further formalize the above argument. We write the difference between the linear
interpolant fj, (at iteration k) and the true function f as

(@) = fl@) = alf (@ 00) (M) 0. ®)
n=2

Here the point x is in the d-dimensional simplex og(gk) of the Delaunay triangulation, the discrepancy coefficients a%k)

depend implicitly on the simplex containing «, and the average edge length in ag(ck), <Al’>o_'(vk) , has been factored out.
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This construction, together with our uniform sampling assumption, guarantees (in a suitable average sense) that the a%k)

depend only weakly on the refinement iteration k, ag") ~ a%k_l).
We now write (Ax) ) = w®) () (samp) ., which introduces the weight function w*) (z) that connects the overall

average edge length (samp), in the Delaunay mesh to the local average edge length within af(vk). The weight function

will be larger in regions of sparse sampling (large simplices) and smaller in regions of dense sampling (small simplices),
averaging out to 1, in a suitable sense. As with the aq(lk), w® (z) will depend only weakly on k as a result of our
uniform sampling assumption.

We are now ready to construct a discrete L' distance between successive linear interpolants using the query points
{g;}; a similar argument holds for any discrete L” norm. We have:

A 1 R .
e = fe—rllll = el ZJ: Ife(qj) — fr—1(gi)ll

= H{ql.}u S [0 ()™ (g;) — b"al V(g w1 (g;)](samp) |, ©)
J J n=2

where we have used (samp), ; ~ b(samp),. Since a'F and w®) (on average) depend only weakly on k, we expect the

only k-dependence of |||| fx — fx—_1]/|| to come from (samp),. This can be used to more rigorously define the average

sense in which a;’” and w®) are independent of % (though we do not attempt that here). If we further assume the n = 2
term dominates the inner sum, we can conclude that

s = Fuzllll _ (s2mp)5_s
I fe = faalll (samp)i

confirming our initial estimate from Equation (4).

~ b2, (7

A similar argument can be made using the gradient of the linear interpolant (and its corresponding norm). The
discrepancy between linear interpolants would scale linearly rather than quadratically. This causes the ratio of norms to
be approximately b, and the log-rate to be 1, as required for Claim 3.

We now turn to the case of noisy or highly-oscillatory functions (Claim 2). With insufficient sampling, the linear
interpolant will be a poor approximation to the function and will oscillate from iteration to iteration with the amplitude
of the noise, which we write as Ay:

||||ka—1 _Afk—2|||| ~1
Ik = fr—1llll

Taking the log of the above expression to compute the rate gives us a rate of 0, verifying Claim 2.

ka(‘b‘) - ka(%‘)

~
~

®

A similar argument holds for the rate of the gradient norm. In this case, the gradient estimate gets worse with refinement,
scaling as Ay /(samp),. Thus, the ratio of successive norms will go as 1/b and log,, of the ratio will go to —1, as
required for Claim 4.

Analysis of upsampling factor b Finally, we comment on the trends with upsampling b uncovered in Figure 5.
Equation (7) deviates from b? due to the presence of cubic (and higher order) terms in (6). If we write this deviation as
b%(1 + €), then the rate becomes

€

e = logy[b?(1+¢)] = 2+1logy(1+¢) =~ 2+H’ )

where we have made the approximation that the deviation ¢ is small.

From (9), we see that the deviation from the recoverable features MSD-rate (i.e., 2) gets worse as b — 1. This causes
stronger fluctuations around the estimated rate for smaller b, as seen in Figure 5. We can approximate how much
additional sampling would be needed to meaningfully reduce these fluctuations. Suppose we are upsampling near 1, so
that b = 1+4. Since the deviation ¢ is sourced by a cubic correction to the rate, we can estimate it as € & (a3/as)(samp)
(the leading order contribution, b, already involved two powers of (samp), leaving just one power remaining in ).
If we want small fluctuations around 2 for the rate, we would need £/ Inb < 2, which simplifies approximately to
(samp) < 26a3/as. So, reducing by a factor of two would require a factor of 2¢ greater total sampling (halving the
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average sample spacing (samp)) to get the same level of fluctuations around the target rate. Thus, our analysis confirms
that fluctuations in the computed rates can be controlled by increasing b, increasing ny, or both.

This analysis shows that ideally we would select a large value of b to reduce fluctuations, but this choice comes with two
drawbacks. First, a large b makes it difficult to resolve large scales. The diagnostic requires two iterations to compute

the first rate, so if we start with an initial spacing of (samp), = L/ n(()l/ d), the first diagnostic point will be at a spacing
of (samp), = (samp),/b?, which might be significantly smaller than the box side L. Unfortunately, there is little that
can be done to alleviate this loss of large scales. Fluctuations only decrease with increasing b or decreasing spacing,
both of which lose track of large scales. Secondly, a large b means fewer points on the diagnostic curve. This will give
us a less precise estimate of how much data is too much (if the diagnostic shows features can be resolved). This is less
of an issue if we primarily care about the ability of the full dataset to resolve features. In that case, the only concern
with large b is having a sufficiently large initial sample n to avoid large fluctuations. This depends somewhat on the
structure of the function and is best determined empirically.

6 Conclusions, extensions, and code

We have demonstrated in this paper how the convergence rate of iteratively refined, piecewise linear approximations
to a function can be used to assess if the function has been sampled densely enough relative to its variation. Our
computational technique eschews nearly any assumption on f as it detects pure noise and undersampled oscillations as
equivalent phenomena. Many extensions of the approach are plausible, including assessing convergence in other norms
(as mentioned previously) and consideration of higher dimensional data sets, additional static data sets, discontinuous
functions, functions with singularities, time-dependent functions, and so forth.

To aid any interested parties in exploring these and other directions, we have released Python code and two driver scripts
that effectively replicate the numerical results shown in Figure 6 for f = go and in Figure 7 for the static topography
dataset. The parameters were adjusted so that the requisite data and figures can be generated in minutes using a typical
laptop with a standard modern python environment. The code is included as part of the published version of this work.
A version of the code is also available on Github [Gillette and Kur(2022)].
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A Computing the gradient of the Delaunay interpolant

We can compute V fk (g;) in Algorithm 3 by exploiting some standard techniques of differential geometry and linear
algebra. Since fi, : CH(D) — R!, and CH (D) C R, we can write

md+1 = fk(xlv"~7xd))

where {x;} are standard Euclidean coordinates for R9*1. Thus,

fr(@1,. . 2a) = 2as1 =0 (10)
defines an implicit d-dimensional surface in R?*! that is piecewise flat. Define 7i;(q;) by implicit differentiation as
(@) = (fela), - afila), 1) = (Vfula). -1). an

Observe 7 (q;)/||||7(g;) ||| is a unit normal vector to the piecewise flat implicit surface (10).

Now, near g;, the surface (10) is determined by the values of the Delaunay d-simplex S that contains g;. Let
{81, ..., 8441} denote the vertices of S, which are found during the computation of fk (g:) by Algorithm 1. Recall that
each s, € {z;}, meaning f(s,) is known by assumption. Thus, {(s, f(s,))} is a collection of d + 1 points in R4*!
lying on the surface (10) near g;.

Set A to be the (d 4+ 1) x (d 4+ 1) matrix whose rows are formed by the vectors (sg, f(s¢)). Subtract the column-wise
average of A from each row of A, which has the effect of translating the barycenter of S to the origin. Let UXV™* be
the SVD of A. Then V* is an orthonormal set whose first d vectors form a basis for (10), meaning the last vector, call it
V441, 18 a unit normal to (10). By scaling vg1 so that its last coordinate is —1, we have found 7% (qg;) and can recover

V fx(g;) from (11).
We remark briefly on the case where g; lies at the interface of one or more Delaunay simplices. The gradient is not

continuous across mesh elements (since the function is piecewise flat) and thus V fk(qz) has no unique definition. In
practice, however, this is very unlikely to occur and such instances could be detected and managed robustly in a number
of ways.
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