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ABSTRACT 
In this project we uncovered structure-function relationships of donor-acceptor co-crystals used to 
develop next-generation optoelectronic devices. Unraveling the photodynamics of molecular 
crystalline materials poses many challenges for spectroscopy due to broad, overlapping features 
representing numerous underlying dynamical processes. This leads researchers to make many 
assumptions about the dynamics of a system in choosing an appropriate kinetic fitting model. 
Computationally, electronic structure methods are either prohibitively expensive or underdeveloped 
for computing the excited state structure of molecular materials, especially states that exhibit charge 
transfer. Researchers must therefore perform calculations of excited electronic states using truncated 
models of molecular materials. Here we present a joint experimental-theoretical approach to 
bridging the gap between the photodynamics of a molecular material and its constituent molecules. 
We focus our efforts on quantifying the timescales and mechanisms of photoexcitation in donor-
acceptor co-crystals and donor-acceptor dimers where the lowest-lying excited state is characterized 
by charge transfer from the donor to the acceptor. We employ ultrafast UV pump, UV-Vis probe 
transient absorption spectroscopy to unravel the time-resolved spectroscopic signatures of the 
photodynamics in both the crystalline material and donor-acceptor dimers in solution. We perform 
electronic structure and excited state dynamics calculations of the dimers to inform kinetic fitting 
models and assign the spectral features. The photodynamics of the crystal vs. dimer systems have 
many similarities, enabling unprecedented insights into the formation and evolution of charge 
transfer excitons in the crystalline systems. 
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ACRONYMS AND TERMS 
 

Acronym/Term Definition 

D-A Donor-acceptor 

CT Charge transfer 

SCXRD Single crystal x-ray crystallography  

FTIR Fourier transform infrared  

PXRD Powder x-ray diffraction 

PL Photoluminescence 

PDI N,N′-Bis(3-pentyl)perylene-3,4,9,10-bis(dicarboximide) 

Ph4PDI N,N-Bis(3-pentyl)-2,5,8,11 tetraphenylperylene-3,4:9,10-bis(dicarboximide) 

PXX Peri-xanthenoxanthene 

Npe 4-(1-Naphthylvinyl) pyridine 

TCNB 1,2,4,5-Tetracyanobenzene 

TCNQ 7,7,8,8-Tetracyanoquinodimethane 

RT Room temperature 

TGA Thermogravimetric analysis 

DSC Differential scanning calorimetry 

MOF Metal organic framework 

DCM Dichloromethane 

SVD Singular value decomposition 

IRF Instrument response function 

FWHM Full-width half maximum 

DFT Density functional theory 

TDDFT Time-dependent density functional theory 

AIMD Ab initio molecular dynamics 

DCT Degree of charge transfer 

TDM Transition density matrix 

GSB Ground state bleach 

ISC Intersystem crossing 

EADS Evolution assisted differential spectra 

PES Potential energy surface 

HTS High-throughput screening 

XC Exchange-correlation 
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1. INTRODUCTION 
 

Organic donor-acceptor (D-A) co-crystals have emerged as an important class of materials in the 
field of optoelectronics due to their unique photophysical properties for applications in integrated 
photonics, photovoltaic devices, and organic light-emitting diodes.1-5 The tunability of these 
properties, through choices of donor and acceptor, offers a promising avenue for the development 
of next-generation optoelectronic devices. D-A co-crystals are composed of electron-donor and 
acceptor molecules which self-assemble in solution due to strong non-covalent interactions between 
the components, yielding materials with desirable morphologies, sizes, and functional properties.  

Upon excitation with UV-Vis radiation, D-A co-crystals form charge transfer (CT) excitons, which 
are characterized by electron transfer from the donor to the acceptor, forming a radical ion pair.6-8  
These CT excitons can relax through a variety of radiative and non-radiative mechanisms that 
include one or multiple excitons.  One of the predominant techniques for unraveling the CT exciton 
dynamics and relaxation mechanisms is UV pump, UV-Vis probe ultrafast transient absorption 
spectroscopy (TAS), (see References 9-11 and citations within).  A major challenge in these 
experiments is the analysis of the dynamical data, often done with kinetic fitting techniques.  Due to 
the significant number of underlying dynamical mechanisms, many broad and overlapping features 
emerge in the TAS.  This leads to multiple kinetic models that are both rational and provide 
adequate fits to the data. 

In this project we present an integrated experimental-theoretical approach to overcoming some of 
the challenges in analyzing time-resolved spectroscopy of CT exciton dynamics in D-A co-crystals.  
First, we compare the UV pump, UV-Vis probe ultrafast TAS of the co-crystals with dimer 
solutions of the constituent molecules.  Second, we perform high-level electronic structure and non-
adiabatic dynamics calculations of the D-A dimers to construct a basis set for improved fits and 
assignment of the TAS data.  Through these detailed studies we discover structure-property 
relationships and develop a novel metric for predicting CT exciton lifetimes in D-A co-crystals 
based on the degree of S1 CT. 
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2. METHODS 

2.1. Synthesis, Sample Preparation, and Characterization 

2.1.1. Synthesis and characterization of co-crystals 

The synthesis of D-A co-crystals consisting of molecules shown in Figure 1 was performed using 
known liquid-phase approaches using appropriate solvents.12-14 Liquid-phase methods, such as slow 
evaporation, drop-casting, and diffusion, are commonly used to prepare organic co-crystals due to 
their low cost and ease of preparation. By varying solvent type, temperature, and concentration, 
different morphologies and sizes of co-crystals can be obtained. The slow evaporation method 
involves dissolving donor and acceptor precursors in a solvent and allowing it to evaporate, leading 
to crystallization. In drop-casting, a solution is placed on a substrate, and co-crystals form as the 
solvent evaporates. The liquid-phase methods are particularly useful for creating micro- and 
nanoscale co-crystals for optoelectronic devices, and in selected cases large enough crystals can be 
obtained for single-crystal X-ray crystallography.  
 

2.1.1.1. General Instrumentation 

Single Crystal X-Ray Crystallography (SCXRD): Suitable crystals were mounted on a thin glass fiber 
using perfluoropolyether oil, which was frozen in situ by a nitrogen gas cryostream flow. Data 
collection was performed on either on a Rigaku Super Nova diffractometer equipped with an 
AtlasS2 CCD, and Oxford 700 low-temperature attachment, using CuKα (λ = 1.54184), or using a 
Rigaku Synergy-S diffractometer equipped with dual-beam microfocus Cu and Mo radiation sources 
and paired with a Rigaku's HyPix.  Using Olex2, structures were solved with the SHELX structure 
solution program using Direct Methods and refined with the SHELXL refinement package using 
Least Squares minimization. 
Fourier transform infrared (FTIR): Spectra were obtained with an Agilent Cary-630 spectrometer, 
with an attenuated total reflectance module containing a diamond crystal in an argon glovebox. 
Powder X-ray diffraction (PXRD): Patterns for the bulk powders were collected with a Panalytical 
Empyrean Diffractometer system equipped with a PIXcel3D detector using Cu Kα radiation using 
samples loaded in glass capillaries (Charles Supper, Inc.) and sealed with vacuum grease. 
Raman: Spectra were obtained with a Metrohm USA i-Raman-Plus spectrometer with a 532 nm laser 
using an average of ten 10 second scans.    
Elemental microanalyses: Performed by Galbraith Laboratories, Inc. (Knoxville, TN).  
Photoluminescence (PL): Photoluminescence spectra were collected using an Edinburgh 
Instruments FLS1000 fluorimeter equipped with a 450 W xenon arc lamp for steady-state 
measurements and a 375 nm picosecond pulsed light emitting diodes for time-resolved 
measurements. Single-grating Czerny-Turner excitation and emission monochromators were used 
along with a cooled PMT-900 photomultiplier detector that covers a range of 185-900 nm. 
Absorption spectra were collected between 300 - 540 nm monitoring the wavelength of 550 nm. 
Emission spectra were collected between 424 - 740 nm with an excitation wavelength of 375 nm.  
UV-Vis Diffuse Reflectance Spectroscopy: A commercial UV-visible spectrometer (Cary 3000) was 
used to collect all static UV-visible spectra 
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2.1.1.2. Synthesis of PDI:PXX, PDI:perylene, PDI:triphenylene 

PDI (5.3 mg, 0.01 mmol) and PXX (2.82 mg, 0.01 mmol) were dissolved in a chloroform/ethanol or 
chloroform/methanol mixture (2ml:1ml) in a 4 ml glass vial at RT. The vial was capped tightly and 
placed in an oven at 80°C for 10-15 minutes to obtain a clear solution. The glass vial was left at RT 
for slow evaporation, resulting in dark green/brown rod-shaped crystals within a day. Similarly, rod-
shaped dark green single crystals of PDI:perylene were grown by slow evaporation of PDI (5.3 mg, 
0.01 mmol) and perylene (2.52 mg, 0.01 mmol) using a toluene/ethanol or toluene/methanol 
mixture at RT. To obtain red color single crystals of PDI:triphenylene, both PDI (5.3 mg, 
0.01mmol) and triphenylene (2.3 mg, 0.01 mmol) were dissolved in a chloroform/ethanol or 
chloroform/methanol mixture. Suitable single crystals were selected for SCXRD and data collection 
was achieved at 100 K. The analysis found that all three co-crystals PDI:PXX, PDI:perylene, and 
PDI:triphenylene crystallize in a triclinic system with the P-1 space group. The acceptor (PDI) and 
donor molecules are packed one above other through π-π stacking interaction with an interatomic 
distance of 3.494, 3.42 and 3.40 Å for PDI:PXX, PDI:perylene, and PDI:triphenylene, respectively, 
as shown in Figure 2. 
 

2.1.1.3. Synthesis of Ph4PDI:PXX, Ph4PDI:perylene and Ph4PDI:coronene 

To vary the functionality of electron withdrawing moiety, we synthesized the aromatic derivative 
Ph4PDI and combined it with donor molecules PXX, perylene, and coronene. This led to synthesis 
of Ph4PDI:PXX, Ph4PDI:perylene and Ph4PDI:coronene co-crystals with a 1:1 ratio in single 
crystalline phases. The synthesis was achieved by mixing 1:1 ratios of donor and acceptor molecules 
in appropriate solvent mixtures and slowly evaporating at RT. Ph4PDI (4.1 mg, 0.005 mmol) and 
PXX (1.4 mg, 0.005 mmol) were dissolved in a toluene/ethanol (3:1) mixture in a 4 ml glass vial and 
heated at 80°C for 20 mins. After solution became clear, the vial was kept at RT for 1-2 days to 
grow dark brown crystals. The same procedure was used to grow single crystals of Ph4PDI:perylene 
(0.005 mmol each) and Ph4PDI-coronene (0.005 mmol each), but in toluene/methanol in a 3:1 ratio. 

 

 
 Figure 1: Chemical structure of different acceptor and donor molecules selected for this project.  
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The suitable single crystals were selected for SCXRD and the analysis found that the co-crystals 
Ph4PDI:PXX, Ph4PDI:perylene, and Ph4PDI:coronene crystallize in Pnma, I2, and P21/n space 
groups, respectively. The co-crystals formed in 1:1 ratios, held with π-π stacking interactions with 
interatomic distances of 3.46, 3.476 and 3.61 Å for Ph4PDI:PXX, Ph4PDI:perylene, and 
Ph4PDI:triphenylene, respectively (Figure 3). 
 

 
Figure 2: Crystal structures of co-crystals a) PDI:PXX, b) PDI:perylene and c) PDI:triphenylene.  
 
 

 
Figure 3: Crystal structure of co-crystals a) Ph4PDI:PXX, b) Ph4PDI:perylene and c) 
Ph4PDI:coronene. 
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To verify the phase purity of as synthesized co-crystals, we carried out PXRD characterization. The 
synthesized crystals were ground into a powder, placed on a zero-background sample holder, 
mounted to a bracket flat sample stage, and exposed to x-ray radiation. These measurements 
revealed that the pattern of synthesized co-crystals matched with the calculated pattern obtained 
from the crystal structure, as shown in Figure 4. Thermogravimetric analysis (TGA) and differential 
scanning calorimetry (DSC) measurements were carried out under nitrogen using a TA Q50 
instrument. Experiments were conducted using platinum pans with a flow rate of 60 mL min-1 of 
nitrogen gas. The TGA measurements indicated that the stability of synthesized co-crystals as shown 
in Figure 5a. The solvent weight loss found in the four co-crystals is in good agreement with the 
solvent found in the crystal structure lattice. In the case of PDI:PXX, no solvent was found in the 
crystal structure or TGA measurements. In thermal stability experiments, the as-synthesized co-
crystals were found to be stable up to 300°C, except PDI:triphenylene, which is stable up to 250°C. 
DSC measurements are in good agreement with the TGA measurements in terms of solvent loss 
and decomposition of crystal structure, as shown in Figure 5b. 

 

 
Figure 4: Experimental PXRD measurements the PDI:donor and Ph4PDI:donor co-crystals, 
compared with the calculated pattern obtained from the crystal structure. 
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Figure 5: TGA (a) and DSC (b) measurements for PDI and Ph4PDI with different donor molecules.  
 

 
Figure 6: UV-Vis diffuse reflectance spectra for individual monomers and dimers of different 
PDI:donor and Ph4PDI:donor co-crystals.   
 
UV-Vis and near-IR spectra of Ph4PDI, coronene, PDI, PXX, perylene, triphenylene, Ph4PDI:PXX, 
Ph4PDI:perylene, PDI-PXX, PDI:perylene, and PDI:triphenylene were acquired in diffuse 
reflectance mode. Samples were finely ground and mixed with MgO powder (~40 mm particle size) 
to make ~1 wt% mixtures. Sample mixtures were then pressed against a CaF2 window mounted 
onto the side of a 100 mm integrating sphere. The measurements show that the PDI:PXX and 
PDI:perylene samples exhibit CT bands at 741 and 678 nm, differing from the pure monomers PDI, 
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PXX, and perylene (Figure 6a). PDI:triphenylene samples exhibit shorter wavelength CT features at 
570 nm compared to PDI:PXX and PDI:perylene (Figure 6b, Figure 6d). A similar trend is observed 
in the case of Ph4PDI:PXX and Ph4PDI:perylene dimers. The CT band for Ph4PDI:PXX is 
observed at a longer wavelength (733 nm) compared to Ph4PDI:perylene (661 nm), as seen in Figure 
6c. The diffuse reflectance spectra of the dimers are different from the spectra measured for 
individual monomers of PXX, perylene and Ph4PDI. We also synthesized other D-A co-crystals, 
including PDI:coronene, PDI:pyrene and Ph4PDI:pyrene, as depicted in Figure 7. To isolate single 
crystals, the acceptor (PDI, 0.01 mmol or Ph4PDI, 0.01 mmol) and donor (pyrene or coronene, 0.01 
mmol) molecules were mixed in a 1:1 ratio in a 4 ml glass vial and heated at 80 °C for 20 mins. For 
these three co-crystals, a toluene/methanol mixture was used as a solvent at a 3:1 ratio (2 ml). After 
the solution became clear, the vial was left at RT for slow evaporation. SCXRD was used to 
characterize the structures. PDI:coronene and PDI:pyrene crystallize in a P-1 space group, while 
PDI:pyrene crystallizes in P21212 crystal system. These crystals form in a 1:1 ratio, with donor and 
acceptor packed one above the other through π-π stacking interactions with interatomic distances of 
3.413, 3.536 and 3.496 Å for PDI:coronene, PDI:pyrene and Ph4PDI:pyrene, respectively (Figure 7). 
The other characterization measurements such as PXRD, TGA, and UV-Vis are underway.  
 

 
Figure 7: Structural representations of co-crystals a) PDI:coronene, b) PDI:pyrene and c) 
Ph4PDI:pyrene. 

2.1.2. Preparation of Npe:TCNB dimer solutions 

To prepare solutions of the D-A dimers, 40 mmol solutions of Npe and TCNB in 1,4-dioxane were 
prepared separately.  Equivalent volumes were mixed together to form Npe:TCNB dimers. The 
clear solutions turned yellow upon mixing, indicative of dimer formation.  

2.1.3. Confining and characterizing D-A pairs in MOFs 

The confinement of D-A pairs within crystalline porous materials such as metal-organic frameworks 
(MOFs) has rarely been explored but offers a route to precise studies of the role of D-A orientation 
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and environment on CT exciton dynamics for improved optoelectronic device design.15  
Confinement of D-A pairs in different MOFs may also enable tunability of band gaps through 
different orientations and interactions with the environment. To date, there are more than 80,000 
MOF structures that have been reported in literature, allowing us to select several suitable candidates 
that will properly confine D-A pairs, which depends on the stability of the MOF, size and shape of 
the MOF pore, and ease of synthesis and D-A capture. Here we focused on confinement of 
TCNQ:napthalene and TCNQ:pyrene. MOF-177 was selected because it can be synthesized easily in 
a single crystal form and has pore sizes that can accommodate our chosen guest molecules. SCXRD 
and electron microscopy were used to verify the phase purity and the size, shape, and morphology 
of the MOF crystals. After synthesis of MOF-177, the original solvent was exchanged with DCM. 
Then, MOF single crystals were soaked in solutions of 0.04:0.04mmol TCNQ:napthalene (1:1) and 
0.04:0.04mmol TCNQ:pyrene (1:1). After a couple of days, the crystals were filtered and washed 
with solvent to remove the surface adsorption of acceptor or donor molecules or solvent. To create 
reference samples, the same procedure was repeated to confine individual molecules (TCNQ, 
pyrene, and naphthalene) to obtain TCNQ@MOF, pyrene@MOF and napthalene@MOF 
composites. As shown in Figure 8, the color of the crystals changes after introduction of the D-A 
pairs, clearly indicating a difference between the confinement of individual monomers and the 
confinement of D-A dimers.  
 

 
 

Figure 8: a) MOF-177+TCNQ:naphthalene, b) MOF-177+TCNQ, C) MOF-177+ naphthalene, and 
d) MOF-177. 
 

To confirm the presence of guest molecules inside the host we measured the 1H NMR spectra, as 
shown in Figure 9. In a typical experiment, filtered crystals were soaked in an NMR solvent for 1-2 
hours. The supernatant solution was then measured with 1H NMR to probe for leaching of the 
adsorbed molecules. These measurements indicate that both acceptor and donor (TCNQ:napthalene 
and TCNQ:pyrene) molecules were present in solution. The initial measurements indicate that the 
ratio of TCNQ:naphthalene is close to 3:1 (Figure 9a). In the case of TCNQ:pyrene the ratio was 
found to be 1:6.5 (Figure 9b). We also measured the reference samples (MOFs imbued with TCNQ, 
pyrene, or naphthalene), which revealed the presence of these molecules. We conducted SCXRD 
measurements to obtain the crystal structures of the D-A dimers embedded in the MOFs. While 
these studies are only preliminary, we see evidence of the presence of guest molecules in the MOF 
pores. One example of this is that in TCNQ:naphthalene in MOF-177, the naphthalene can be easily 
identified in the MOF pore from the difference in electron density maps; the remaining high 
electron density may correspond to TCNQ. Unfortunately, our repeated attempts to solve the 
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crystal structure have been unsuccessful so far and higher resolution measurements at synchrotron 
sources may be required.  
 
Another technique employed to find evidence of D-A pairs in MOF pores is UV-Vis diffuse 
reflectance spectroscopy, as shown in Figure 10.   These spectra show the absorption bands of 
individual monomer vs. D-A pairs embedded in the MOFs. When individual monomers are 
confined within MOF pores, a strong band is observed at 624 nm for pyrene@MOF and 446 nm 
for naphthalene@MOF. This indicates that at these wavelengths, there is a strong interaction 
between these individual molecules and MOF. In TCNQ@MOF, broad bands are observed at 755 
and 600 nm. Interestingly, when D-A pairs present in the MOF, there are observable shifts 
compared to their constituent monomers, likely due to CT interactions. More studies are underway 
to characterize these features.  
 

 
Figure 9: 1H NMR measurements to confirm the presence of D-A pairs, a) TCNQ:napthalene and 
b) TCNQ:pyrene.  
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Figure 10: UV-Vis diffuse reflectance spectra measured for MOF, monomers@MOF, and D-
A@MOF. 
 

2.2. UV pump, UV-Vis probe TAS and characterization 

2.2.1. TAS of Npe:TCNB co-crystals and dimers 

The UV pump, UV-Vis probe TAS set-up that carried out transient measurements on co-crystals is 
described here. A 780 nm, 0.8mJ, 1 kHz, 55 fs output from a Ti:sapphire regenerative amplifier 
(Wyvern 1000, KM Labs) is chopped at 500 Hz and is then divided into two beams (95:5). The 
former is used to generate a 400 nm pump beam and the later to generate a broadband white light 
probe, spanning 350-800 nm. Approximately 0.04 mJ of the fundamental is focused on to a 1 mm 
thick CaF2 window to generate a white light continuum which is then collimated by an aluminum 
parabolic mirror. Using an 8” aluminum parabolic mirror, the probe gets focused to a 60 μm (1/e2) 
spot at the sample and reaches the sample at a 90-degree angle of incidence. The transmitted probe 
is collimated using an achromatic lens and sent to a spectrometer (OceanFX Spectrometer). The 
remaining 0.75 mJ arm is chopped at 250 Hz and sent through a half waveplate and linear polarizer 
combination, which provides control over pump energy, and then is optically delayed using a 
retroreflector mounted on a motorized stage. A BBO crystal (BBO-603H, Eksma Optics) generates 
the 400 nm pump beam via second harmonic generation. The pump is then focused to a 200 μm 
(1/e2) spot, where both pump and probe beams are focused, and spatially overlapped on the sample. 
Both pump and probe beams intersect at their focal points, where the cocrystal sample resides on a 
manual stage which can be moved along three perpendicular axes. A pump fluence dependent study 
was carried out to identify the range of fluences in which the co-crystal absorption exhibits linear 
response.  A pump fluence of 160 μJ cm−2 was used. In the TAS experiments, two different probe 
intensities are collected for each time delay: first, when both pump and probe are incident on the 
sample and second, the pump is blocked so that only the probe is incident on the sample. The 
difference between these two probe intensities provides the transient spectrum: 

Δ𝑚𝑂𝐷 =	− log + !!"#!.%&

!!"#!,%((
, ∗ 10"	                  (1)                                                                                         
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where Ipump,on and Ipump,off are the flux of the probe transmitted through the sample, with and without 
exposure from the pump beam, respectively. 

A different commercial laser set-up (Legend Elite, Coherent) was used to carryout UV pump, UV-
Vis probe TAS experiments on the D-A dimer solutions. An 800 nm, 1.5 mJ, 1 kHz, 35 fs output of 
a regenerative amplifier is split into two beams; 80:20 to generate the pump and the probe 
respectively. The optical layout is like the layout described above except for following. The 
repetition rates of the pump and probe are 500 Hz and 1000 Hz, respectively. A 2 mm thick CaF2 
[001] single crystal is used for white light generation. Dimer solutions are placed in a 1 mm path 
length, 300 μL, quartz cuvette which is rastered continuously throughout the experiment. The pump 
fluence was set to 750 μJ cm−2.  

The inherent chirp observed in the TAS data was corrected by fitting the position of time-zero to a 
third order polynomial. The global fit analysis of the transient data was performed using KiMoPack16 
software package which numerically fits kinetic rate equations with the data. Singular value 
decomposition (SVD) was applied to identify the number of spectrally and temporally independent 
components. As shown in Figure 11, the data can be well-described by three main components.  
The first component dominates the overall signal while the remaining two components have much 
smaller contributions. A three-component model provides good agreement with our experimental 
data; we see negligible improvement with higher order fits. Hence, we only considered kinetic 
models with three or fewer components. Each kinetic model was convoluted with a Gaussian 
instrument response function (IRF) with full-width half maximum (FWHM) of 90.76 ± 18.04 fs to 
account for instrument resolution. To avoid fitting coherent artifacts that arise during pump-probe 
overlap, which are present past the IRF, only the transient data after 200 fs were fit to kinetic 
models. 

 
Figure 11: SVD analysis of Npe:TCNB TAS data. a) SVD Component strength, b) Temporal 
development of SVD, c) Spectral components from SVD analysis. 



 
 
 

22 
 
 

2.2.2. TAS of co-crystals with a PDI acceptor 

A detailed description of the UV pump, UV-Vis probe TAS setup is provided elsewhere.17 Briefly, 
the output of a LIBRA Ti:Sapphire regenerative amplifier (Coherent) with a ~800 nm center 
wavelength, 45 fs pulse duration and 1 kHz repetition rate is used as the fundamental beam. A large 
fraction of this is sent through an optical parametric amplifier (OPerA Solo, Coherent) to generate 
the tunable pump, which is then sent to a commercial transient absorption spectrometer (Helios, 
Ultrafast systems). The broadband probe beam (420-760 nm) is generated inside the transient 
absorption spectrometer by focusing a small fraction of the power of the fundamental beam into a 
sapphire window.  The differential absorption signal induced by the pump excitation of the sample 
is calculated as shown above in Eqn. 1.  Chirp correction for all data was performed using Surface 
Xplorer software (Ultrafast Systems) and kinetic analysis and data fitting were performed using the 
KiMoPack python package.16 The kinetic fits were convoluted with a Gaussian IRF with FWHM of 
600 fs. To avoid fitting coherent artifacts that arise during pump-probe temporal overlap, only the 
transient data after 1 ps time delay were fit using kinetic models. 
 

2.3. Computational Methods 

2.3.1. Npe:TCNB 

The Npe:TCNB dimer was optimized using density functional theory (DFT) with the CAM-B3LYP 
functional,18 6-31G(d) basis set,19, 20 and Grimme D3 dispersion correction21 needed for the 
calculation of non-covalent interactions. Standard methods were used for optimizing the molecular 
geometries of the Npe:TCNB dimer conformers; frequency analysis was employed to ensure that 
geometries are minimum structures. Excited state calculations were carried out using the linear 
response time-dependent DFT (TDDFT) formalism.22-24 These calculations were carried out using 
the Gaussian suite of electronic structure programs, G16.25 In this section, non-adiabatic ab initio 
molecular dynamics (AIMD) calculations were conducted using the fewest-switches surface hopping 
approach26 implemented in Newton-X CS software version 2.4 (build 06).27 The initial conditions for 
dynamics were sampled from a harmonic oscillator Wigner distribution of the nuclei in the gas phase 
at 300 K.28 20 trajectories were propagated for 1000 femtoseconds (fs) with a 0.5 fs time step. The 
DFT and TDDFT calculations were performed on-the-fly at the CAM-B3LYP-D3/6-31G(d) level 
of theory, interfacing with Gaussian G16.  

To compute the effects of vibrational broadening on the TAS spectra in the S0, S1, and T1 states, we 
computed the oscillator strengths between the reference (S0, S1, and T1) state and other electronic 
states in the energy range of the experiment at intervals of 25 fs.  We assume that the vibrational 
broadening is well represented by the dynamics on the S1 only and used only S1 dynamics to broaden 
the spectra, even when computing the TAS oscillator strengths with S0 and T1 as reference states.  
For the S1 reference state, these oscillator strengths were computed with the Initial Maximum 
Overlap Method (IMOM),29, 30 as implemented in Q-Chem 5.4.31 The IMOM technique is part of a 
broader category of ∆ Self-Consistent Field (∆SCF) methods, which adjust the orbital occupancies 
to mimic an excited state. Using the IMOM's solution for the reference first excited singlet state (S1), 
we performed TDDFT calculations on top of this reference to determine vertical excitation energies 
and oscillator strengths for transitions from S1 to higher excited states (Sn). Standard TDDFT 
methods were used to compute the TAS spectra for the ground singlet state (S0) and the lowest-lying 
triplet state (T1). We compare the TAS spectra in the gas phase and with the effects of 1,4-dioxane, 
employing the SMD universal solvation model32 as implemented in QChem 5.4.33   
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2.3.2. PDI Acceptors 

The electronic structure and dynamics of donor:PDI systems were computed in the same manner as 
the Npe:TCNB (Section 2.3.1).  In some cases, different functionals were used, as marked 
throughout Section 4. 

2.3.3. Assessing metrics for quantifying charge transfer 

A variety of density functional/basis set combinations were used to quantify the degree of CT 
(DCT). All structures were optimized using CAM-B3LYP-D3/6-31+G(d,p).18, 19, 21 Additional single-
point calculations were carried out using the ωB97X-D,34 APF-D,35 PBE1PBE-D,36, 37 and M062X38 
functionals. In all cases, the Grimme D3 dispersion correction was used except for M062X, which 
has a built-in dispersion correction.39  All additional basis sets, 6-31G40 and 6-311++G(3df,3pd),41-43 
were also employed alongside the ωB97X-D functional. All calculations were carried out using the 
Gaussian suite of electronic structure programs, G16.25 Standard methods were used for optimizing 
the molecular geometries of the Npe:TCNB dimer conformers; frequency analysis was employed to 
ensure that geometries are minimum structures.  Excited state calculations were carried out using the 
linear response time-dependent DFT (TDDFT) formalism.22-24 Based on our previous 
recommendation,44 the DCT is calculated using transition density matrix (TDM) analysis in 
Theodore.45 The spatial overlap metric, Λ,46 is calculated using the Multiwfn program.47 
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3. CT EXCITON DYNAMICS OF NPE:TCNB 

3.1. UV pump, UV-Vis probe ultrafast TAS 

Our previous, published work on the 
Npe:TCNB cocrystal shows that the 
calculated S1 state is centered at 430 nm 
and can be characterized as a CT HOMO 
→ LUMO transition from Npe to TCNB. 
33) In the experimentally obtained UV-
Vis diffuse reflectance spectrum, this 
transition occurs at 450 nm. Due to 
constraints in our experimental setup, in 
the UV pump, UV-Vis probe TAS 
experiments, we use a slightly blue shifted 
400 nm pump beam to excite this S1 state. 
Due to the broadness of the S1 feature, 
400 nm can directly excite this CT S1 
state. After excitation to the S1 state, time-
resolved broadband UV-Vis probe pulses 
report on the correlations between the 
system’s present electronic state and other 
electronic states within the energy range 
of the probe. Figure 12 shows the time-
dependent spectral changes occurring in 

the Npe:TCNB co-crystal. Initially, a strong negative absorption appears around 450 nm, 
corresponding to the ground state bleach (GSB). This feature arises due to the depletion of the 
ground state population due to excitation from the 400 nm pump. The GSB feature is present for 
the entire time of the experiment, though a slow recovery is observed.  The GSB feature at long 
timescales indicates the existence of a long-lived excited state. Two dominant positive features are 
centered near 500 nm and 580 nm, which we attributed to excited state absorption (ESA), likely 
from the S1 state. Both bands persist over an extended timescale (> 50 ps), which is also an 
indication of long-lived excited states.  

3.2. Kinetic fitting of TAS data 

As commonly seen in D-A co-crystals, the excited electron and hole pairs generated upon 
photoexcitation are bound and give rise to a quasi-particle called an exciton.48 Since we directly 
photoexcite a CT band, the initial state formed is a CT singlet exciton.48 This CT exciton can change 
electronic character, relax radiatively or nonradiatively, combine with other excitons and undergo 
exciton-exciton annihilation (EEA), or move across the co-crystal. Due to the many possible exciton 
dynamics mechanisms, the assignment and fitting of a kinetic model is very challenging. We have 
performed SVD analysis (Figure 11) on the Npe:TCNB TAS data and concluded that a three 
component model best describes the dynamics. Based on this analysis, we have identified three 
candidates for kinetic models: a) First-order decay (Equations 2, 3), b) First- and second-order decay 
(Equations 4, 5), and c) A branched model (Equations 6, 7) that involves intersystem crossing (ISC).  

 

Figure 12: Ultrafast UV pump, UV-Vis probe TAS of  
the Npe:TCNB co-crystal. Differential absorption 
(∆mOD) is shown as a function of wavelength and time 
in ps. 
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3.2.1. First-order decay model 

In the first-order decay model (Equations 2, 3), we considered only single-exciton decay pathways, 
where all underlying decay kinetics are wrapped into decay constant k1. Performing a global fit of the 
experimental data (see Figure 13a), including GSB and both ESA features, we obtain a k1 value of 
3.52*10-2 ± 1.35*10-4 ps-1, corresponding to a t1 value of 284.02 ± 0.00 ps. We find that a single 
exponential decay model is insufficient for globally fitting the data, as evidenced by significant 
deviations between the fit and experimental data for all three wavelengths reported, 450, 500, and 
580 nm.  Due to the poor fit of this data to a simple exponential decay, we turn to two more 
complex models that will enable incorporation of EEA processes and simultaneous parallel decay 
pathways. 

3.2.2. First- and second-order decay model 

When the organic D-A co-crystals are exposed to higher laser fluence, a larger density of excitons is 
generated, which increases the probability of two diffusing excitons coming into contact with each 
other. The interaction between two excitons can lead to EEA, resulting in recombination of at least 
one exciton to the ground electronic state.  Due to the insufficient complexity of a first-order decay 
model in fitting the data, we include a second term in our kinetic model to describe EEA processes, 
as shown in Equations 4 and 5.  We treat the EEA term, k2, as being time independent, though 
others have treated this term as time-dependent.11  When globally fitting the experimental data to 
this model (see Figure 13b), we obtain a k1 rate coefficient of 3.76*10−6 ± 1.30*10−10 ps−1 and a k2 
rate coefficient of 6.78*10−3 ± 1.02*10−3 (∆mOD*ps)−1.  Because k2 is a few orders of magnitude 
larger than k1, we suggest that EEA is the dominant decay process at early times (< 50 ps), due to a 
higher exciton density, increasing the probability of diffused excitons interacting.11 At later time 
delays, first order decay processes dominate as the exciton density lowers. This first- and second-
order decay model offers a better fit compared to the simple first-order decay model, as evidenced 
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by a better fit of the ESA features (500 and 580 nm) in Figure 13b.  However, this model still 
struggles to sufficiently capture the GSB feature (450 nm).  We thus turn to a final branched, 
parallel-decay model to fit the data. 

 

 

Figure 13: Plots of the fitted (solid) and experimental (dots) data at 450, 500, and 580 nm with fits 
given by (a) the first-order decay model, (b) the first- + second-order order decay model, and (c) the 
branched model.   
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3.2.3. Branched model 

In TAS experiments of D-A co-crystals, ISC is often identified by shifts and changes to the time-
resolved spectra.49  This is because, in general, there are different electronic oscillator strengths and 
energy differences between the singlet states vs. the triplet states, resulting in distinct spectral 
features arising upon ISC.  In our TAS data, we do not see any obvious shifts in the ESA features 
that enable clear assignment of ISC.  However, this does not mean that ISC is not occurring.  Due 
to the broad, overlapping ESA features, it is challenging to assign each feature as arising from one 
exciton relaxation process alone.  Furthermore, the singlet and triplet features may look very similar.  
Based on the insufficiency of the previous two models, we consider a third, branched model that 
describes parallel singlet relaxation and ISC relaxation processes, given in Equations 6 and 7.  Figure 
13c shows the global fit of the data with this model, indicating values of 1.17*10-2 ± 9.54*10-4 ps-1 
for k1, 5.97*10-4 ± 2.30*10-3 ps-1 for k2, and 4.19*10-3 ± 2.15*10-4 ps-1 for k3.  The lifetime of the 
singlet CT exciton is given by 1/(k1+k3) and has a value of 324.17± 19.27 ps.  The lifetime of the 
triplet exciton is given by 1/k2 and has a value of 1.68 ± 0.50 ns.  Of the three models, this branched 
model captures the long-time behavior best.  Due to the lack of spectral shifts that we can attribute 
to ISC, we turn to theoretical predictions of the TAS signatures arising from the S1 and T1 states of 
the D-A dimer system.  We note that time-resolved electron paramagnetic resonance (TREPR) 
spectroscopy could be used in future studies to strengthen our assignment of ISC, as performed in 
other studies of the exciton dynamics of co-crystals.49  We also note that in reality, many competing 
single- and multi-exciton processes are at play in the exciton relaxation dynamics of D-A co-crystals.  
However, for these TAS experiments we must use simple kinetic models to avoid overfitting the 
data. 

3.3. Predicting TAS signatures using AIMD and electronic structure calculations 

To gain further insights into the excited state dynamics of the Npe:TCNB dimers, we performed 
non-adiabatic AIMD simulations on the S1 and S0 surfaces. We used these dynamics calculations to 
compute the effects of vibrational broadening on the TAS spectra originating from the S0, S1, and T1 
states.  The results of these simulations are illustrated in the heat maps in Figure 14, which depict the 
computed TAS arising from S0, S1, and T1 reference states in vacuum and a 1,4-dioxane 
environment.  
  
The non-adiabatic AIMD simulations are performed over a 1 ps timescale and find that the average 
time spent on the S1 surface is 778 fs. Of the total 20 trajectories, 55% remained on the S1 surface 
throughout the simulation.  For TAS arising from the S1 state (see Figure 14), a broad feature 
centered at ~500 nm is prominent, likely corresponding to the two bands observed experimentally 
in Figure 12. These peaks are predominantly arising from S1→S7-S10 and S1→S11-S17 transitions. A 
weak feature around 700 nm arises from S1→S2-S5 transitions, which we do not observe in the 
experimental TAS of the co-crystal.  This may be due to scattering effects and lower white light 
intensity at this wavelength. The TAS arising from the T1 reference state exhibits a spectrum very 
similar to the S1 reference. In this case, the 500 nm region is made up of signals from T1→T8-T11 and 
T1→T12-T17 transitions. The feature at 700 nm originates from T1→T2-T6 and is significantly weaker 
than the 500 nm region. For the TAS arising from the S0 reference, a blue shift from ~500 to ~400 
nm is observed. However, we do not observe this experimentally.  Comparing the spectra in vacuum 
and 1,4-dioxane, we find that the solvent increases the intensity of the 700 nm features in the S1- and 
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T1-originating spectra and narrows the ~450 nm band in the S0-originating spectrum. 

 
Figure 14: Simulated TAS of Npe:TCNB dimers in vacuum (top row) and 1,4-dioxane (bottom row) 
originating from the S1, T1, and S0 states. 
 
As explained above, determining exciton dynamics decay pathways is challenging in co-crystals, as 
multi-exciton pathways may contribute to the kinetics, which can be time-dependent.11 Furthermore, 
the electronic structure of co-crystals becomes more complex in a drop cast samples with the 
emergence of multiple phases, grain boundary defects, or even intrinsic trapped states. We therefore 
compare the photoexcitation dynamics of the co-crystal with Npe:TCNB dimers in solution. The 
dimers were prepared in 1,4-dixoane, a solvent with relatively low polarity, to minimize the structural 
reorganization and CT between the photoexcited dimer and the solvent. Ultrafast TAS experiments 
were performed on Npe:TCNB dimers excited with a 400 nm pump and probed with broadband 
UV-Vis light. The TAS collected from these dimer solutions is presented in Figure 15a.  A GSB 
feature appears near 400 nm and three broad ESA features emerge, centered around 465, 570 and 
700 nm. It is important to note that the energies of GSB and ESA features are different between the 
dimer and co-crystal. A possible reason for this is differences in the electronic structure and 
electronic energy levels of the dimers vs. co-crystals. The dynamics of the two systems may differ 
because dimer and unbound monomers can interact with solvent molecules, creating more energy 
conversion pathways upon photoexcitation.  
 
When the dimers are formed, they are in equilibrium with Npe and TCNB monomers. The static 
UV-Vis spectrum of Npe shows that both Npe and Npe:TCNB have S1 states at similar energies, 
while the absorption of TCNB is more blue shifted. This implies that we are exciting both the dimer 
and Npe during TAS experiments. To evaluate the contribution from Npe, carried out a control 
TAS experiment with 40 mM Npe in 1,4-dioxane. Like the dimer, Npe has a GSB and three ESA 
features. We have compared spectral profiles of the dimer and Npe at different time delays in Figure 
15b. On top of the broad absorption profile of Npe, the dimer has relatively narrow ESA features 
centered around 465 and 570 nm, with ESA lifetimes that are significantly prolonged compared to 
Npe. 
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Figure 15: a) TAS of Npe:TCNB dimers in 1,4-dioxane, b) TAS lineouts of Npe monomer (orange)  
and Npe:TCNB dimer (blue) in 1,4-dioxane solvent at 1, 10, 100, and 1000 ps time delays. 
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4. CT EXCITON DYNAMICS OF CO-CRYSTALS WITH A PDI 
ACCEPTOR 

 

4.1. Static UV-Vis Absorption Spectra 

The static UV-Vis absorption spectra of PDI co-crystals are shown in Figure 16; the colored lines 
show pump spectra centered at 620, 650, and 570 nm, for PDI:PXX, PDI:perylene, and 
PDI:triphenylene co-crystals, respectively. The appearance of multiple absorption features in the 
ground state spectra for all three systems indicates that a manifold of valence band excitations is 
accessible in the UV-Vis region. However, it is important to note that drop cast co-crystals, such as 
those studied here, are inhomogeneous thin films that can scatter light, and a nonzero signal in the 
static absorption spectra does not necessarily correspond to the presence of a resonant absorption 
feature. The simulated ground state absorption spectrum of PDI:PXX given in Figure 19 suggest 
that the employed pump wavelength of 620 nm for this system excites the lowest singlet electronic 
excited state, S1, assigned as a CT state due to the large degree of CT (see Figure 19). It is unclear 
from the theoretical absorption spectra (see Figure 20, Figure 25, and Figure 31) as to which states 
are being excited at the indicated pump wavelengths for PDI:perylene and PDI:triphenylene.  
 

 
Figure 16: Static UV-Vis absorption spectra of a) PDI:PXX b) PDI:perylene and c) 
PDI:triphenylene co-crystals (black lines) and the respective pump excitation wavelengths (colored 
lines). 
 

4.2. PDI:PXX 

The PDI:PXX co-crystal was excited with a 620 nm pump, and Figure 17 shows the TAS following 
this excitation. A clear excited state absorption (ESA) feature centered around 740 nm is observed, 
which decays during the time span of the experiment (<8 ns). As the 740 nm ESA feature decays, 
two new ESA features near 700 and 750 nm emerge at longer time delays (> 1 ns), which do not 
decay within the experiment temporal window. We cannot extract any signal between 550-700 nm 
due to interference from pump scatter and there are no transient spectral features at wavelengths 
shorter than 550 nm.  



 
 
 

31 
 
 

 
Figure 17: False color map of the TAS of PDI:PXX co-crystals, showing the differential absorption 
as a function of time delay and wavelength. b) TAS lineouts at select time delays. 
 
To quantify the evolution of photoexcited states of PDI:PXX co-crystals, a global fitting analysis 
was performed for time delays from 1 to 7500 ps. The model that best describes the data is a two-
step sequential kinetic model with a non-decaying component, given by 

[𝐴]
%*→ [𝐵]

%,→[𝐶]
$ /04⎯5                                                                                                                       (8) 

 
where A and B are the initial excited state species and an intermediate species, respectively, and k1 
and k2 are decay rate constants of the A and B species. C is a long-lived species that does not decay 
within the experimental time window. Evolution associated difference spectra (EADS) predicted by 
the sequential model are given in Figure 18a. The spectral shapes of the EADS suggests that the 
initially excited species (A) almost fully decays to B, and only then is the red shifted non-decaying 
species C formed. The goodness of the fit to Equation (8) is shown in the form of kinetic traces of 
the ESA features centered at 740 and 752 nm in Figure 18b. The lifetime (1/k1) associated with the 
initially excited species (A) is 279.86 ps, while the lifetime (1/k2) of species B is 1396.66 ps.  
 
A systematic exploration of the potential energy surface (PES) of the PDI:PXX dimer was 
conducted to identify the low-lying conformers, as shown in Figure 19. The structures of these 
conformers were compared with the experimental crystal structure (Figure 2); the relative energies of 
the different conformers were found to be very close. All conformers show a large DCT in the S1 
excited state S1, while the S0 ground state exhibits only a small DCT.   
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Figure 18: a) EADS corresponding to species A (blue), B (orange) and C (yellow). b) Kinetic traces 
at ~740 and ~752 nm from 1 to 7500 ps post-excitation. Circles represent experimental data, and 
solid lines represent fits obtained from global fitting. 
 

 
Figure 19: Optimized geometries (1a–d) of PDI:PXX found with CAM-B3LYP-D3/6-31+G(d,p) 
and the experimental CIF structure. Energies (eV) are reported relative to the lowest-energy 
structure (1a) and include zero-point energy corrections. The calculated degree of CT is reported for 
S0 and S1, as well as the associated S0–S1 oscillator strengths. 
 
The UV-Vis absorption spectra for the conformers were calculated and compared against 
experimental reflectance spectra, as shown in Figure 20. Overall, the theoretical spectra of all four 
conformers show reasonable agreement with experiment, although Conformer 1d does not exhibit 
the ~600 nm feature observed in the experimental data and other conformers’ predicted spectra. 
Conformer 1a was chosen as the best model dimer structure, as it most closely resembles the 
experimental crystal structure. Overlaying its calculated UV-Vis spectrum with the experimental 
diffuse reflectance spectrum reveals good agreement. 
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Figure 21: Simulated TAS of PDI:PXX dimers in vacuum originating from the S0, S1, and T1 states. 
 
We computed the TAS of PDI:PXX from non-adiabatic AIMD calculations arising from the S0, S1, 
and T1 surfaces (Figure 21), as we did with Npe:TCNB. The experimental TAS (Figure 17) reveal a 
distinct feature around 740 nm, which decays rapidly within the first few hundred ps.  In comparing 
the experimental and theoretical (S1-originating) TAS, we observe that the 740 nm feature arises 
from S1 to S9-13 transitions. Although the timescale for the simulation is very short (1 ps) compared 
to the experiment, these dynamics act as a basis set, helping us to assign the spectra and choose 
kinetic models. The computational S0- and T1-originating TAS spectra show a dominant feature that 
is significantly broadened and blue shifted compared to what we observe in the S1-originating TAS 
spectrum.  
 

Figure 20: a) The simulated absorption spectra of PDI:PXX conformers a-d. b) The simulated 
absorption spectra of the best candidate for PDI:PXX conformer. c) Diffuse reflectance 
spectra of PDI:PXX. 
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4.3. PDI:perylene 

 
Figure 22: a) False color map of the TAS of PDI:perylene co-crystals, showing the differential 
absorption as a function of wavelength and time. The white area depicts the region of the spectrum 
that contains scatter from the pump pulse and hence cannot be interpreted.  b) TAS lineouts at 
select time delays. 
 
Figure 22 shows the TAS of PDI:perylene co-crystals upon 650 nm excitation; we have omitted the 
spectral range from 560-710 nm due to interference from pump scatter. We observe multiple ESA 
features: a broad positive feature spanning over 100 nm and centered around 750 nm, which decays 
within the experimental time window, and two more ESA features centered at 494 and 527 nm, 
which do not fully decay within 7.5 ns. The broad ESA feature centered at 750 nm decays faster 
than the sharp ESA features at shorter wavelengths; the latter two features begin to red shift at 
longer time delays (>100 ps). We observe three negative features in Figure 22 near 450, 510 and 542 
nm. Their energies coincide with static absorption peaks shown in Figure 16, which suggests that 
these features are ground state bleach (GSB) features due to depletion of ground electronic state 
population after excitation. These GSB features decay on the same time scale as the short 
wavelength ESA features.   
 
The kinetic model that best describes the data is given by Equation 8. Figure 23a displays the EADS 
of the three excited state species described by the model. Conversion from species A to B has a 
lifetime (1/k1) of 31.84 ps and is represented by intensity decay in all ESA and GSB features. Species 
B has a lifetime of (1/k2) of 411.45 ps and is converted to species C. The evolution of B to C is 
accompanied by a clear red shift in the short wavelength ESA features near 494 and 527 nm. Figure 
23b shows the kinetic traces along several wavelengths as well as the fits obtained from the kinetic 
model, which faithfully represent the experimental data.  
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Figure 23: a) Evolution associated difference spectra corresponding to species A (blue), B (orange) 
and C (yellow). b) Kinetic traces at ~494 (green), ~510 (purple) and ~750 (pink) nm from 1 to 7500 
ps post-excitation. Circles represent experimental data and solid lines represent fits obtained from 
global fitting. 
 
 

 
Figure 24: Optimized geometries (2a–c) of PDI:perylene computed with CAM-B3LYP-D3/6-
31+G(d,p) compared to the experimental crystal structure. Energies (eV) are reported relative to the 
lowest-energy structure (2a) and include zero-point energy corrections. The calculated DCT is 
reported for S0 and S1, as well as the associated S0–S1 oscillator strengths. 
 
The PDI:perylene dimer PES was explored and we identified three different low-lying conformers 
that we compare to the experimental crystal structure, as shown in Figure 24. The relative energies 
of these conformers were very close, indicating that rotation of the perylene yields conformers with 
very similar energies. When analyzing the DCT, we find that the S1 DCT is greater than 0.94e for all 
conformers, which is almost complete electron transfer in the first excited electronic state. In 
contrast, the DCT in S0 remained near zero for all conformers. 
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Figure 25: a) The simulated absorption spectra of PDI:perylene conformers, b) The simulated 
absorption spectra of the best candidate for PDI:perylene conformer, c) Diffuse reflectance spectra 
of PDI:perylene. 
 
The calculated UV-Vis spectra for the PDI:perylene conformers were compared to experimental 
results, showing good agreement, Figure 25. All conformers exhibit a well-defined peak around 530 
nm in the theoretical spectra, in agreement with the experimental feature at ~530 nm. The CT peak 
at ~650 nm has small oscillator strength in the theoretical dimer calculations in agreement with 
experiment. Conformer 2b is closest in resemblance to the experimental crystal structure, though 
there is a slight rotation difference between the two and is the chosen conformer for AIMD studies.   
 
 

 
Figure 26: Simulated TAS of PDI:PXX dimers in vacuum originating from the S0, S1, and T1 states. 
 
To investigate the excited state dynamics of the PDI:perylene dimer, ultrafast TAS experiments were 
performed, as shown in Figure 22. Initially, a strong negative absorption appears around 420 nm, 
corresponding to the GSB. This feature arises due to the depletion of the ground state population 
due to the pump excitation and remains visible throughout the experimental timescale. Three 
dominant positive features emerge in the TAS bands centered near 480 nm and 530 nm, as well as a 
broad peak around 730-800 nm that we attribute to ESA from the singlet S1 state. The first two 
bands persist over an extended timescale, indicating that they are integral to the relaxation dynamics 
of the system, while the broad peak has a weaker intensity and dies off on a faster timescale.  We 
compute the TAS arising from the S0, S1, and T1 states of the PDI:perylene dimer with AIMD, see 
Figure 26.  The calculations arising from the S1 state show a broad feature between ~450 and 550 
nm in the range of the two experimental features at 480 and 530 nm. These peaks correspond to 
various transitions between S1 and S10-16 states. The computed T1-originating TAS spectrum 
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resembles the S1-originating spectrum with a slightly narrowed main feature.  The computed S0-
originating TAS spectrum exhibits a very broad and low intensity feature between 300 and 550 nm. 
 

4.4. PDI:triphenylene 

The ultrafast TAS data of the PDI:triphenylene co-crystal upon 570 nm excitation is given in Figure 
27. We observe a broad ESA feature that does not fully decay within the time range of the 
experiment. The ESA feature has some structure, consisting of multiple peaks on top of a broad 
positive feature. This could suggest that the probe interaction excites the initially pumped state to 
distinct manifolds of higher energy states that are close in energy. As we approach longer time 
delays, the sharper structures give way to three broad features. The spectral lineout at 7000 ps in 
Figure 27b shows that there is a slight red shift compared to early time delay spectra. Like the data 
shown in previous sections, transient signals for wavelengths shorter than 620 nm are obfuscated by 
the presence of pump scatter.  

 
Figure 27: a) False color map of the TAS of the PDI:triphenylene co-crystal system, showing the 
differential absorption as a function of wavelength and time delay. b) Transient spectra at select time 
delays. 

 
To quantify the time evolution of the ESA, we performed a global analysis on the TAS data. We first 
considered a two-step sequential model represented by Equation 8. The EADS in Figure 28a shows 
that the relative intensities between peaks around 660, 730 and 790 nm change when going from 
species A to B. The non-decaying species C does not show the sharp spectral features that are seen 
in the spectra of species A and B. The extracted lifetimes of species A and B are 5.55 ps and 97.74 
ps, respectively.  
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Figure 28: a) Evolution associated difference spectra corresponding to species A (blue), B (orange) 
and C (yellow). b) Kinetic traces at ~735 and 765 nm from 1 to 7500 ps, post excitation. Circles 
represent experimental data and solid lines represent fits obtained from global fitting. 
 
Table 1 summarizes the time constants obtained for the three donor:PDI systems by fitting to a 
two-step sequential model (Equation 8). Even though these systems have the same electron acceptor 
molecules, the differences in the rate constants indicate that the charge carriers behave very 
differently from one system to another. To understand the mechanisms associated with each rate 
constant, theory calculations are required to identify the electronic states that may participate in the 
dynamics. 
 
Table 1: k1 and k2 time constants obtained for different co-crystals by fitting a two-step sequential 
model 
Co-crystal 1/k1 (ps) 1/k2 (ps) 
PDI:PXX 279.86 1393.66 
PDI:perylene 31.84 411.45 
PDI:triphenylene 5.55 97.74 

 
While Figure 28b shows that the experimental data is in good agreement with the sequential model, 
we cannot disregard the contribution of transport properties and EEA commonly seen in the 
exciton dynamics of organic D-A co-crystals. In addition to the excited states undergoing relaxation 
processes such as internal conversion, vibrational relaxation and ISC, the excited excitons can also 
travel from one D-A site to another. This allows the excited charge carriers to undergo processes 
such as EEA and exciton hopping. EEA is one such process that has been widely seen in similar 
organic co-crystals.10, 11, 50  
 
The ESA feature in the PDI:triphenylene co-crystal can also be described by the kinetic model 
shown in Equation 9:  

	[𝐴]
%*,%,4⎯⎯5 [𝐵]

$ /04⎯5                                                                                                                     (9) 
 
where k1 and k2 are first- and second-order rate constants. A is the initial excited species and B is the 
non-decaying species that the system transforms to within the experimental time window. As given 
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in Equation 5, the k1 rate constant represents the single exciton recombination pathway and k2 
represents EEA. Figure 29b shows kinetic traces obtained at different wavelengths to assess the 
goodness of the fit. The rate constants for k1 and k2 are 2.40*10-11 ps-1 and 0.11 ps-1 ∆mOD-1, 
respectively. The EEA process dominates at early time delays when the exciton density is higher; as 
the exciton population decreases at longer time delays, single exciton recombination tends to 
dominate.  

 
Figure 29: a) Evolution associated difference spectra corresponding to species A (blue) and B 
(orange). b) Kinetic traces at ~735 (green) and ~765 (purple) nm from 1 to 7500 ps post-excitation. 
Circles represent experimental data and solid lines represent fits obtained from global fitting. 
 
For simplicity, we used the two models to describe electronic relaxation and exciton transport 
dynamics of the co-crystals, separately. It is important to note that electronic relaxation and exciton 
transport occur concurrently and factors such as crystallinity of the sample, pump fluence, and laser 
polarization will determine the dominant mechanism. 10, 11, 51 
 

 
Figure 30: Optimized geometries (3a–c) of PDI:triphenylene computed with CAM-B3LYP-D3/6-
31+G(d,p) and the experimental crystal structure. Energies (eV) are reported relative to the lowest-
energy structure (3a) and include zero-point energy corrections. The calculated DCT is reported for 
S0, S1, and S2 as well as their associated S0–S1-2 oscillator strengths. 
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The PDI:triphenylene dimer PES was explored and different low-lying conformers were identified 
and compared to the experimental crystal structure, as shown in Figure 30. Like the other 
PDI:donor dimer systems, the relative energies of these conformers are very close. Interestingly, the 
DCT of the S1 state is small like that of the ground state (S0). In this system, the S2 state is shown to 
be the CT state, with a DCT value close to 1e. We assessed differences between density functionals 
on the ordering of the CT states and found that the PBE functional52 gave a S1 CT state.  

 
Figure 31: a) Diffuse reflectance spectra of PDI:triphenylene. b) The simulated absorption spectra of 
the best candidate dimer (Conformer 3b). 
 
Using the PBE functional, we computed the UV-Vis spectra for the PDI:triphenylene conformers, 
finding that Conformer 3b resembled both the crystal structure and has the most similar UV-Vis 
spectrum, shown in Figure 31. The shoulder around 560 nm represents the S1 CT state, in agreement 
with the other two PDI:donor systems. AIMD calculations to aid in assignment of the TAS are 
underway. 
 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
 

41 
 
 

5. ASSESSING METRICS FOR COMPUTING DCT  
 

5.1. Background 

High-throughput screening (HTS) has become an essential tool in materials discovery. HTS is an 
automated, data-driven identification of promising candidate materials such as D-A co-crystals with 
a desired set of properties.53 HTS tools search the vastness of chemical space to accelerate materials 
discovery, reducing experimental time and chemical waste. These tools often screen databases of 
crystal structures, spectroscopy, and quantum chemistry calculations, commonly supplementing 
these databases with on-the-fly quantum chemistry calculations.54-58 For screening D-A co-crystals, 
quantum chemistry calculations include quantities such as geometric parameters, orbital energies, 
and vibrational frequencies.59-62  In this project, we developed a new metric for screening D-A co-
crystals with long exciton lifetimes, DCT in the S1 state.44, 63 

Computing the excited state properties of D-A co-crystals is primarily done with TDDFT. 
Unfortunately, many functionals have limitations in characterizing CT states; for more details, see 
Refs. 64, 65 and citations within.  There are numerous techniques for predicting the DCT in 
electronically excited states, including natural bond order (NBO) analysis,66 differences in orbital 
energies (EHOMO

donor – ELUMO
acceptor),67 and the spatial overlap of the wavefunction, often referred to as 

the Λ metric.46  Few systematic studies have been done to assess the quality of different metrics for 
computing DCT; a recent study from Herbert et al. highlights the importance of orbital invariance 
on qualitatively and quantitatively computing DCT.  In this section we compare the performance of 
different DCT metrics, including the one developed in this project by McCaslin et al., for different 
functionals and basis sets.44 

In our previous paper we screened 29 D-A dimers whose S1 states are dominated by a HOMO → 
LUMO transitions.44 The donor molecules exhibit a diversity of molecular structures, while the 
acceptor molecules consist of 7,7,8,8-tetracyanoquinodimethane (TCNQ) and its fluorinated 
derivatives, FxTCNQ. By comparing the performance of these metrics with different DFT 
functionals and basis sets, our study aims to unveil the robustness, reliability, and limitations of these 
metrics for quantifying DCT in D-A complexes. 

5.2. Assessing the quality of CT metrics 

5.2.1. Dependence on density functional 

In Figure 32 we assess the correlation between DCT of the S1 state and four metrics—orbital 
similarity,44 spatial overlap,46 orbital gap ratio,67 and EHOMO - ELUMO—employing five DFT 
functionals: CAM-B3LYP-D, M062X, ωB97X-D, PBE1PBE-D, and APFD using a 6-31G+(d,p) 
basis set. For the orbital similarity and spatial overlap metrics, all five DFT functionals demonstrate 
relatively high R2 values, indicating strong linear correlation of these metrics with S1 DCT. This 
uniformity across different functionals indicates that these metrics are largely insensitive to the 
choice of DFT functional. The orbital gap ratio and EHOMO - ELUMO metrics deviate significantly 
from linear behavior, indicating their sensitivity to the choice of DFT functional.  The correlations 
employing the latter two functionals, PBE1PBE-D and APFD, exhibit lower R2 values for all 
metrics, suggesting that CT states are not well represented by these functionals.     
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Figure 32: Plots of orbital similarity, spatial overlap, orbital gap ratio, and EHOMO - ELUMO vs. S1 DCT 
using the CAM-B3LYP-D, ωB97X-D, M062X, PBE1PBE-D, and APFD functionals and a 6-
31G+(d,p) basis set. 
 
We summed the results of the five functionals into one plot, Figure 33, to assess overall correlation 
of these metrics with the DCT of S1. The orbital similarity and spatial overlap metrics exhibit the 
strongest correlations with the DCT in the S1 state, as indicated by their high R2 values of 0.90 and 
0.91, respectively. The value of the spatial overlap metric is inversely correlated to the S1 DCT. 
Higher degrees of CT correspond to reduced spatial overlap between donor and acceptor orbitals in 
a D-A dimer. The insensitivity of both the orbital similarity and spatial overlap metrics to the DFT 
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functional choice is advantageous for performing quantum chemistry calculations, including those in 
HTS. In contrast, the orbital gap ratio and EHOMO - ELUMO metrics are not strongly correlated with S1 
DCT in this data set and exhibit significant sensitivity to functional.  

 

 
Figure 33: Plots of orbital similarity, spatial overlap, orbital gap ratio, and EHOMO – ELUMO vs. S1 DCT 
using the aggregated data across the five DFT functionals. 
 

5.2.2. Dependence on basis set 

To investigate the effect of the basis sets on these CT metrics, we selected the ωB97X-D functional 
to combine with three basis sets: 6-31G, 6-31+G(d,p), and 6-311++G(3df,3pd). The results in 
Figure 34 show that the orbital similarity metric is consistent in exhibiting strong linear correlation 
across all three basis sets with high R2 values of 0.97, 0.98, and 0.98. Although the spatial overlap 
metric exhibits strong linear correlations with S1 DCT, it exhibits slightly lower R2 values ranging 
from 0.93 to 0.97. The orbital gap ratio and EHOMO − ELUMO metrics exhibit a lower degree of 
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correlation overall and indicate sensitivity to basis set. 

 
Figure 34: Plots of orbital similarity, spatial overlap, orbital gap ratio, and EHOMO – ELUMO vs. S1 DCT 
using ωB97X-D with 6-31G, 6-31+G(d,p), and 6-311++G(3df,3pd) basis sets. 
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6. PROFESSIONAL SERVICE 
 

Our team engaged with the scientific community through a variety of modes. In addition to the 
standard ones such as publications and conference presentations, we served as reviewers for 
manuscripts submitted to peer-reviewed journals. In addition to fulfilling an essential professional 
service role, these activities raised the visibility of our team with influential stakeholders such as 
journal editors. Publications we reviewed for included many with direct relevance to this project, 
such as ACS Applied Polymer Materials, Journal of the American Chemical Society, Advanced Materials, 
Chemical Science, Nature Energy, Journal of Physical Chemistry, and Physical Chemistry Chemical Physics. 
 
A tangible benefit afforded by these activities was an invitation to write a “News and Views” article 
for the journal Nature Synthesis. This invitation was extended by the journal’s editor after Mark 
Allendorf reviewed a manuscript submitted to that journal.68 The article describes a method for 
growing atomically smooth films of conducting materials that could be extended to the donor-
acceptor materials we developed. In Allendorf’s view the manuscript would likely have a high impact 
on the integration of novel conducting materials to create electro-optical devices and thus merited 
publication in this prestigious journal. The News and Views article is entitled “Skating on Thin 
Gallium” and was published in Nature Synthesis in 2024.69 
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