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ABSTRACT
Escalating bandwidth demand strains high-performance data net-
works, posing potential performance risks. TCP congestion control
algorithms enhance reliability and optimize bandwidth usage. Net-
work performance is influenced by factors such as AQM algorithms
and router buffer size. In the context of constrained network re-
sources, understanding how TCP flows share networks and the
resulting performance impact is essential.

This paper introduces insights into TCP fairness and perfor-
mance involving a comparison of TCP CUBIC, Reno, Hamilton,
and BBR versions 1 and 2 across real-world networks supporting
high bandwidths of up to 25 Gbps. The research explores TCP be-
haviors with AQM algorithms like FIFO, FQ_CODEL, and RED,
alongside diverse buffer sizes. Notably, findings reveal that manip-
ulating buffers and queuing methods yields contrasting outcomes
based on bandwidth. BBRv2 emerges as a superior fair algorithm,
pivotal for swift transfers, particularly in scientific data scenarios.
These results provide crucial guidance for future network design,
ensuring equitable performance optimization.
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1 INTRODUCTION
The rapid emergence of IoT devices, edge-to-cloud integration and
high-performance computational workflows, have brought an expo-
nential growth of demand for reliable data transfer across the wide
area networks [3, 14]. Transmission Control Protocol (TCP) is one
of the most commonly used transport protocols designed to ensure
minimum packet loss and maximum use of available bandwidth
(BW) in high volume data transfers [23, 36]. Network researchers
have developed innovative TCP variants that try to achieve high
throughput with minimal packet loss. However, as networks be-
come congested and resources are limited, links have to be shared
among many flows, which requires an understanding of the correct
choices for TCP congestion control algorithms (CCA).

The TCP CCA controls network resource utilization by regulat-
ing the amount of data being transmitted [2, 29]. Existing variants
of CCAs, such as Bottleneck BW and Round-trip propagation time
version 1 (BBRv1) [7], BBR version 2 (BBRv2) [8], Hamilton TCP
(HTCP) [27], CUBIC [20], and Reno [24], are being extensively used
and studied, but they still witness changing network conditions
having high retransmissions, significant delay, low throughput,
and wastage of network resources [29]. On the other hand, Ac-
tive Queue Management (AQM) algorithms manage the queue of
packets at routers and shape the traffic [1]. AQMs help prevent
network congestion by monitoring the queue length and make de-
cisions about which packets to drop. When packets are dropped,
CCAs interpret this as a congestion signal, leading to a reduction
in the rate at which data is transmitted. Some AQMs implement
explicit congestion notifications (ECNs) [16], which provide more
specific information to the CCAs about upcoming network conges-
tion. ECNs signal to the CCA that it should reduce the flow of data
without waiting for packets to be dropped, leading to more efficient
use of network resources. Thus, AQMs are an important tool for
ensuring network stability and efficient resource utilization.

Historically, the Research and Education (R&E) community has
deployed network devices with deep buffers to avoid packet loss
in large science transfers [40]. However, using a buffer size by
determining the Bandwidth Delay Product (BDP), proves to be a
non-scalable solution, especially as network bandwidth increases up
to 400G. Additionally as R&E networks become congested, we see
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that short-term dynamics of competing high-speed TCP flows can
have strong impacts on their long-term fairness leading to severe
challenges in co-existence and network deployments [30]. With
the growing availability of higher BW and the need to efficiently
handle big data, such as in scientific R&E networks, it is crucial
to assess the performance of different TCP CCAs in real-world
high-BW scenarios. Evaluating how these interact with various
AQMs is essential. Additionally, TCP variants are being developed
with different goals in mind, which results in different heuristics
and overall algorithm behavior. One example is BBR, which was
developed to avoid buffer bloat and to provide more stable perfor-
mance in streaming applications, and is not significantly impacted
by queue length like CUBIC. However, BBR can experience per-
formance degradation when multiple TCP flows attempt to share
the same network link. A detailed analysis of these relationships
and the impact on fairness is needed to improve performance in
high-BW scenarios. Based on the above need, we aim to investigate
TCP fairness and its effects by examining different AQM algorithms
and BW configurations. To achieve this, we conducted controlled
experiments using different TCP CCAs and AQM algorithms in
real-networks with a wide range of BWs. The FABRIC testbed [4],
an inter-continental real-network instrument connecting labora-
tories from Japan to Europe through USA, was used for this. This
paper makes the following contributions:

• We evaluate the TCP CCA fairness in network links through
real-world experimentation using a bottleneck topology. We
evaluate TCP CCAs (BBRv1, BBRv2, Reno, HTCP) against
CUBIC, in different BW scenarios, varying router queue
length, and using different AQM algorithms including FIFO,
FQ_CODEL, and RED.

• We assess the scaling capability of BBRv1, BBRv2, CUBIC,
Reno, and HTCP in TCP sharing experiments in different
BW scenarios.

• We identify limitations in the TCP performance particularly
with regards to FQ_CODEL and RED’s failure to fully utilize
the capacity in high-BW links.

• We share a reproducible dataset that contains experimental
codes and all end-to-end log files, which can be useful for fu-
ture research, especially for developing, training, and testing
TCP Machine Learning (ML) models. This repository of TCP
logs and network performance data contributes to design
of future TCP algorithms and efficient network design for
high-BW scenarios.

The remainder of the paper is structured as follows: Section 2 pro-
vides the motivation behind this work, while Section 3 summarizes
the fundamentals of TCP and TCP fairness challenges. Section 4
describes the experimental setup in detail. Section 5 presents the
findings and discusses the results. Finally, Section 6 provides con-
cluding remarks.

2 MOTIVATION
Modern large scale science workflows often include movements
of large volumes of data generated through scientific instruments,
ranging from small datasets to massive amounts of information.
The data transfer requirements vary from real-time, short-term
transmission for immediate processing, to long term data transfer

over inter-continental network links. The variety of data includes
experimental results, sensor readings, genomic data, imaging data,
and more. Efficient handling of volume, speed, and variety of data
is crucial for optimal data transfer performance.

In the R&E community, CUBIC and HTCP have been favourably
used for high-speed data transfers within the Science DMZ [9].
These handle very large transfers but need to guarantee loss-less
transmissions [40]. Monitoring transmission rates based on network
congestion, affecting throughput, latency, and fairness are high pri-
ority for these networks. The selection of optimal configurations
can impact how science networks are designed and maintained. For
instance, applications requiring low latency, real-time collabora-
tion, or fair BW sharing may benefit from algorithms prioritizing
responsiveness and fairness. Conversely, applications emphasiz-
ing high throughput and efficient bulk data transfer may prefer
algorithms that maximize network capacity. Science and research
networks are also constrained by resources and face substantial
data transfer requirements. While TCP CCAs control end-to-end
data transfers, the decision regarding which packets to retain or
discard during data transfer is made by the point-to-point AQM
algorithms at the routers. These packet drops significantly impact
the behavior of TCP CCAs, resulting in a strong interconnection
between them. On the other hand, elephant flows are very com-
mon in science networks, which is not as common in commercial
networks. This disparity makes it more challenging for science
networks to manage such elephant flows using traditional CCA and
AQM algorithms. Consequently, we are motivated to investigate the
interactions between CCA and AQM algorithms and determine the
optimal combination. By studying these combined conditions, we
can enhance network utilization through efficient design choices.

3 BACKGROUND AND RELATEDWORK
3.1 TCP Congestion Control Algorithms
TCP is employed for data transmission and plays a crucial role in
averting network congestion by managing the rate at which data
is sent. The research community has put forward numerous TCP
CCAs. For this experiment, we have opted to focus on the widely
utilized and already implemented CCAs found within the Linux
Kernel. These include Reno, CUBIC, BBRv1, BBRv2, and HTCP. A
brief overview of each is provided in this section.

3.1.1 BBRv1. BBRv1 was developed by Google in 2016. It esti-
mates the available bottleneck BW and round-trip propagation
time of a network path and uses this information to adjust the send-
ing rate to maximize network utilization and minimize congestion.
BBRv1 uses a hybrid approach that combines delay-based and loss-
based congestion control techniques [7]. One of the main criticisms
of BBRv1 is that it tends to overshoot the network capacity, which
can result in high packet losses and reduced performance [21][6].
BBRv1 aggressively ramps up the sending rate to the maximum
achievable BW at the start of a connection, which can lead to con-
gestion and decreased fairness for later started flows that have not
yet had a chance to ramp up their sending rate [21]. Additionally,
BBRv1 has been found to cause retransmission timeouts (RTOs)
in some cases, which can also result in reduced performance and
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increased latency [6]. Furthermore, BBRv1 requires accurate round-
trip time (RTT) measurements to estimate the available BW, which
can be challenging in networks with high latency or fluctuating
RTTs, and may not be well supported by all network devices and
applications [7]. Finally, the utilization of continuous network mod-
eling necessitates a certain amount of time, potentially leading to
adverse effects on short-lived flows. This aspect could result in
BBRv1 being better suited as for elephant flows scientific networks.

3.1.2 BBRv2. BBRv2 is the newer version of Google’s BBR CCA
[8], building upon the delay-based and loss-based hybrid approach
of BBRv1. While BBRv1 already includes packet pacing, prioritiza-
tion, and probing, BBRv2 further refines these features to enhance
performance. Pacing in BBRv2 allows for more precise control over
the sending rate by regulating the transmission of packets, reducing
packet loss, and improving congestion control. Probing in BBRv2
provides a more accurate estimation of available BW by actively
probing the network with small bursts of packets. BBRv2 also sup-
ports ECN as a congestion signaling mechanism, allowing it to
react more quickly and accurately to network congestion. These
improvements in BBRv2 contribute to better throughput, reduced
retransmissions and latency, and improved fairness in sharing BW
among flows, further refining the congestion control capabilities of
BBRv1. Moreover, because it is based on BBRv1, it is also expected
to show better performance for elephant flows.

While BBRv2 offers many improvements over BBRv1, it also has
some potential downsides. For example, the use of packet pacing in
BBRv2 can result in increased latency, especially for short flows that
may not fully utilize the available BW [37]. Song et al. [37] reported
that BBRv2 enhances fairness and reduces aggressiveness in small
buffers of less than 1 BDP. Although BBRv2 shows improvement in
terms of fairness in sharing BW and lower rates of packet retrans-
missions, certain challenges such as RTT unfairness, coexistence
with loss-based algorithms, and synchronization between BBRv2
flows persist.

3.1.3 CUBIC. TCP CUBIC, the default CCA in Linux, estimates
the number of packets that can be sent without causing congestion
in the network using a cubic function based on the current RTT
and the number of packets sent since the last congestion event
[20]. It responds to packet loss by reducing the congestion win-
dow (CWND) size and entering a recovery phase where it uses a
binary search algorithm to find the appropriate window size. TCP
CUBIC is scalable to high-speed and high-BW networks. While
TCP CUBIC has been proven to exhibit fairness towards all flows
within a network, it can still display aggressive tendencies under
certain conditions. This aggressiveness may lead to issues such as
bufferbloat and unfairness in the overall network dynamics [42].
CUBIC generally demonstrates equitable behavior across all flows,
for elephant flows, a well-balanced output is still anticipated from
this algorithm.

3.1.4 Reno. TCP Reno is a loss-based CCA that reacts to packet
loss and manages network congestion using slow start, conges-
tion avoidance, fast retransmit, and fast recovery mechanisms [24].
When packet loss is detected, TCP Reno reduces its sending rate by
half and enters the fast recovery state. If it receives an acknowledge-
ment (ACK) for the lost packet, it exits the fast recovery state and

resumes congestion avoidance. However, if it does not receive the
ACK within a specified time, it assumes that the congestion persists
and enters the slow start state [18]. TCP Reno is effective in man-
aging congestion in various network environments but has some
drawbacks, such as poor performance in high-BW networks and
fairness issues with other protocols. This is due to its conservative
CWND increase strategy, which limits the sending rate to avoid
congestion.[7]. Consequently, TCP Reno might not be the optimal
choice for handling elephant flows within scientific networks.

3.1.5 HTCP. The Hamilton TCP (HTCP) is a CCA designed for
use in high-speed networks with large buffer sizes [27]. It is based
on a feedback control system that uses a combination of additive
increase and multiplicative decrease to adjust the sending rate of
the TCP flow. It is designed to increase the aggressiveness of TCP
in high-BW, high-latency networks while maintaining fairness and
compatibility with other TCP CCAs. HTCP dynamically adjusts
its aggressiveness by increasing the rate of additive increase as
the time since the previous loss increases, allowing it to quickly
respond to congestion events and improve throughput. HTCP pro-
vides a fast convergence to a stable sending rate and maintains low
queuing delay in high-speed networks [28]. Additionally, HTCP
uses a simple feedback control mechanism that requires minimal
computational overhead and is easy to implement. Furthermore,
HTCP is compatible with existing TCP flows, so it can coexist
with other CCAs without causing interference. Therefore, HTCP
can be considered as one of the best candidate to provide high
network utilization in scientific networks, especially for elephant
flows. However, it may not be suitable for networks with a large
number of flows or non-TCP traffic and is vulnerable to unfairness
issues when competing with other CCAs [5].

3.2 Challenges in TCP Fairness
Numerous researchers have extensively examined TCP perfor-
mance across different network scenarios [33][37][12][41][22][21].
However, the majority of these investigations have taken place
within simulated environments [33][37][12]. Real-world experi-
ments provide an authentic portrayal of network dynamics, includ-
ing real-time flow changes, complex physical networking reactions,
and unforeseen anomalies, which cannot be precisely replicated
in simulations. Consequently, conducting networking experiments
in actual networks holds significant importance and offers distinct
advantages over simulations. Interestingly, very few research were
conducted involving real-world experiments, often conducted on a
smaller scale [33][37][41]. Moreover, only a limited number of stud-
ies have delved into the performance of TCP CCAs within high-BW
scenarios surpassing Gbps [37][22] [21]. Notably, the exploration
of TCP behavior within the context of scientific networks, partic-
ularly regarding elephant flows, remains a relatively unexplored
area. While the dynamics of TCP fairness in conventional internet
settings have sparked considerable debate [11], it is imperative
to prevent a single TCP flow from monopolizing resources and
compromising the performance of other concurrent flows.

3.3 Active Queue Management Algorithms
AQMs are implemented in network routers to prevent buffer over-
flow and packet losses, contributing to the establishment of a more
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Figure 1: The experimental topology on FABRIC, with nodes located across 4 different locations connected over a Layer 2
network. RTT ≈ 62ms between Clemson and TACC.

dependable network infrastructure. These AQMs also wield signifi-
cant influence over CCAs, as dropped packets serve as indicators of
congestion for CCAs. This symbiotic relationship aids in congestion
prevention and ensures the uninterrupted flow of data [15]. While
numerous AQM algorithms exist, we will focus on FIFO, RED, and
FQ_CODEL due to their prominence and representation of three
distinct and widely used categories. Specifically, FIFO serves as
a fundamental AQM algorithm, RED employs a probabilistic ap-
proach, and FQ_CODEL creates individual queues for each flow
while applying the CoDel mechanism to the queues. This section
provides a succinct overview of these algorithms.

3.3.1 FIFO. FIFO (First-In-First-Out) is the simplest and oldest
AQM algorithm [17], where packets are dropped from the front
of the queue as soon as the queue is full. This algorithm does not
require any complex processing, making it easy to implement in
hardware and software. However, it has several limitations, such
as the inability to differentiate between different types of traffic
and the lack of support for controlling queue length or delay [32].
Moreover, this algorithm can cause TCP to detect packet loss as a
signal of congestion, leading to reduced throughput and unfairness
[17]. Despite its limitations, FIFO is still used in many networks
due to its simplicity and low overhead.

3.3.2 FQ_CODEL. FQ_CODEL (Fair Queuing with Controlled
Delay) is a combination of the fair queuing (FQ) and CoDel (con-
trolled Delay) algorithms, designed to provide fair and low-delay
packet transmission in a multi-flow environment. In this algorithm,
each flow is assigned to a virtual queue and processed in round-
robin fashion to ensure fair BW allocation [39]. CoDel is used to
manage the buffer delay by monitoring the time spent by packets
in the queue and dropping packets before the buffer becomes full
[31]. This algorithm provides significant benefits over FIFO, such as
low latency, less packet loss, and better support for multiple flows.
However, it requires more processing power and is more complex
to implement than FIFO.

3.3.3 RED. RED (Random Early Detection) is an AQM algorithm
that drops packets from the queue randomly before it becomes
full, based on the total length of the queue and the available aver-
age queue length [17]. This algorithm aims to provide congestion
avoidance by controlling the queue length and preventing it from
becoming too large. REDmonitors the queue length and drops pack-
ets probabilistically, with a higher probability of dropping packets

when the queue is close to the maximum threshold [13]. This al-
gorithm provides benefits over FIFO by reducing the likelihood of
congestion and improving the fairness of BW allocation. However,
RED requires careful tuning of its parameters to ensure optimal
performance, and it may not work well in environments with bursty
traffic [35].

4 EXPERIMENTAL SETUP
4.1 Experimental Infrastructure
We used the FABRIC testbed to perform the experiments [4], which
is a nationwide instrument funded by the National Science Foun-
dation (NSF) of the USA to enable large scale experimentation
within an isolated, yet realistic environment. It provides compute
and storage resources on multiple sites that are interconnected by
high-speed, dedicated optical links. FABRIC also offers “everywhere
programmability”, as all of its resources can be adapted and cus-
tomized for each experiment’s needs. Finally, an experiment on
FABRIC can be designed using FABlib, a Python API that exposes
FABRIC’s resources as Python objects, allowing for an intuitive and
highly reproducible experimental setup.

We designed a dumbbell topology that contains 6 Linux virtual
machines across 4 FABRIC sites, depicted in Figure 1. We spawned
2 client nodes generating traffic at the Clemson University (CLEM),
1 router in Washington (WASH), 1 router at the National Center
for Supercomputing Applications (NCSA), and 2 server nodes re-
ceiving traffic at the Texas Advanced Computing Center (TACC).
All the client and server nodes were equipped with 26 vCPUs, 32
GB RAM and 1 dedicated Mellanox ConnectX-5 NIC with 25 Gbps
Ethernet. The nodes for routing traffic contained 24 vCPUs, 32 GB
RAM and 2 dedicated Mellanox ConnectX-6 NICs with 2 100 Gbps
Ethernet ports. The connectivity of our topology was established
over a Layer 2 network service and the RTT between Clemson and
TACC was measured to be about 62 milliseconds. We applied our
own Layer 3 network with 5 different subnets, and to establish suc-
cessful connections between client and servers, we enabled packet
forwarding on the routing nodes and introduced static routing rules
from and to all subnets. All of the nodes were based on Ubuntu
20.04 LTS, and iperf3 version 3.7 had been installed to all the client
and server nodes. Finally, all of the nodes were running a custom
version of the Linux kernel with BBRv2 support [19].

Table 1 presents the network settings set. We collected statistics
for 810 distinct configurations, and for each configuration, the
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Table 1: network configuration settings

CCA 1 - CCA 2 AQM Queue Length Bottleneck BW

BBRv1 - CUBIC
BBRv2 - CUBIC FIFO 0.5 x BDP 100 Mbps
HTCP - CUBIC 1 x BDP 500 Mbps
Reno - CUBIC FQ CODEL 2 x BDP 1 Gbps
CUBIC - CUBIC 4 x BDP 10 Gbps
BBRv1 - BBRv1 RED 8 x BDP 25 Gbps
BBRv2 - BBRv2 16 x BDP
HTCP - HTCP
Reno - Reno

experiment was repeated and averaged over 5 times. The AQM
type, the queue length and the transmission rate on 𝑟𝑜𝑢𝑡𝑒𝑟1 was
configured on the interface to the link with 𝑟𝑜𝑢𝑡𝑒𝑟2. We used the
Linux Traffic Control tool [38] to measure the performance across
the bottleneck BW link.

Additionally, we calculated the queue length of 𝑟𝑜𝑢𝑡𝑒𝑟1 as a
function of BDP. We tested CUBIC flows against BBRv1, BBRv2,
Reno and HTCP flows (inter-CCA experiments), with equal homo-
geneous distributions, and we also performed experiments where
the flows in the network were of the same CCA (intra-CCA ex-
periments). The iperf3 server processes were spawned on nodes
residing in TACC and we were generating traffic from the nodes in
Clemson using iperf3 client processes. In each experiment the flows
were using jumbo packets of 8900 bytes and were running the test
for 200 seconds. For the different bottleneck BW configurations we
were also scaling the number of iperf3 processes and the number of
parallel flows per iperf3 process, to avoid hitting any single thread
performance limits, since iperf3 is single threaded. Table 2 presents
the number of total flows, as well as the number of processes and
parallel streams used to generate them, for each bottleneck BW
scenario.

Table 2: iperf3 configuration per bottleneck bandwidth set-
ting

Bottleneck BW Total #Flows iperf3 Configuration

100 Mbps 2 1 iperf3 process/node
1 stream

500 Mbps 10 5 iperf3 processes/node
1 stream each

1 Gbps 20 10 iperf3 processes/node
1 stream each

10 Gbps 200 10 iperf3 processes/node
10 parallel streams each

25 Gbps 500 25 iperf3 processes/node
10 parallel streams each

4.2 Calculating Bandwidth Delay Product
Setting the proper buffer size in a network queue is crucial for
optimizing performance and managing congestion. The BDP plays
a vital role in determining the appropriate network buffer sizes.
It determines the maximum amount of data that can be in transit
on a link at any given time [7]. By ensuring that the buffer size
is appropriately aligned with the BDP, it enables effective accom-
modation of the inflight data and helps prevent packet losses [10].
This aids in maintaining smooth data flow, reducing buffer bloat,
and minimizing latency. We calculated the BDP using the following
equation to ensure proper buffer size configuration in our exper-
iments, where 𝐵𝑊𝑏𝑜𝑡𝑡𝑙𝑒𝑛𝑒𝑐𝑘 is measured in bits per second (bps),
and 𝑅𝑇𝑇 in measured milliseconds.

𝐵𝐷𝑃 =
𝐵𝑊𝑏𝑜𝑡𝑡𝑙𝑒𝑛𝑒𝑐𝑘 ∗ 𝑅𝑇𝑇

8
𝑏𝑦𝑡𝑒𝑠 (1)

4.3 Reproducibility and Dataset
All of our experiments were fully automated using the FABlib API.
We used a Jupyter notebook to design and deploy our topology
on FABRIC, to control the changes of the network settings, and to
spawn the iperf3 processes for each experiment run. All the scripts
needed to reproduce our results and proof check our experimental
method are available on GitHub [34]. Additionally, we provide the
raw log files generated by iperf3 and the code to parse and plot the
statistics.

5 RESULTS AND DISCUSSION
Here we analyze the performance of the CCAs and AQM algorithms
in terms of fairness, per-sender throughput, overall link utilization,
and packet retransmissions. We will present the figures that high-
light the most significant observations, while the detailed results
can be found in the GitHub repository [34]. Additionally, we will
provide a concise explanation of the observed events, establish con-
nections between them, and delve into the reasons underlying their
behavior.

5.1 Fairness/Per-sender Throughput
Figure 2 presents the throughput achieved by BBRv1, BBRv2, Reno
and HTCP against CUBIC while using FIFO as the AQM. Here we
observe that BBRv1 throughput varies based on buffer sizes when
competing with CUBIC. Similar to Hock et al. [21], the performance
reveals equilibrium is achieved based on buffer sizes and BW. BBRv1
utilizes most of the available BW before the equilibrium point, while
CUBIC gradually takes over. Notably, the equilibrium point shifts
to the right with increasing BW, indicating a higher equilibrium
point for higher BW capacity. For example, Figure 2(a)-(e) shows
that the equilibrium point lies at a buffer size of 2 BDP for 100 Mbps
BW, whereas it shifts to 3.5 BDP for 25 Gbps.

Additionally, we calculated the Jain’s fairness index (𝐽𝑖𝑛𝑑𝑒𝑥 ) to
observe how effectively the senders share the underlying links
[26][25]. 𝐽𝑖𝑛𝑑𝑒𝑥 was computed using the following equation:

𝐽𝑖𝑛𝑑𝑒𝑥 =
(∑𝑛

𝑖=1 𝑆𝑖 )2

𝑛 ∗∑𝑛
𝑖=1 𝑆

2
𝑖

𝑛=2
=⇒ 𝐽𝑖𝑛𝑑𝑒𝑥 =

(𝑆1 + 𝑆2)2

2 ∗ (𝑆21 + 𝑆22)
(2)
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Figure 2: Per-sender throughput of TCP variants with Cubic, AQM=FIFO, (a) – (e) vs BBRv1, (f) – (j) vs BBRv2, (k) – (o) vs HTCP,
and (p) – (t) vs Reno.

Figure 3: Observed Jain’s fairness index for the considered
CCAs when the AQM = FIFO: (a) – (b) inter-CCA, buffer size
= 2 and 16 BDP, respectively, and (c) – (d) intra-CCA, buffer
size = 2 and 16 BDP, respectively.

Here, 𝑆𝑖 represents the throughput obtained by sender 𝑖 , and 𝑛

is the total number of flows going through the bottleneck. It is
important to note that our focus revolves around assessing the
equitable distribution of the bottleneck among different senders. In
this pursuit, we have computed the per-sender 𝐽𝑖𝑛𝑑𝑒𝑥 , where 𝑛 = 2.
The cumulative throughput achieved by each individual sender is
represented as 𝑆1 and 𝑆2.

Figure 3(a) – (b) illustrates the 𝐽𝑖𝑛𝑑𝑒𝑥 of BBRv1 competing with
CUBIC under 2 BDP and 16 BDP. The fairness index of BBRv1
changes with BW and buffer sizes. This behavior is likely influenced
by BBRv1’s aggressive startup behavior and inflight cap [21][37].
Moreover, in the case of the 16 BDP buffer, it can be observed that
fairness decreases significantly for BWs of 1 Gbps and 10 Gbps.
With high BWs and such a large 16 BDP buffer size, CUBIC has a
profound chance to overtake BBRv1 by occupying the buffer. Due
to the 2 BDP inflight cap, BBRv1 struggles to compete effectively in
filling the buffer in these scenarios. This additional buffer occupancy
ultimately gives CUBIC the upper hand over BBRv1, as can be seen
in Fig. 2(c) to (d). However, in the case of a 25 Gbps link, this gap
is significantly smaller (Fig. 2(e)), resulting in better fairness. This
could be related to the right shift in equilibrium points and CUBIC’s
inability to properly utilize the 25 Gbps link and fill the large 16
BDP buffer.

BBRv1’s takeover. In contrast to CUBIC’s slow start phase,
BBRv1 rapidly increases its sending rate to fill the available buffer
space and estimate available BW [21][37]. This causes CUBIC to
experience early packet drops, leading to its exit from the startup
phase and entering the recovery phase. Consequently, CUBIC ex-
hibits significantly lower throughput at small buffer sizes. On the
other hand, at large buffer sizes, BBRv1 does not utilize the entire
buffer to maintain a 2 BDP inflight cap, while CUBIC gradually fills
the available buffer space without such a cap. When using FIFO as
the AQM, packet drops occur whenever the queue becomes full,
without any separate queue or flow-specific logic. As a result, the
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ratio of queued packets for CUBIC becomes much higher compared
to BBRv1 as the buffer size increases. Although BBRv1 does not
directly consider packet loss as a congestion signal and does not
reduce the sending rate, it also cannot increase the sending rate
due to 2 BDP inflight cap. This ultimately gives CUBIC an advan-
tage over BBRv1 in scenarios with large buffers. Additionally, both
BBRv1 and CUBIC require a minimum buffer size to function opti-
mally, and this minimum size increases significantly with higher
BW capacities. It is worth noting that BBRv1 and CUBIC achieve
almost equal throughput when BBRv1 is the only CCA operating,
demonstrating fair BW sharing during intra-CCA experiments. A
comparable results can be observed in Figure 3(c) – (d) in terms of
𝐽𝑖𝑛𝑑𝑒𝑥 .

To further explore the results, the figures of per-sender through-
put for intra-CCA experiments with FIFO, RED, and FQ_CODEL
for all the considered CCAs, as well as the figures for inter-CCA
experiments with FQ_CODEL, are available in the GitHub reposi-
tory [34]. We encourage the readers to refer to the repository for a
comprehensive view of the results.

BBRv2’s takeover. Similar to BBRv1, BBRv2 exhibits a similar
pattern when using FIFO as the AQM. Figure 2(f) – (j) shows that
at 1, 10, and 25 Gbps BWs, CUBIC gains an advantage over BBRv2
after reaching buffer sizes of 1.5, 5, and 6 BDP, respectively. Prior to
these buffer sizes, BBRv2 outperforms CUBIC, establishing similar
equilibrium points. These findings align with Song et al.’s research
[37]. However, their observed equilibrium points were around 0.25
and 0.4 BDP for 50 Mbps and 1 Gbps BWs, respectively. Based on
their observations, we speculate that the equilibrium for 100 and
500 Mbps BWs lie below 0.5 BDP buffer sizes. Similar to BBRv1,
this behavior can be attributed to BBRv2’s aggressive startup phase.
BBRv2 exhibits the same aggressive startup behavior as BBRv1, but
with different criteria for exiting the startup phase. As CUBIC starts
less aggressively than BBRv2, we observe similar behavior as with
BBRv1. Figure 3(a) – (b) illustrates the changes in fairness index,
further supporting these results.

In scenarios with large buffer sizes, BBRv2, like BBRv1, is limited
by the 2 BDP inflight cap, which prevents it from fully utilizing
the available queue at the bottleneck. In contrast, CUBIC can fill
the buffer without such a cap, resulting in a higher ratio of queued
packets for CUBIC compared to BBRv2. Since FIFO drops packets
when the queue is full, packets from BBRv2 are also dropped, caus-
ing the drop rate to exceed BBRv2’s 2% threshold. Unlike BBRv1,
BBRv2 reacts by reducing its inflight_hi, which is the highest al-
lowable inflight data or inflight cap. This reduction forces BBRv2
to decrease its sending rate in order to minimize packet losses. As
a result, BBRv2 performs even worse than BBRv1 when competing
with CUBIC at high BDP buffer sizes with FIFO. Similarly to BBRv1,
no significant patterns were observed when BBRv2 operated alone,
and both senders achieved almost equal throughput. We can obtain
a supporting result for this by observing the 𝐽𝑖𝑛𝑑𝑒𝑥 from (Figure 3(c)
– (d)). For the same reasons mentioned earlier regarding the 𝐽index
of BBRv1, a similar behavior in 𝐽index is observed for bandwidths
(BWs) of 1 Gbps, 10 Gbps, and 25 Gbps.

HTCP’s takeover. In the case of HTCP competing with CUBIC
using FIFO, shown in Figure 2(k) – (o), shows that as the bottleneck
buffer size increase, HTCP’s throughput gradually decreases, with
CUBIC’s throughput increases. The fairness index in Figure 3(a) –

(b) also shows this. With FIFO and larger queues, the buffer can
become filled with a large number of packets, resulting in excessive
queuing delays. Since FIFO treats packets from both CUBIC and
HTCP flows equally, they experience similar queuing delays. CUBIC
reacts to congestion signals mainly by reducing the CWND in
response to packet drops. On the other hand, HTCP employs a
different approach by estimating the available BW and adjusting
the sending rate accordingly. When faced with increased queuing
delays caused by bufferbloat, HTCP interprets these delays as an
indication of limited available BW. Consequently, it reduces its
sending rate, leading to a gradual decrease in throughput. As a
result, HTCP gradually frees up a portion of the buffer that CUBIC
occupies, as CUBIC does not rely on any estimation-based methods.
Consequently, CUBIC gradually achieves better results. However,
as observed in Figure 3(c) – (d), when HTCP operates alone, it can
achieve equal throughputs for both senders.

Reno’s takeover. Reno also exhibits a pattern when competing
with CUBIC and using FIFO as the AQM algorithm. As shown in
Figure 2(p) – (t), Reno initially achieves slightly lower throughput
than CUBIC at small buffer sizes. However, it gradually loses its fair
share, resulting in considerably worse throughput as the buffer sizes
increase. This difference in performance can be attributed to their
responses to packet losses. When Reno experiences a packet loss, it
halves its CWND and then gradually increases it. On the other hand,
CUBIC does not employ a fixed halving mechanism. Instead, CUBIC
utilizes an adaptive multiplicative decrease approach, followed by
a CUBIC function to increase the CWND. This allows CUBIC to
occupy more space in the buffer compared to Reno. As the buffer
size increases, CUBIC’s occupancy in the buffer also increases,
enabling it to achieve higher throughput with larger buffer sizes.
We can also observe the consequential effects on the fairness index
in Figure 3(a) – (b). In contrast, in scenarios where Reno operates
alone (Figure 3(c) – (d)), it can ensure fair throughput for both
senders.

5.2 Impact of different queuing algorithm
Figure 4 presents the throughput achieved by BBRv1, BBRv2, Reno
and HTCP against CUBIC while using RED as the AQM. The
throughput obtained when BBRv1 competes with CUBIC using
RED, does not exhibit specific patterns. However, it does show a
significant imbalance in the obtained throughput. A similar trend
was observed for 𝐽𝑖𝑛𝑑𝑒𝑥 (Figure 5(a) – (b)). In fact, RED was worse
in fairness for BBRv1, with a 𝐽𝑖𝑛𝑑𝑒𝑥 of just around 0.5. As seen
in Figure 4(a) – (e), BBRv1 consumes almost all of the available
BW, while CUBIC struggles to maintain a throughput of roughly
below 10 Mbps in all the BW scenarios. The interaction between
BBRv1 and RED’s packet drop probability is the reason behind
BBRv1 dominating the BW when RED is the AQM algorithm. RED
drops packets randomly based on the queue length and waiting
time at the queue, not just when congestion is detected [17]. The
drop probability increases as the queue length increases. While
this helps prevent bufferbloat and maintain low latency, it nega-
tively impacts the performance of CUBIC. Since BBRv1 continues
to send at the rate determined by its network model despite packet
losses, it keeps filling up the available queue. RED observes the
same arrival rate and waiting time at the queue, which prompts
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Figure 4: Per-sender throughput of TCP variants with Cubic, AQM=RED, (a) – (e) vs BBRv1, (f) – (j) vs BBRv2, (k) – (o) vs HTCP,
and (p) – (t) vs Reno.

it to continue dropping packets at the same or even higher rate.
Furthermore, RED does not maintain a separate queue or drop rate
for each incoming flow. As a result, CUBIC is severely affected by
the packet drops, forcing it to drastically reduce its sending rate.
This leads to the pronounced imbalance in throughput. Even when
BBRv1 operates alone, it also experiences unpredictable and drastic
changes in throughput between the two senders, and we can ob-
serve its impact on 𝐽𝑖𝑛𝑑𝑒𝑥 in Figure 5(c) – (d). In scenarios where
BBRv1 operates alone, its rigid response to packet losses leads to
RTOs, which force BBRv1 to significantly reduce its sending rate.
This impact can be arbitrary, affecting either of the flows, resulting
in intermittent changes in throughput.

Similar to BBRv1 with RED, BBRv2 consistently takes the major-
ity of the BW when operating with RED, as shown in Figure 4(f) –
(j). As explained in the previous section, RED does not solely rely on
the available queue size but also maintains a drop rate based on the
queue length. Using this rate, it randomly drops packets to reduce
overall delay. We believe that this drop rate rarely exceeds the 2%
threshold set by BBRv2 for reducing the inflight cap. Consequently,
BBRv2 mostly discards small losses without reducing the sending
rate. This ultimately worsens the situation for CUBIC, resulting in
significantly lower throughput, as explained earlier in the previ-
ous section. Interestingly, in contrast to BBRv1, we observe that
both senders achieve almost equal throughput with BBRv2 in the
intra-CCA experiments, as we can observe the 𝐽𝑖𝑛𝑑𝑒𝑥 in Figure 5(c)
– (d). BBRv2 is more adaptable compared to BBRv1 and responds
to packet losses by reducing its sending rate when the packet loss

Figure 5: Observed Jain’s fairness index for the considered
CCAs when the AQM = RED: (a) – (b) inter-CCA, buffer size
= 2 and 16 BDP, respectively, and (c) – (d) intra-CCA, buffer
size = 2 and 16 BDP, respectively.

rate surpasses the 2% threshold. This approach helps BBRv2 avoid
drastic changes in the sending rate and prevents RTOs, allowing it
to ensure fair share of the BW for both senders.

Unlike FIFO, when HTCP operates with RED, and while compet-
ing with CUBIC, it achieves better throughput compared to CUBIC
regardless of buffer sizes, as shown in Figure 4(k) – (o). FIFO lacks so-
phisticated logic and simply drops packets when the queue becomes
full, while RED employs random packet drops based on the arrival
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Figure 6: Observed Jain’s fairness index for the considered
CCAswhen the AQM= FQ_CODEL: (a) – (b) inter-CCA, buffer
size = 2 and 16 BDP, respectively, and (c) – (d) intra-CCA,
buffer size = 2 and 16 BDP, respectively.

rate and waiting time at the queue, aiming to minimize queuing
delay. This enables HTCP to better interpret the available BW and
adapt its sending rate accordingly. As a result, HTCP consistently
outperforms CUBIC, regardless of the impact of increased buffer
sizes. However, we observe that the difference in obtained through-
put between HTCP and CUBIC decreases as the BW increases. This
can be attributed to the interplay between HTCP and RED. With
higher BW, more packets are generally queued at the router, re-
sulting in a higher arrival rate. This triggers RED to drop more
packets in order to maintain low queuing delay. These increased
packet losses have a negative impact on the performance of HTCP,
leading to comparatively lower throughput as the BW increases.
Additionally, as HTCP falls behind in occupying the queue, CUBIC
takes advantage and achieves better throughput compared to sce-
narios with lower BW. However, in intra-CCA experiments, HTCP
successfully ensures almost similar throughput for both senders,
following 𝐽𝑖𝑛𝑑𝑒𝑥 in Figure 5(c) – (d).

In the case of Reno with RED, it achieves a balanced throughput
for both inter and intra-CCA experiments as shown in Figure 5. As
can be observed from Figure 4(p) – (t), the issue of gradual decrease
in throughput when competing with CUBIC, observed with FIFO as
the AQM algorithm, is not present with RED. This is due to RED’s
reliance on the arrival rate and queue length, rather than waiting
for the queue to become full. RED randomly drops packets based on
these factors, providing Reno a better opportunity to achieve equal
throughput with CUBIC and ensuring nearly equal performance.

FQ_CODEL demonstrates a different behavior compared to FIFO
and RED [39]. By utilizing separate queues for each data flow, it
ensures fair and equal treatment of all flows, preventing any single
flow from dominating the network BW at the expense of others.
This AQM algorithm effectively alters the behavior of the consid-
ered CCAs, leading to a more balanced performance where each
CCA achieves nearly equal shares of the available BW, both in inter
and intra-CCA experiments. The 𝐽𝑖𝑛𝑑𝑒𝑥 index shown in Figure 6
supports this observation.

In the case of CUBIC, when examining its performance under
intra-CCA experiments in terms of throughput, it consistently

achieves almost equal throughput for both senders across all the
AQM algorithms. Considering both intra and inter-CCA results,
CUBIC is robust and can adapt well to different AQM algorithms.

5.3 Overall Link Utilization
In this section, we aim to observe the total utilization of available
BW by the combination of CCAs and AQM algorithms. We define
link utilization (𝜑) as the normalized total throughput, calculated
as follows:

𝜑 =

∑𝑛
𝑖=1𝑇𝑖

𝛽𝜏
(3)

Here, 𝛽𝜏 represents the total available BW at the bottleneck for a
given scenario, and 𝑇𝑖 represents the obtained throughput of flow i.
The variable n denotes the total number of flows passing through
the bottleneck. A value of 𝜑 equal to 1 indicates full link utilization,
while lower values indicate poorer link utilization. Figure 7 illus-
trates the observed 𝜑 for FIFO, RED, and FQ_CODEL, considering
buffer sizes of 2 and 16 BDP.

Interestingly, we found that link utilization primarily depends
on the choice of the AQM algorithm. All the considered CCAs were
able to achieve nearly full link utilization when FIFO was used as
the AQM. Similarly, for FQ_CODEL, the considered CCAs achieved
almost full link utilization except for the 25 Gbps BW scenario.
However, with RED, the considered CCAs exhibited significant lags
in link utilization, especially in scenarios with a BW greater than
or equal to 1 Gbps.

FIFO does not consider packet arrival rates or waiting times to
manage the congestion. Instead, it simply starts dropping packets
when the queue becomes full. This allows CCAs to take full control
and fill up the queue according to their needs, enabling them to
fully utilize the available capacity.

In contrast, FQ_CODEL and RED employ a technique to control
the queue length by dropping packets before the queue becomes
full. This preemptive packet dropping gives significant control to
AQM algorithms over CCAs, enabling AQMs to actively reduce
bufferbloat and improve overall network performance by avoid-
ing congestion. The decision on when to drop packets is highly
influenced by the packet arrival rate. As the BW increases, the data
arrival rate at the router also rises. It seems that the high rate of
data arrival overloads the FQ_CODEL and RED AQM algorithms,
causing them to drop packets earlier than in optimal buffer use
cases. This contributes to their lower link utilization in high-BW
scenarios.

Moreover, RED is too aggressive in maintaining small queuing
delays and exhibits high dependency on the arrival rate. RED deter-
mines whether to drop packets based on the average queue length
and configurable minimum and maximum thresholds. The arrival
rate directly influences the average queue length, as it determines
the speed at which packets arrive at the router. If the arrival rate
is high, the queue length can rapidly increase, potentially causing
RED to drop packets more frequently as a response to interpreted
congestion. This forms the primary reason for the significantly
poor link utilization when RED is used as the AQM algorithm.

Supporting our assumption, we can observe that only BBRv1
was able to achieve a throughput above 20 Gbps for the 25 Gbps BW
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Figure 7: During intra-CCA experiments, observed overall link utilization for: (a) – (b) FIFO, (c) – (d) RED, and (e) – (f) FQ_CODEL.

scenario with RED. This is because BBRv1 does not directly respond
to packet losses; it continues to send at the same rate despite losses.
However, when there are RTOs, BBRv1 backs off and starts sending
at a much lower rate. The RTOs are the main hindrance preventing
BBRv1 from reaching full capacity throughput, even with RED and
FQ_CODEL AQM algorithms. As for the other considered CCAs
that respond to packet losses, they were unable to achieve the same
throughput as BBRv1.

Finally, the failure of the RED and FQ_CODEL AQM algorithms
does not necessarily reflect their inability to utilize high-BW net-
works. Rather, this failure is mainly attributed to their internal
parameters. For high-BW scenarios, these internal parameters need
to be properly optimized to handle such situations effectively. This
opens up significant opportunities for future research on optimiz-
ing these algorithms to operate in a wide range of BW scenarios,
especially considering future Internet.

5.4 Retransmissions
We observe a strong correlation between the number of retrans-
missions and the algorithm configurations. The performance of the
CCAs in terms of number of retransmissions under 2 BDP and 16
BDP buffer sizes for FIFO, RED, and FQ_CODEL are shown in Fig-
ure 8. For both RED and FQ_CODEL, the number of retransmissions
increases with an increase in BW. However, an increase in BDP does
not show any significant impact on the retransmissions. Both RED
and FQ_CODEL employ their own methods to keep the queuing de-
lay low by dropping packets before the buffer becomes full, which
helps eliminate buffer size dependencies. Moreover, RED exhibits
comparatively fewer retransmissions than FQ_CODEL, due to its
significant failure to utilize the available BW, as observed earlier.
Additionally, with an increase in BW, we observe a scalable increase
in retransmissions for each CCAs in both FQ_CODEL and RED.
With an increase in BW, the rate of packet arrival also increases. As

both RED and FQ_CODEL rely on arrival rate for dropping packets,
their retransmissions increase with the BW increase.

Unlike RED and FQ_CODEL, FIFO waits until the buffer becomes
full to drop a packet. And as the buffer size increases, the probability
to drop packets decreases. Here we observe a direct impact of buffer
sizes on packet retransmissions; the retransmissions for all CCAs
decrease with increase in buffer sizes. Apart from that, although we
observe a similar trend of increased packet retransmissions with
the BW increase for FIFO, intermittent low retransmissions are also
observed. Even with updated BDP as BW increases, the ratio of
available buffer remains the same regardless of BW. On the other
hand, with increased BW, the arrival rate also increases, meaning
the queue needs to handle more packets simultaneously, leading
to quicker buffer filling. As a result, with the increase in BW, we
observe an increase in retransmissions, especially for low BDP
buffer sizes. We also observed intermittent low retransmissions,
due to the large available buffer sizes and FIFO’s dependency on
queue length. For example, for FIFO in 16 BDP buffer sizes, we
can observe that the retransmissions for HTCP, CUBIC, and Reno
remains almost in the same range. We also observe significantly
low intermittent retransmissions for BBRv1 and BBRv2, which
mainly correspond to their 2 BDP inflight cap, restricting them from
occupying the entire buffer and resulting in low retransmissions.

Finally, we observe a significantly higher number of packet re-
transmissions with BBRv1 in all cases, which is attributed to its
rigid response to packet losses. BBRv2 generates significantly lower
retransmissions than BBRv1 because it responds to packet losses
only when the loss rate exceeds a 2% threshold. However, it still
produces the second-highest number of packet retransmissions
among the considered CCAs. The third highest is HTCP, due to its
more aggressive behavior compared to Reno or CUBIC. Reno and
CUBIC exhibit almost equal packet retransmissions due to their
loss-based nature.
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Figure 8: During intra-CCA experiments, observed number of retransmissions for: (a) – (b) FIFO, (c) – (d) RED, and (e) – (f)
FQ_CODEL.

5.5 Overall Performance Comparison
In this section, our objective is to analyze the overall performance
of the considered CCAs and AQM algorithms for the designated
scenarios. To evaluate the overall performance in terms of retrans-
missions, we begin by analyzing the retransmission data for each
scenario, comparing CUBIC vs CUBIC as a standard reference
(𝑅𝑐𝑢𝑏𝑖𝑐_𝑣𝑠_𝑐𝑢𝑏𝑖𝑐 ). Subsequently, we normalize the observed retrans-
mission data for each CCA with respect to 𝑅𝑐𝑢𝑏𝑖𝑐_𝑣𝑠_𝑐𝑢𝑏𝑖𝑐 , yielding
the relative retransmission value (𝑅𝑅) using the formula:

𝑅𝑅 =
𝑅𝑐𝑐𝑎1_𝑣𝑠_𝑐𝑐𝑎2
𝑅𝑐𝑢𝑏𝑖𝑐_𝑣𝑠_𝑐𝑢𝑏𝑖𝑐

(4)

For each run, we compute the 𝑅𝑅 value, calculate the average
for each condition under the same CCA and AQM algorithms, and
then derive an overall average value - 𝐴𝑣𝑔(𝑅𝑅), encompassing all
conditions within each combination of CCA and AQM. Similarly,
we calculate the average 𝜑 and 𝐽𝑖𝑛𝑑𝑒𝑥 across all five runs for each
observation scenario, and then determine an overall average among
all the BDPs for each combination of CCA and AQM algorithms.
We refer to these as the average overall link utilization - 𝐴𝑣𝑔(𝜑),
and the average fairness - 𝐴𝑣𝑔(𝐽𝑖𝑛𝑑𝑒𝑥 ), respectively. The resulting
average outcomes are presented in Table 3.

Table 3 provides a comprehensive overview of the overall perfor-
mances of the considered CCA and AQM algorithms in our experi-
ments. BBRv1 results in a significant number of packet retransmis-
sions without providing benefits over other CCAs. Consequently,
BBRv1 consumes a considerable portion of network resources. Reno
exhibits poor performance both while operating alone and com-
peting with CUBIC. While CUBIC performs well independently,
it struggles to maintain performance when in competition with
other CCAs, as observed in previous sections. Both HTCP and

BBRv2 deliver competitive results. However, BBRv2 slightly outper-
forms HTCP in terms of average overall link utilization at the cost
of increased packet retransmissions. In summary, if a reasonable
overall performance is acceptable with minimal network resource
consumption, HTCP can be a viable choice. On the other hand,
when seeking the highest overall performance and the network
can tolerate slightly more retransmissions, BBRv2 emerges as a
promising solution, particularly when paired with FQ_CODEL.

Finally, as previously mentioned, we have maintained a fixed
RTT for these experiments to simplify results presentation. We
believe that our qualitative observations can be replicated using
different RTTs. Furthermore, we plan to undertake further investi-
gations involving varying RTTs in our future work.

6 CONCLUSION
In this study, we evaluated the performance of different TCP CCAs
and AQM algorithms in real-world networks using the FABRIC
testbed. We conducted tests across a wide range of scenarios, includ-
ing various BWs ranging from 100 Mbps to 25 Gbps and buffer sizes
ranging from 0.5 times the BDP to 16 times the BDP. Our evaluation
encompassed several CCAs such as BBRv1, BBRv2, HTCP, Reno,
and CUBIC, as well as AQM algorithms including FIFO, FQ_CODEL,
and RED. We aimed to analyze the interactions between different
combinations of TCP CCAs and AQM algorithms, and all our find-
ings are reproducible and publicly accessible.

Our results revealed that both TCP CCAs and AQM algorithms
significantly impact overall network performance, particularly in
terms of throughput, link utilization, and fairness. The selection of
an appropriate combination of TCP CCAs and AQM algorithms can
have a substantial influence on performance outcomes. FQ_CODEL
consistently demonstrated superior fairness among flows, but it fell
short in fully utilizing the capacity of the 25 Gbps link. RED showed
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Table 3: Overall performance comparison of the considered
𝐶𝐶𝐴 and 𝐴𝑄𝑀 algorithms in terms of 𝐴𝑣𝑔(𝜑), 𝐴𝑣𝑔(𝑅𝑅), and
𝐴𝑣𝑔(𝐽𝑖𝑛𝑑𝑒𝑥 ).

𝐶𝐶𝐴1 vs 𝐶𝐶𝐴2 𝐴𝑄𝑀 𝐴𝑣𝑔(𝜑) 𝐴𝑣𝑔(𝑅𝑅) 𝐴𝑣𝑔(𝐽𝑖𝑛𝑑𝑒𝑥 )
BBRv1 vs BBRv1

FIFO

0.986 23.164 0.995
BBRv1 vs CUBIC 0.997 14.916 0.803
BBRv2 vs BBRv2 0.995 1.141 0.98
BBRv2 vs CUBIC 0.998 1.823 0.934
HTCP vs HTCP 0.999 2.493 1.0
HTCP vs CUBIC 0.997 1.624 0.971
Reno vs Reno 0.997 1.235 0.994
Reno vs CUBIC 0.998 1.01 0.847
CUBIC vs CUBIC 0.995 1.0 0.997

BBRv1 vs BBRv1

RED

0.938 47.687 0.938
BBRv1 vs CUBIC 0.94 41.056 0.522
BBRv2 vs BBRv2 0.903 4.872 0.999
BBRv2 vs CUBIC 0.901 3.675 0.722
HTCP vs HTCP 0.794 1.497 0.999
HTCP vs CUBIC 0.796 1.272 0.979
Reno vs Reno 0.738 1.281 1.0
Reno vs CUBIC 0.766 1.136 1.0
CUBIC vs CUBIC 0.788 1.0 1.0

BBRv1 vs BBRv1

FQ_CODEL

0.971 24.468 1.0
BBRv1 vs CUBIC 0.97 13.986 0.994
BBRv2 vs BBRv2 0.977 4.386 1.0
BBRv2 vs CUBIC 0.975 2.312 0.998
HTCP vs HTCP 0.969 1.135 1.0
HTCP vs CUBIC 0.972 1.057 1.0
Reno vs Reno 0.94 0.852 1.0
Reno vs CUBIC 0.96 0.891 0.998
CUBIC vs CUBIC 0.974 1.0 1.0

the worst overall fairness performance, and it exhibited significant
limitations in efficiently utilizing high-BW paths, especially from
1 Gbps and beyond. FIFO exhibited interesting patterns of results
for different CCAs regarding fairness, and notably, it was the only
successful AQM algorithm that enabled all CCAs to utilize the
full capacity of high-BW links. Considering the results, BBRv2
with FQ_CODEL emerged as a promising combination in terms of
throughput, fairness, and retransmission. However, further research
is necessary to improve FQ_CODEL’s capacity utilization in high-
BW links. Furthermore, the data we have shared can serve as a
valuable starting point for the development of ML-based CCAs to
optimize network usage.

In future work, we intend to expand our experiments to in-
clude more high-BW scenarios, observe performance under net-
work anomalies (e.g. variable rates of packet loss), and RTTs. Addi-
tionally, we plan to capture detailed router logs to gain a clearer
understanding of internal parameters and their impact on perfor-
mance.
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