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10  Highlights:
11 e Tritium fire safety considerations often differ from hydrogen fire safety concerns
12 e Tritium oxidation kinetics appropriate for simulating fire scenarios are lacking
13 e Oxidation rate measurements are reported for sub-flammable H, and D,
14 ¢ Oxidation kinetics for H, isotopes are fit to a 1-step model, appropriate for CFD
15 e A T, release is simulated with sub-flammable oxidation in a standard room fire
16
17  Abstract:
18  The fraction of tritium converted to the water form in a fire scenario is one of the metrics of
19  greatest interest for radiological safety assessments. The conversion fraction is one of the prime
20  variables contributing to the hazard assessment. This paper presents measurements of oxidation
21  rates for the non-radioactive hydrogen isotopes (protium and deuterium) at sub-flammable
22 concentrations that are typical of many of the most likely tritium release scenarios. These
23 measurements are fit to a simplified 1-step kinetic rate expression, and the isotopic trends for
24 protium and deuterium are extrapolated to produce a model appropriate for trittum. The effects
25  of the new kinetic models are evaluated via CFD simulations of an ISO-9705 standard room fire
26  that includes a trace release of hydrogen isotope (tritium), illustrating the high importance of the
27  correct (measurement-based) kinetics to the outcome of the simulated conversion.
28
29  Keywords: radionuclide fires; trititum hazards; facility safety; operations safety; CFD
30
31 1. Introduction
32 Tritium is a radioisotope of hydrogen (*H) that produces a low-energy beta particle upon decay
33  and has applications in self-luminous phosphors, fusion energy production, and nuclear weapons.
34  Atvarious U.S. Department of Energy facilities, tritium is stored primarily as a diatomic gas (T>)
35  oras asolid hydride that can be heated to release T, gas. At most of the smaller (i.e.,
36  radiological) trittum facilities, the potential flame or explosion hazard is not a major safety
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concern since the T, inventories are insufficient to sustain a flame, and gases are frequently
stored at sub-atmospheric pressures. Nevertheless, T, to water conversion in fire environments
remains a major safety concern due to radiological hazard considerations; tritiated water vapor is
readily absorbed by the human body, making it 10* times more hazardous than the same amount
of tritium exposure as T, gas [1].

Due to the relatively high dose consequence for tritiated water on the human body, the fraction
of T, that can convert to water vapor is an important factor in tritium safety evaluations. A report
reviewing tritium safety [2] has noted that T, to T,O conversions lower than 100% could (in
principle) be applied for regulatory safety compliance in specific scenarios with adequate
technical support. It is the aim of this work to help provide such technical support. Although
extensive literature exists that examines H, gas safety involving combustion with high starting
pressures and volumes, specific information such as molecular conversion fractions (CFs) and
oxidation rates to the water form under low pressures and volumes of typical concern for
laboratories with hydrogen inventories are virtually non-existent. Even less information exists for
T, oxidation rates due to the inherent difficulties of performing experiments that generate
radiologically hazardous reaction products from such a rare isotope.

Measured flame speeds for D, are slower than measured for H, [3-5], consistent with early
observations of slower reaction rates for heavier isotopes [6]. In principle, these measurements
could be used to estimate even slower flames speeds for T, that would be applicable to releases
above the lower flammability limit (LFL). However, T, containers in many facilities operate at
low or even sub-atmospheric pressures; leaks from these are likely to result in concentrations
mostly below the LFL, which is the regime of focus for this paper. Flammable concentrations
arising from tritium stored at sub-atmospheric pressures is not a likely scenario [7].

To our knowledge, no prior literature considers high-temperature oxidation rates of hydrogen
isotopes in this low-concentration regime (where the non-radioactive isotopologues pose
minimal safety hazard), especially in terms of simplified global kinetics suitable for large-scale
simulations. There are a few studies of initial elementary steps in the oxidation process for H,
and D, [8-11], but it is not clear whether these are sufficiently comprehensive to derive global
oxidations rates for distinct hydrogen isotopes that are applicable at very low concentrations.

Several studies measured kinetic rate constants for oxidation of tritium in air at room temperature
over timescales of many days, including a wide range of concentrations [12-16]. However, these
results do not include temperature dependence (i.e., activation energies) that would be needed to
extrapolate such rates to temperatures of several hundred degrees Celsius over timescales of
seconds or possibly much shorter. Additionally, the very short oxidation timeframes in fires are
likely too fast for oxidation rates of dilute mixtures to be significantly catalyzed by beta decay,
whereas such an effect was observed by these investigators over much longer timescales.

To address these critical knowledge gaps, this paper reports measurements of the non-radioactive
isotopologues of diatomic hydrogen (H,, D») in air at low concentrations (sub-flammable) over a
range of temperature and flow conditions in a tube reactor. The principal metric measured and
reported is the extent of conversion to water. The experimental data from the tube reactor
experiments are used to gauge isotopic trends for hydrogen oxidation rates, which are interpreted
via computational fluid dynamics (CFD). These trends are then extrapolated to produce kinetic
rate parameters appropriate for tritium oxidation at low concentrations of relevance to
radiological tritium facilities. Finally, the impact of the derived kinetic rate parameters on
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conversion of a hydrogen isotope at low concentration in a room-scale fire scenario is
demonstrated through CFD simulations.

2. Experimental Methods

Hydrogen isotope oxidation tests were carried out within a quartz glass cylindrical tube (internal
diameter 13.5 mm, length 420 mm) in a tube furnace under a range of H, (D,): air ratios, gas
flow rates, and temperatures. The hydrogen inlet was 2.5 cm inside the quartz glass tube,
whereas the air flow entered the system further upstream. The hydrogen inlet tube was a piece of
stainless-steel tubing (outer diameter 3.175 mm, inner diameter 1.75 mm) centered within the
quartz. The gas within the quartz tube was maintained at atmospheric pressure, which in
Albuquerque, NM is typically 635 Torr. Hydrogen gas (99.999%), deuterium gas (99.999%) and
synthetic air (ultra-zero grade) were acquired from Matheson TriGas and used without further
purification. Mass flow controllers were used for gas flows (MFCs, Brooks). The MFCs were
calibrated using a bubble-meter, and flows are reported at standard temperature and pressure.
The gas composition was monitored downstream of the quartz tube using a gas chromatograph
(GC, Agilent 3000A). A cold finger was installed downstream of the quartz tube to condense out
most of the water product and thereby prevent flooding of the GC separation column.

Once stable gas flows were achieved (as determined by GC output, typically within 10-15 mins
of initiating gas flow) and the GC had been calibrated, the tube furnace was heated rapidly
(stepwise) to 500°C and allowed to stabilize. No hydrogen isotope oxidation was observed at
500°C under any of the conditions used in this study, and this was used as the calibration point
for the GC. The downstream cold finger was immersed in ice, and the furnace was programmed
to heat at a rate of 1°C/min from 500°C to either 750°C or 800°C, hold for 15 minutes, and then
cool at 1°C/min to 500°C. The GC drew a sample of the gas exiting the quartz tube
approximately every three minutes throughout the entire experiment, and outlet conversion was
calculated from the H, or D, concentration with respect to the calibration condition at 500°C [7].
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Fig. 1. Temperature profile measurements used as boundary conditions for the quartz wall.

Fig. 1 presents steady-state temperature measured along the interior wall of the quartz tube. This
was done by inserting a 1/8” diameter K-type thermocouple probe through the outlet with only
air flowing. Hydrogen concentrations in the oxidation experiments were low enough to neglect
thermal effects of hydrogen oxidation for the boundary conditions (BCs). Temperatures near the
ends of the tube were less accessible using this approach but were sufficiently low (<< 500°C) to
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be considered non-critical for modeling reaction rates. The furnace control temperatures used to
designate thermal conditions in this paper are designated in the legends and are all near the
plateaus in Fig. 1. Conditions with higher inlet airflow are expected to cool the inlet upstream of
the heat source more efficiently, so the lower measured wall temperatures near the H, inlet
shown in Fig. 1b at 1000 standard cubic centimeters per minute (SCCM) with respect Fig. 1a at
100 SCCM are reasonable.

3. Computational Methods

SIERRA/Fuego [17, 18] is a low-Mach number code for simulating objects in fires and is
extended to support a variety of problems of interest to Sandia and affiliates who use the code. A
major differentiating factor is that the code is a control volume finite element mechanics
(CVFEM) code rather than a more traditional control volume code. A variety of mesh elements
are available to the unstructured solver. The mesh for the fire simulations in this study is
hexahedral and regular, which would be suited to a structured code solver as well. Tetrahedral
elements were employed for 3-dimensional (3-D) simulations and triangular elements of with
comparable length scales were used for 2-D simulations; this choice facilitated meshing features
of different sizes present in the experimental geometry. Fuego is massively parallel, and the
resolved scale for these simulations is in the 0.1-100 cm range.

A variety of turbulence and reaction models exist, with this work electing to represent turbulence
effects using the Temporally Filtered Navier-Stokes (TFNS) model (a hybrid LES/RANS
capability) [19]. A fire in the corner of the simulated ISO-9705 standard room [20] was
represented using the Eddy Dissipation Concept (EDC) model for fluid (gas)-phase reactions
[21, 22]. The EDC model permits a single fuel. This effort simulates the fire with a methane gas
release. Due to this limitation, the reaction of tritium to oxide is solved separately through a 1-
step mechanism that is external to the EDC model, with separate tritium species variables.

Participating media radiation energy transport is simulated using Nalu coupling [17], which
mostly involves a heat loss from the fire to the surroundings. Nalu uses a Discrete Ordinates
solver to solve the radiative transfer equation. Participating species include soot, CO,, and H,O
using a gray approximation. The radiation contribution of released vapors is neglected and
believed to be small due to the low concentrations. The walls and ceiling are simulated with a 1D
conduction model and thermal properties consistent with the ISO standard (600 kg/m? density,
20 mm thick). Walls become heated over the duration of the burn, providing thermal feedback.

All cases were run with version 4.56.4 of the SIERRA/Fuego code. Designed under the
governance of DOE order O 414.1D, version control, nightly testing, and verification are
inherent in the code design and maintenance practices that lend to the credibility of the results.
Validation involves benchmarking the solutions to datasets, which help establish the accuracy of
the modeling. A campaign to validate the code resulted in numerous component validation
results beginning approximately 20 years ago. More recent and relevant validation efforts
include a comparison to a dispersion in an urban geometry [23], and a comparison to a buoyant
plume of He gas [7, 24].

3.1 Simulated Tube Reactor
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The simple geometry of the tube reactor closely approximates a 1-D plug flow reactor (PFR), so
the hydrogen oxidation is dominated by the temperature profile and the residence time.
Turbulence (which is expected at Reynolds numbers between 10,000 and 440,000 calculated for
the tube reactor) improves the PFR approximation and hence the kinetic rate measurements by
ensuring radially uniform heating of the gas mixture and efficient mixing of H, or D, with air
before the flowing gas achieves temperatures high enough for oxidation to occur. The main
reasons for pursuing a CFD simulation for these kinetic studies rather than a simpler 1-D PFR
simulation were (1) to obtain a pre-test indication of whether good mixing could be expected
before the hydrogen encountered high temperatures and (2) to prepare for the simulations
described in Section 3.3 by implementing the kinetics in a comparable but simplified
SIERRA/Fuego simulation scenario.

A 3-D mesh was used for pre-test simulations to verify that mixing was essentially complete by
the time the centerline gas temperature reached 325°C [7]. This is well below temperatures
where conversion to water was first observed (> 500°C). Simulations comparing 3-D meshes and
2-D axisymmetric meshes are reported separately [7]. It was found that differences in final
conversion and steady-state profiles of centerline temperature, velocity, and concentrations were
minimal between 3-D and 2-D meshes with identical mesh size parameters, while the
computational expense was reduced by a factor of 40 for the 2-D mesh. Results were also
consistent for 3 levels of mesh refinement in 2-D and 3-D; the worst-case deviation was 4% of
nominal conversion, or 2.5% deviation in absolute conversion units [7].
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Fig. 2. Mesh used to model the H, and D, oxidation experiments, including zoomed views of the
inlet and outlet (artificial contraction in yellow is for computational stability).

The top view in Fig. 2 includes normal and mirrored perspectives of the 2-D axisymmetric mesh
used for most of the simulations shown in Section 4.1 to illustrate the entire domain with the axis
of symmetry. The magnified view of the inlet in the middle panel of Fig. 2 has two vertical red
edges of different sizes on the far left, representing BCs for the annular air inlet and the central
hydrogen inlet tube. Both inlet BCs are specified in terms of velocity vectors, temperature (300
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K or 27°C) and composition. The yellow contraction in Fig. 2 is an artificial extension that was
appended to the green representation of the experimental geometry. This yellow conical region
was designed to ensures that outlet concentrations at the designated sampling plane (red, at the
axial position of the experimental exit plane) were not influenced by spurious backflow (not
observed with this geometry) from the simulated domain outlet (defined as air at 300 K or 27°C).
The simulated domain outlet (blue line) was defined as an open or outflow boundary condition.

3.2 Hydrogen Isotope Properties and Reaction Modeling in SIERRA/Fuego

Hydrogen and deuterium properties are available in standard references, but very few
measurements are available for tritium. Thermophysical properties for isotopologues of
hydrogen and water that were recently identified [7], along with methods used to deduce
properties for tritium species that could not be found in literature. These temperature-dependent
properties were used to simulate hydrogen isotopes in this study.

SIERRA/Fuego includes a capability to model user-defined reactions [17]. Hence, Fuego
simulations with the geometry in Fig. 2 accounted for flow, mixing, heating, reaction (water
formation) and cooling. The modeling parameters for kinetic rates were iteratively optimized
using the CFD code. A global hydrogen oxidation mechanism from Marinov et al. (1995) [25]
was initially selected for this work:

E
T global = Aexp( - ﬁ) [H2]"[02]™ (1)

The default reaction orders of ny = 1.0 and np = 0.5 specified in this equation are consistent with
the stoichiometry of the global oxidation reaction (H; + %2 O, — H,0). We have adapted the
originally reported rate constants for this reaction to units required by Fuego with concentrations
in mol/m3 (indicated by square brackets). The originally reported Arrhenius parameters were
calibrated to flame speed data [25], but the regime of interest for this work corresponds to sub-
flammable hydrogen concentrations (far below 4% in air at atmospheric pressure) [26, 27]. Other
H, kinetic models exist, and were also considered, including for example [28-38].

Arrhenius rate constants are defined as k = Aexp(-E/RT), as in Equation (1). A relationship for
isotopic pairs of Arrhenius rate constants may be derived from kinetic (collision) theory of gases,
where molecular velocities are inversely related to the square root of molecular weight. This

relationship iS gi\/en by [3 9, 40]
(‘CH> (‘CH)l' 2
K] ‘CD ( )

where the subscripts H, D and T refer to normal hydrogen (protium), deuterium, and tritium. The
exponent of 1.44 is defined using the following function of atomic masses [39, 40]:

1— |Mu
mr

1—

= 1.44 3)

mp
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Equation (2) neglects quantum effects such as tunneling, which may become non-negligible at
the high temperatures investigated in this work. However, Equation (2) has been successful in
describing experimental trends over a very broad range of conditions [39, 41, 42] and is expected
to capture the most important aspects of the isotopic trend in reaction rates. Equation (2) is
recommended as the best available method to scale the experimentally derived pre-exponential
factors from protium and deuterium to produce the recommended value for the tritium rate
constant. A common activation energy yielded an acceptable fit of the experimental oxidation
measurements for H, and D,, so the same activation energy was assumed for T, with a pre-
exponential factor calculated from Equation (2).

Equation (1) was selected as a sufficiently simple chemical rate expression for application in the
CFD simulations of the ISO-9705 scenario [20] described in Section 3.3. It is normally not
advisable to simulate fire scenarios with direct kinetic mechanisms such as this because flames
are typically ~1 mm in scale and the resolution required to resolve this is not generally available
for fire problems of practical interest. Besides the resolution problem, stiff reactions can also be
challenging to solve with accuracy. The EDC model is designed to produce approximations to
fires in under-resolved scenarios and is a mixing-limited approximation. The use of the global 1-
step mechanism is thought to be reasonable for the hydrogen contaminant reactions in this
circumstance because:

1. The hydrogen oxidation reactions are not expected to occur under flaming environments
with the low-concentration leaked hydrogen as the primary fuel source.

2. The reactions are very non-linear with temperature, and cell average temperatures in the
vicinity of the EDC-heated plume (with a steady, uniform source of flow) are probably
adequate to capture the bulk extent of reaction for the hydrogen isotopes.

3. There is a degree to which the reactions will be advection and/or diffusion controlled, this
being the case the mechanism can be approximate and may still yield acceptable results.

Because the fire in the ISO-9705 simulations is intended only as a heat source, simulating it with
the EDC model is an acceptable approximation for a fire condition as it affects the reaction of the
contaminant release of hydrogen. The EDC fuel is CHy4, and the inflow is selected to give a heat

release rate for the reaction as specified in the ISO-9705 standard [20] and Section 3.3 below.

3.3 Simulated ISO9705 Standard Room Fire with Hydrogen Isotope Release

It was not obvious in advance whether the oxidation rates developed in this work for low
concentrations would have an important influence on the extent of hydrogen isotope oxidation in
a reasonable room-scale fire scenario. The ISO-9705 (2016) standard [20] was selected as a
representative fire scenario to evaluate via simulation in conjunction with a release of hydrogen
isotope contaminant. This standard prescribes a 3.6-m by 2.4-m room 2.4 m high with a doorway
of 2.0 m height and 0.8 m width centered along one of the 2.4 m walls, as shown in Fig. 3. A
170-mm square gas burner surface is prescribed, and this dimension is used to locate a methane
injection on the ground in the corner furthest from the doorway of the domain. The contaminant
is released from a similarly dimensioned boundary condition in the other corner with comparable
distance from the door. The standard fire is prescribed as 100 kW, with the potential for
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increasing the output to 300 kW at 10 minutes and continuing the test for an additional 10
minutes. The simulations in this work modified these guidelines by specifying the larger 300 kW
fire throughout to ensure that conversions of T, to T,O from a small release would be high
enough for useful comparisons. The release of hydrogen isotope is not part of the standard, so the
release was assumed to be 0.1 g occurring between 10 s and 16.5 s at a constant rate.

To model the fire, an extended flow region outside the doorway is added to allow for natural
ventilation conditions that would be more representative of the ISO-9705 tests. An open
boundary is applied to the periphery of this extension of the domain. During tests, the open door
provides an escape path for hot products towards the top, and an inflow of fresh air towards the
bottom naturally develops under these conditions, which helps sustain the fire. This causes a net
movement of tritium and hot gases upward due to buoyancy and towards the domain exit through
the door, which is from lower left to upper right on the central results plane designated in Fig. 3.
The ISO-9705 mesh used for this study has a mesh length scale of 4.25 cm, which is double the
length-scale refinement of 8.5 cm shown in Fig. 3 (about a factor of 8 increase in mesh
elements). This mesh length of 4.25 cm was found to produce results in a convergence study that
were adequately similar to simulations with an even more refined mesh length scale of 2.83 cm
(triple the length-scale refinement shown in Fig. 3, or a factor of about 27 increase in mesh
elements). These results are presented in more detail in a separate technical report [7].

View direction

for results plots e

2.4
T, inlet m
(0.17 m)
Vertical center plane fEEseSs 1.2 m portion
through door used to | X of domain
display results Fire (0.17 m) outside room

Fig. 3. Geometry used to model the ISO-9705 room fire scenario with corner removed for
visibility and results plane outlined in gold. The mesh used has twice the refinement shown.



272 The ISO-9705 standard room is conservatively small with respect to industrial and laboratory
273  spaces where tritium is typically stored. The tritium concentrations that can exist within it are
274  therefore maximized. A second conservatism is the lack of any ceiling ducts within the room;
275 active ventilation is nearly universal and even ducts with no airflow can provide an escape path
276  for either hot gases or hydrogen isotopes that rise to the ceiling.

277 4. Results and Discussion
278 4.1 Oxidation Measurements and Kinetic Modeling

279  For brevity, the oxidation data for H, and D, are presented in terms of conversion versus

280  temperature in combination with the optimized simulations at a subset of temperatures. The
281  original kinetic parameters [25] for Equation (1) caused simulated oxidation of hydrogen to
282  occur at temperatures about 250°C lower than the measurements [7]. Therefore, several

283  parameter adjustments were required to represent the measurements. Equation (1) is a global
284  mechanism that omits details inherent in the underlying elementary reaction steps; it cannot
285  predict all conversion profiles features over the full range of possible experimental conditions.

286  The finalized parameters for Equation (1) are listed below the original values [25] in Table 1; the
287  rate parameters are numbered in the leftmost column as R1 through R4 for convenience. Manual
288  parameter adjustment to produce a good visual fit of the data was most efficient when the

289  activation energy E was adjusted first, followed by the hydrogen reaction order ny. The pre-

290  exponential factor 4 was updated for each intermediate step to ensure a good match of the target
291  data. The default oxygen reaction order of np = 0.5 was retained because measurements with
292  varying oxygen were lacking; this is adequate when oxygen concentration does not vary much.

293 Table 1. Kinetic parameters for oxidation of trace concentrations of hydrogen isotopes using
294 Equation (1). The tritium pre-exponential factor is extrapolated via Equation (2).
# Isotope and Source Ml\:soskz;rf;l) A E/R(K) | ny
R1 H, (protium, [25]) 2.016 1.77x10'° m'-5/mol®/s | 17,600 | 1.0
R2 | H, (protium, this work) 2.016 8.0x10%* m*>/mol'>/s | 50,000 | 2.0
R3 | D, (deuterium, this work) 4.028 4.0x10%* m*>/mol'/s | 50,000 | 2.0
R4 | T, (tritium, extrapolated) 6.032 2.9x10%* m*3/mol'>/s | 50,000 | 2.0
295

296  Fig. 4 highlights a subset of conditions with H, or D, concentrations of 0.1% used to determine
297 activation energy. Symbols without lines are measurements, and open symbols with lines are

298  optimized simulations with rates from Table 1 (R2 for H,, R3 for D,). Differences in residence
299  time from 2 magnitudes of airflow are the principal cause of the horizontal shift between about
300  600°C and 650°C. The magnitude of this horizontal shift and the slope of the conversion curves
301  both increase with the activation energy E. It was apparent from the low slopes of the initial

302  simulated conversion curves that activation energies much larger than the published value of E/R =

9



303 17,600 K [25] (derived from measurements in the flammable regime) would be required. The

304  revised activation energy (E/R = 50,000 K) with the pre-exponential factors in Table 1 yield

305  simulated conversions that agree with measured onset behavior, which is defined here as

306  conversions between 5% and 20%. For simplicity, the same activation energy was used for H, and
307  D,. Some literature suggests higher activation energies may apply to heavier isotopologues [39], but
308 this approach was rejected because doing so would produce a worse fit of our measurements.
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Fig. 5. Experimental and simulated conversion of H, (top, R2) and D, (bottom, R3) with long
residence time (left, 100 SCCM airflow) and short residence time (right, 1000 SCCM airflow).

Fig. 5 shows that the full set of oxidation measurements are of good quality. Minor hysteresis
occurs only at the lowest flow rates for H, or D, (see far right series). The optimized simulations
compare favorably to these data. Attempts to model oxidation with the default hydrogen reaction
order of ny = 1.0 would produce identical results for all simulations (open symbols) shown within
each panel of Fig. 5. This makes sense for a first-order reaction with an identical temperature
history because the higher average reaction rates are proportional to the higher initial reactant
concentration, and these factors cancel out when the data are normalized as fractional
conversions. Parameter scoping exercises indicate that values of ny closer to 3.0 yield too much
vertical separation between conversion curves for both D, and H,. An integer value for ny is
preferred given the experimental uncertainty and because the units for the pre-exponential factor are
greatly simplified. The optimal reaction order of n; = 2.0 from Table 1 yields the best vertical
separation between different inlet concentrations in Fig. 5 at temperatures where the lowest
concentrations (open orange diamonds) have conversions of 10% or lower.

Although oxidation rates for deuterium and protium had measurable differences for some
experimental conditions, these measured rates and the extrapolated tritium oxidation rates from
Table 1 are all of the same order of magnitude. The rate reduction in the sub-flammable regime
(R2 through R4 in Table 1) compared to rates for flammable concentrations (R1 in Table 1) is a
much more pronounced effect, increasing onset temperatures by about 250°C. The uncertainties
associated with the kinetic fits to Equation 1 and the extrapolation via Equation 2 are not well
established at this writing, but it is apparent that these uncertainties are orders of magnitude
lower than errors resulting from applying flammable kinetic rates to the sub-flammable regime.

4.2 Effect of Kinetic Models on Tritium Oxidation with a Simulated ISO-9705 Fire

Selected results from two SIERRA/Fuego CFD simulations of a tritium release in the ISO-9705
room shown in Fig. 3 were used to investigate effects of the updated hydrogen isotope oxidation
kinetics in a full-scale 300-kW fire scenario. Fig. 6 shows T, and T,0 concentrations in the
center-plane of the simulated room with oxidation rates based on flaming H, (R1 from Table 1)
and sub-flammable T, (R4 from Table 1, as developed in this work). The results plane through
the center of the door at 67 seconds was chosen to illustrate maximum T,0 and the dispersion
path through the door.

Hot gases from the fire rise to the ceiling, and any T, migrating into regions with sufficiently
high temperatures can react to form T,O (approximately 550°C to 800°C, as shown in Fig. 5).
“Flammable” T, above a conservatively low LFL of 4% from H, (Cadwallader et al. estimated
the T, LFL as 6.6% [43]) is localized to the time and (cold) vicinity of the T, release event with a
maximum volume of 792 ¢cm?. This is equivalent to a 2.74-cm thick layer above the injection
plane. The maximum scale for T, shown in Fig. 6 corresponds to 1% of this conservative LFL.

The T, concentrations shown as light blue in Fig. 6 are equivalent to the lowest inlet
concentrations measured in the tube furnace for H, and D,, so the highest simulated reaction
rates appear to be within the range of the measurements used to derive the sub-flammable
kinetics. The maximum scale for T,O shown in Fig. 6 corresponds to 0.25% of what would be
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expected before dispersion of a mixture at the 4% LFL when fully oxidized. The T,O
concentration is near its maximum at 67 s, which is why this time was chosen for the images in
Fig. 6 (nearly 1 minute after the release ends).

The thin regions enriched in unconverted T, escaping through the doorframe just below the hot
gas layer shown on the left panels of Fig. 6 are nearly identical. As expected, the maximum T,
concentration is higher with the updated (slower) oxidation rates because less is consumed. T,
concentrations are maximized just below the hot layer of gas due to diffusive and advective
transport from the release, flow behaviors induced by the fire, and consumption in the hot zone.
The region with T,O in the hot layer near the ceiling is much larger with the faster oxidation
rates originally derived from flaming H, [25], with an overall T, oxidation CF of 15.43% for the
full simulated duration (180 s). The slower rates derived in this study (more appropriate for the
concentration regime of these simulations) produce only a small region of T,O with lower
maximum concentrations and an overall CF of 4.72% with respect to the released T».

Thus, updating the kinetics reduced conversion of T, to T,O by a factor of 3.27 at the conditions
simulated. Conversion in both versions of this scenario is limited by the extent that T, mixes
with hot gas, and it could easily be assumed that the effect of chemical kinetics would not
strongly affect a scenario where mixing dominates. The large difference in conversion with
different oxidation rate models is attributable to the fact that the volume of gases that exceed the
higher temperature threshold of about 550°C associated with the sub-flammable kinetics is small
compared to the volume of gases that exceed the lower threshold of about 300°C associated with the
flaming kinetic rates. Hence, little or no conversion occurs for T, that encounters maximum
temperatures between 300°C and 550°C when the kinetics developed in this work are used, whereas
significant conversion of T, occurs in this temperature range if oxidation rates based on flaming
kinetics are assumed. It was not obvious before this study that the oxidation rates at low
concentrations would be so much slower than rates derived from the flaming regime, which made
the effect of kinetics significant even in this room-scale fire scenario.
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Fig. 6. Simulated volume fractions of T, (left views) and T,0O (right views) in ISO-9705 room
(plane shown in Fig. 3) using different oxidation rates from Table 1.

5. Summary and Conclusions

This work reports oxidation measurements for H, and D, at sub-flammable concentrations in a
tube furnace, with five concentrations from 0.01% to 1% by volume in air. Oxidation to the
water form (H,O or D,0, respectively) occurred between 550°C and 800°C, and the rates of
protium conversion exceeded the deuterium oxidation rates for most experimental conditions. These
experimental trends suggest that trittum should have oxidation rates lower than the measured
deuterium rates reported in this study, but on the same order of magnitude. Furthermore, the
hydrogen oxidation rates reported in this work were significantly slower than predicted by a global
1-step reaction model that was originally developed from high-concentration measurements in the
flammable regime [25]; the measured threshold for the onset of H, oxidation increased by about
250°C with respect to pre-test simulations with the rate expression derived for flaming reactions.

Rate parameters for the global 1-step hydrogen oxidation reaction [25] were adapted in this work
to model the experimentally measured conversions, using a common apparent reaction order and
activation energy for H, and D, in the low-concentration regime. The final activation energy
obtained for this regime was much higher than reported for the flammable regime, which is
consistent with the low measured rates. The same reaction order and activation energy are
recommended for T, oxidation, while the tritium pre-exponential factor was extrapolated to a
lower value based on the experimental trends observed for protium and deuterium oxidation.
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These results have safety implications for tritium, as the hazard level for a release scenario is largely
determined by the fraction of released tritium that is converted to the more hazardous water form
(T,0 or THO). The low measured oxidation rates for H, and D, and the expected reduction in
oxidation rates for T, with respect to the lighter hydrogen isotopes both imply that a substantial
fraction of tritium released in a credible low-concentration scenario could remain unoxidized in
the vicinity of a heat source such as a fire. The global rate expression with the parameters
recommended in this study are intended to facilitate comparisons to other data sources and to
provide an alternative means to evaluate the hazards of tritium release scenarios with respect to
the non-informed initial regulatory assumption of 100% oxidation [1].

CFD simulations employing an ISO-9705 standard fire geometry and fire with an adjacent
release of T, demonstrate that limited oxidation can be expected in a representative room fire
scenario with a release of hydrogen isotope contaminant. The conversion fraction to T,0 is
greatly reduced by the slower oxidation rates derived from our measurements in a low-
concentration regime. This is attributable to the much smaller volume of hot gas above the higher
oxidation threshold associated with the slower rates developed in this work. These simulated
results are valuable because it was not clear a priori that the reduced oxidation rates at low
concentrations would be substantial enough to cause a strong interaction between mixing and
kinetic effects.
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