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ABSTRACT
In computer science, Document Summarization is the task of condensing some quantity of text and 
related content through automated means. The resulting summary is expected to emphasize key 
information from the original text in the service of some purpose. In this document, we review 
recent literature in text summarization. The “hybrid” extractive-abstractive approaches training 
transformers and graph neural networks to prioritize and incorporate content into generated text 
continue to be explored, with some efforts continuing to test such methods on domain-specific and 
non-English text. Some of the latest efforts have also sought to enable users to adjust summaries 
with queries or other structure and benefit from new chat and instructible large language models. 
While summaries are evaluated qualitatively on relevance and salience, in addition to brevity and 
faithfulness to the original text, many traditional metrics are poorly correlated to human judgements 
and the field continues to seek good quantitative metrics for evaluating competing approaches; this 
related task has also begun to test reinforcement-learning style agentic LLM-based solutions. We see 
opportunities for leveraging causal analysis, psychology, and agent-based solutions to create more 
trustworthy, natural, and interactive content summarization systems.
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1. GENERAL PROBLEM
Operative Guiding Question
The operative question at hand, motivating this review, is what progress is being made in natural 
language processing that would further the goal of developing a capable research assistant. This 
literature survey notes progress specifically in summarization; other examinations might address 
progress in open-domain scientific Q&A, education and mentoring, experiment design, etc. in the 
pursuit of “human uplift”.

Document Summarization
Document summarization is a multi-faceted problem, and this is reflected in a body of literature that 
addresses diverse combinations of these facets with varying success. Simplistically, the goal is to take 
some amount of text and produce a shorter piece of text, but this glosses over the complexity of the 
task: when summarizing some amount of content, human authors must consider the purpose to 
which they are writing, the audience, the level of detail that must be preserved, and many other 
nuances. Researchers have studied successful human summary strategies and have identified some 
basic rules [1]:

• Include important ideas.
• Delete trivia.
• Delete repeated ideas.
• Collapse lists.
• Choose or create a topic sentence.

From a humanistic viewpoint this translates into many subproblems:

• Collecting relevant source material (text).
• Collecting user constraints on the summary such as style, focus, length etc.
• Identifying the relationships between portions of the source (ranging from individual words to full 

documents).
• Scoring or extracting the important portions of source (from entities to sections).
• Explicitly representing the assertions being made in the source.
• Generating text for a summary given some subset of the source text, user guidance, portion 

relationships, indicators of importance, and extracted information.
• Organizing, styling, and checking the generated summary.
• Providing access to or references to portions of the source document that support the summary.
• Tailoring these steps based on specific requirements of the domain such as in law or medicine.

Some of this complexity is reflected in the diversity of solutions. Early summarization research (e.g. 
[2]) scored sentences, potentially adjusted those scores using relationships, and directly quoted the 
highest-scoring passages as the final summary. More recent work (e.g. [3]) has developed deep neural 
networks that consume source material and directly generate a final summary.
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2. SUMMARY OF SURVEYED 2023-2024 PUBLICATIONS
Building upon a previous literature survey in this space, the authors scraped the internet for relevant 
publications appearing in 2023 and 2024. The abstracts were scanned to get an overall sense of the 
direction of the field before reviewing the details of new architectures in the selected papers 
presented here. For a summary of previously reviewed literature, see Appendix A; for a brief scan of 
pre-transformers strategies, see Appendix B.

The following subsections are a suggested framework for the field of text modeling document 
summarization. We have organized the literature based on the authors’ extension of prior methods 
(verbatim extraction, abstract restatement, and hybrids of these), expansion of the process (as 
responding to a guiding question, or as a multi-step process), or use of multi-agent and 
reinforcement learning strategies (developing the task for autonomous reward-driven agents).

2.1. Content-Focused
Extractive, abstractive, and mixed summarization, where the task is defined as putting a document in 
and getting a summary out. – This is well heeled territory; what’s new in 2023/2024 as far as 
interesting new approaches go? As the traditional framing of the summarization task, and as a useful 
basic research assistant function when the user does not yet have focused questions, it is valuable to 
track progress in this field.

Extractive document summarization involves developing systems that extract key text segments and 
restructure them to form a representative summary of the original document. The basis by which 
these text segments are identified and selected are primary areas the field is focused on improving.

2.1.1. Preserve Context Information for Extract-Generate Long-Input 
Summarization Framework [4]

The authors present an Extract-generate algorithm [5], [6], [7], [8], [9] for long-input summarization. 
Algorithms in this family use an extractor to identify the most important parts of the input and a 
generator to compile these parts into a summary. However, the issue with these frameworks is that 
there is a loss of context as data propagates through the system. This loss of context occurs when 
the local context information surrounding an extracted snippet is not transferred to the generator, 
leading to potential inaccuracies in the output summarization. Longer inputs are particularly 
susceptible to context loss. To address this, the authors propose a Context-Aware Extract-Generate 
framework (CAEG) for long-input summarization. CAEG identifies sentences with an importance 
score and pulls in additional context, feeding both the important sentences and the context prompts 
to the generator. 

Context prompts are generated by interpreting the attention mechanisms within a transformer-based 
model, specifically using the attention rollout method. This method quantifies the flow of 
information through self-attention layers by recursively multiplying attention weight matrices across 
layers, treating the model as a directed acyclic graph. The attention rollout scores [10] of the [CLS] 
token is used to identify the most informative text spans, with a sliding window strategy applied to 
extract spans with the highest average scores. These high-scoring spans, termed context prompts, 
are then used to enhance the generation process by providing local context information.

Before passing the local information to the generator, global context information is collected by 
identifying the most related snippets to an extracted snippet using cosine similarity between snippet 
representations in the extractor, and adopting context prompts from these related snippets as the 
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global context prompts. These local and global context prompts, along with the extracted snippets, 
are then fed into the generator to enhance the summarization process. 

2.1.2. Unsupervised Extractive Summarization with Learnable Length Control 
Strategies [11] 

This paper presents an unsupervised extractive summarization model, SimSiam, which leverages a 
transformer-based Siamese network [4] and introduces a differentiable length-control mechanism. 
Length control summarization has primarily been researched in abstractive summarization tasks and 
is relatively unexplored in extractive summarization. Unlike traditional importance-scoring methods, 
which are non-differentiable and may rely on positional assumptions, the proposed model can be 
trained end-to-end. This is achieved through a bidirectional prediction objective introduced during 
training. 

A bidirectional prediction objective is a mechanism where the model is trained to predict the 
representation of the original document from the selected summary sentences and to reconstruct the 
selected summary sentences from the representation of the original document.

The overall objective function for the summarization model combines the extractive summarization 
loss, which maximizes the relevance of selected sentences within length constraints, and the 
contrastive learning loss, which enhances the robustness and distinctiveness of sentence 
representations. These losses are weighted by hyperparameters to balance their contributions, 
guiding the model to select key sentences for summarization.

The authors address the challenge of length control in extractive summarization by modeling it as a 
0-1 knapsack problem [12], [13], [14] and introducing a knapsack transformer to approximate the 
dynamic programming solver. The knapsack network is trained on 6 million simulated samples 
reflecting empirical sentence lengths and scores, using Poisson, gamma, and uniform distributions, 
and learns to maximize sentence importance scores within length constraints through a balanced 
loss function. The knapsack transformer, combined with Gumbel-soft top-K sampling [15], and the 
straight-through trick [16], enables the integration of length control into the end-to-end training 
process.

[12], [13], [14], [15], [16] Experimental results on datasets such as CNNDM, NYT, and CNewSum 
show the proposed method significantly outperforms (R1, R2, RL) centrality-based methods using 
the same encoder. Human validation based on relevance, coherence, and consistency was also used 
to support the effectiveness of the model and indicated that it often surpassed models like BertSum 
in terms of relevance and consistency.

2.1.3. Compressed Heterogeneous Graph for Abstractive Multi-Document 
Summarization [17]

The authors propose HGSum for abstractive multi-document summarization (MDS). HGSum 
extends the encoder-decoder architecture to incorporate compressed heterogeneous graphs 
consisting of document, sentence, and word nodes. HGSum comprises four main components: a 
text encoder, a graph encoder, a graph compressor, and a text decoder, with both the text encoder 
and decoder initialized using PRIMERA [3] weights. While the text encoder leverages the sparse 
attention mechanism of Longformer (LED) [18] and the text decoder functions as a standard 
transformer-based decoder, the authors' primary contributions are the enhancements made to the 
graph encoder and graph compressor.
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We note that HGSum builds on previous work [19] and, while it addresses the objective of abstract 
text summarization, it is part of a larger body of work on Heterogeneous Graph Attention Networks 
[20], [21], [22], [23], [24], [25].

To address the limitations of standard graph neural networks [26], [27], [28] in handling 
heterogeneous graphs, the authors introduce a multi-channel graph attention network (MGAT) to 
encode these graph types. MGAT aggregates embeddings of different channels (i.e., edge types) for 
each node. The graph compressor computes attention scores for all sentence nodes, removes the 
lowest scores, and masks the remaining nodes based on their attention scores. The model is trained 
with two objectives: maximizing the likelihood of generating the ground-truth summary and 
maximizing the graph similarity between the compressed graph encoding and the ground-truth 
summary graph encoding. For the first objective, cross-entropy loss is minimized over the ground-
truth and generated summaries. For the second objective, cosine similarity of the average node 
embeddings is computed between the compressed graph and the ground-truth summary graph.

HGSum is evaluated against other recent abstractive MDS models, including PLM-based 
(PEGASUS [29], LED, PRIMERA) and graph-based (MGSum [30], GraphSum [31]) models. Using 
benchmark datasets such as MULTI-NEWS [32], WCEP-100 [33], and ARXIV [34], the evaluation 
metrics include ROUGE-1, ROUGE-2, and ROUGE-L scores. Results indicate that HGSum 
generally performs well compared to other models. The code and experimental setups are available 
at [35].

2.1.4. Efficient Memory-Enhanced Transformer for Long-Document 
Summarization in Low-Resource Regimes [36]

The proposed model, EMMA, addresses memory efficiency in long document summarization (LDS) 
with fixed memory requirements during training and inference. EMMA's primary contributions 
include applying cross-memory attention to chunks and integrating recurrent short- and long-term 
memory structures within an encoder-decoder architecture to enhance memory performance.

For LDS, EMMA processes chunks through a chunk-level summarization and concatenates results 
for a document-level summary. It incorporates recurrent layer-level memory to store past 
information. The model extends the classical BART encoder by adding cross-memory attention after 
the residual connection following self-attention. This cross-memory attention comprises a layer-level 
memory and a secondary attention block, forming a single memory matrix.

While cross-memory attention typically attends to interdependent token relationships across model 
layers, EMMA leverages it for chunk-level relationship structures, supporting LDS systems. As 
chunks are processed, cross-memory attention updates the memory matrix without increasing GPU 
memory usage during training by stopping the gradient. A challenge with this memory structure is 
the potential loss of long-term details, as the memory matrix is overwritten at each step. To mitigate 
this, EMMA includes a long-term memory structure, storing the previous memory matrix into a 
long-term memory matrix at each step.

EMMA is trained using chunk-target pairs, aiming to minimize the negative log-likelihood of 
predicted tokens. A sentence-level segmentation algorithm constructs chunk-target pairs from long 
input documents and their target summaries. Documents are segmented into non-overlapping 
chunks with a defined maximum number of tokens, and each target summary sentence is paired with 
the chunk that maximizes the ROUGE-1 precision metric, forming small source-target pairs.
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Standard ROUGE-1/2/L metrics are used for automatic LDS evaluation. Additionally, the authors 

computed a metric [37] 𝑅 =
avg(𝑟1,𝑟2,𝑟𝐿)

1 + 𝜎2
𝑟

, where σ2
𝑟  is the ROUGE F1 score variance, penalizing 

heterogeneous results. Qualitative analysis was performed based on informativeness, fluency, 
factuality, and succinctness. The main findings were, based on these metrics the system performed 
well with significantly less memory requirements. Code and evaluations can be found at [38]

2.2. Query- and Workflow-based Systems
Query-Focused Summarization (QFS) aims to produce summaries that answer specific questions of 
interest, enabling greater user control and personalization [37]. It’s a task that brings elements of 
both Q&A from context, and summarization of lengthy content. As a practical matter for a research 
assistant, tracking progress in this sort of goal-directed task variation is of interest.

2.2.1. QuerySum: A Multi-Document Query-Focused Summarization Dataset 
Augmented with Similar Query Clusters [39]

The paper introduces QuerySum, a large-scale dataset designed to support research in Query-
Focused Summarization (QFS), particularly emphasizing non-factoid queries such as "What," 
"Why," and "How" questions, which constitute 74% of the dataset. The authors also propose a 
model for query-aware summarization, which incorporates self-attention mechanisms tailored for 
query-awareness.

The query-aware summary generation involves two primary components: semantic-based document 
pooling and relevance-based inter-document attention. Semantic-based pooling discriminates terms 
of importance to obtain the query-aware document representation. Relevance-based attention 
integrates query-document relevance into the inter-document attention layer by using a kernel-based 
relevance model to produce relevance scores, which modify the dot product attention layer to focus 
on the most relevant documents during summarization.

The proposed model is based on a transformer architecture with modified self-attention layers in the 
encoder to account for query-awareness. It employs semantic-based pooling for multi-document 
representation, where each document is processed through multiple transformer encoders to create a 
contextualized representation (CR). These CRs are concatenated and pooled to form a document-
level representation that is relevant to the query.

The pooled representation is then fed into a relevance-based inter-document attention layer, which 
consists of a two-layer feed-forward network with a ReLU activation. This layer aggregates and 
normalizes the cosine similarity between the query and documents using a softmax function. The 
output of this softmax function serves as weights for summing up the term representations, thereby 
informing the model of the relevance of each document to the user's query. This process modifies 
the dot product attention layer and produces an attention score to focus on the most relevant 
document during summarization.

Finally, the responsive documents are fed into a pretrained query-aware summarization model, 
PEGASUS. Summaries are evaluated using ROUGE scores, and the overall approach outperforms 
other methods, including transformer variants with different query and document embedding 
strategies, as well as other pretrained models like BERTSUM and CTRLSUM.
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2.2.2. ChatCite: LLM Agent with Human Workflow Guidance for Comparative 
Literature Summary [40] 

ChatCite is an example of a single-agent, stateful, fixed-workflow summarization process; the 
authors’ goal is to improve on Chain-of-Thought based summarization [41], [42], [43], [44], [45], 
which they assert leaves out extraction of key elements, lacks comparative analysis, and fails to 
produce appropriate structure. ChatCite extracts key elements from relevant literature and generates 
summaries with an iterative multi-step process. Given a set of papers, ChatCite first uses 7 guiding 
questions and the source content as a prompt to the LLM. This is implemented using Q&A from 
context on each reference to elicit research questions, methodology, results, conclusions, 
contributions, innovations, and limitations. This information is stored in memory for iterative 
generation of a comparative summary. Taking the proposed work description, and the key elements 
for the first reference paper, ChatCite’s “reflective incremental generator” generates n candidate 
literature summaries. For each additional paper these candidates are evaluated and filtered to the 
best m summaries. The new paper’s key elements are added to generate a new literature summary 
from each candidate; each expansion produces nm further candidates. After the final reference is 
added, the optimal candidate is used as the final result. The authors compare ROUGE metrics, 
human evaluation, and G-Score, an LLM-generated metric inspired by G-Eval [46] to score 
consistency, coherence, the degree to which they are comparative, their integrity, fluency, and the 
accuracy of citations.

ChatCite was tested by generating related-work sections for target papers where the relevant cited 
papers were known, but the workflow could logically be extended with an information retrieval (IR) 
step. ChatCite’s fixed workflow differs from RL or cognitive-workflow strategies in that 
composition subtasks are not being selected; deciding what to do next is implicit given the key 
elements and candidate summary in each iteration. Adding IR, explicit compositional subtasks, and 
self-evaluation would be logical future work.

2.2.3. MALADE: Orchestration of LLM-powered Agents with Retrieval 
Augmented Generation for Pharmacovigilance [47]

MALADE is an example of a multi-agent, stateful, actor/critic, fixed-workflow pharmacological 
support tool in which the goal is to generate trustworthy, evidence-based summaries of medical 
knowledge. Its primary function is to identify adverse drug events (ADEs), through a process of 
information retrieval and reporting. Each agent in the system is given a specific subtask and is 
assigned an additional critic agent to verify the task agent’s behavior and responses. The three agents 
are DrugFinder, responsible for drug discovery based on a drug category; DrugAgent, responsible 
for information retrieval, extraction of side effects, and unstructured summarization of ADEs; and 
CategoryAgent, responsible for structured report generation. Each agent can take into account 
critical feedback in its performance of the task and works iteratively until the critic is satisfied. 
Individual agents were generally encapsulated as a set of string transformation functions, either 
directly prompting an LLM, eliciting a response from a user, or interacting with a tool using a parser 
and formatter to work through strings.

One of the findings of this paper was to avoid gratuitous use of LLMs for deterministic tasks; for 
example, a Toolformer [48] style agent can be used to generate SQL queries for a drug database to 
get prescription frequencies, but upon inspection in their case the queries were a simple function of 
the initial list of drugs and could be coded up conventionally, reducing the cost of LLM services 
while potentially increasing reliability. In contrast, there is no simple algorithm to supplement 
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missing FDA labels associating drugs to outcomes. This type of relationship inference is frequently 
cast as a graph edge prediction task and a challenging but appropriate pursuit.

2.3. LLM Agent Systems
As we characterize the literature we see content-focused and query-focused summarization 
approaches as largely one-step processes.  As other efforts begin define the summarization task as a 
multi-step composition process with a variety of subtasks [49], they also begin using LLM-backed 
autonomous agents and optionally including collaboration with and guidance from a user. While 
there are few publications on LLM agents applied to the process of writing and composition, this is 
part of a larger body of work [50] focused on general task orchestration (e.g. [51]) and social 
simulations (e.g. [52]). Most recently, LLM-backed agent-based systems have been seeking to 
capitalize on the benefits of reinforcement learning strategies and flexible workflows.

2.3.1. DEBATE: Devil's Advocate-Based Assessment and Text Evaluation [53]
One of the common problems cited in the field of document summarization is the difficulty in 
evaluating summary quality [54]. DEBATE is an agent-based content evaluation strategy that 
demonstrates better correlation with human evaluations of summarization and dialogue generation 
than previous scoring methods. The metric for DEBATE itself is Spearman or Kendall-Tau 
correlation between the final scores DEBATE produces and human scores – for summarization, 
correlation was measured with human scores of coherence, consistency, fluency, and relevance.

The authors adopt the experimental design from MacDougall and Baum [55] and include four agents 
– Commander (leader), Scorer, Critic, and Tie-breaker – implemented with AutoGen [56]. The 
Scorer agent is instructed to evaluate a summary or other product, and the Critic assesses the other 
agent’s scoring arguments, potentially resolving the bias in LLM used to produce the Scorer’s 
answers. The Commander agent exists to facilitate a debate between the two and bring information 
in from previous debates stored in memory, and the Tie-breaker will optionally resolve debates that 
left the Critic unsatisfied in the allotted number of rounds. During experimentation the authors 
varied the number of iterations in the debate, the positivity of the “persona” used in the Critic’s 
prompts, whether or not to use a persona that was explicitly described as a “Devil’s Advocate”, and 
whether or not to allow Tie-breakers. The best performance (i.e. correlation with human 
evaluations) across all but one summary evaluation criteria was shown by using Devil’s Advocate 
prompts and the Tie-breaker agent, with all agents using GPT-4 [57]. The exception was using GPT-
4 to implement MultiAgent (the same architecture with a plain persona instead of Devil’s Advocate), 
measured with Spearman correlation of human evaluation of Engagingness on Topical-Chat results.

2.3.2. Reflexion: Language Agents with Verbal Reinforcement Learning [58]
Reflexion agents take feedback signals from task performance and build a memory designed to help 
optimize subsequent decisions.  The “action policy” maps from the system state and agent memory 
to generate text and decisions, and memories are generated as textual feedback explicitly judging why 
past actions scored the way they did.  As a result the model learns to produce text that leads to good 
decisions through an implicit policy [59] without model fine tuning. While this system uses a single 
memory pool it would be compatible with to M-RAG’s strategy of partitioning and revising 
memories [60].

The system uses three agents: Actor, Evaluator, and Self-Reflection.
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• The actor is an LLM used as f(state, memory)  text, actions.  This was implemented with Chain-
of-Thought [41] and ReAct [61] as options during testing.

• The evaluator takes the short-term-memory “trajectory” of recently generated state/text/action 
sequences from the Actor and generates a reward score in the style of reinforcement learning.  This 
scoring function is domain and task-specific, and the authors used different scoring methods for 
code generation and decision-making tests.

• The self-reflection model generates nuanced and specific feedback justifying the score (comparable 
to DEBATE [53], which used “devil’s advocate” criticism of scores to improve the scoring rather 
than subsequent actions).  This goes into the long term memory that shapes the actor’s actions.

In principle, reflection can pick up on what caused poor scores, it will generate memories that steer 
the actor away from bad actions in the future.

2.3.3. Llama3+Crew+Groq = Text Summarization Agent [62]
As an honorable mention, this article is meant as a simple technical demonstration, not a peer-
reviewed publication, and does not provide comparative performance metrics, but it is a practical 
example of off-the-shelf agent-based frameworks applied to summarization. Architectures such as 
this may pave the way for novel methods of deconstructing writing and composition as well as other 
research support tasks.

The author presents a multi-agent, stateful, fixed-workflow summarization process; the workflow 
steps are implemented with single-function agents, organized around a shared state, and managed 
using the CrewAI framework. The agents execute summarization tasks using cloud LLM services 
through Groq (vs. OpenAI, Cohere, Azure, or other LLM compute providers).  More importantly, 
this kind of architecture could provide the underpinnings of advanced agents as described in the 
Section 4.4 below.



15

3. COMPARATIVE ANALYSIS
Like other machine learning tasks, document summarization has proceeded over the last several 
decades from hard-coding perceived patterns to describing the desired product, and from hard-
coding the process to describing the desired intermediate products.

• Early published work used hard-coded rules of thumb for scoring content that might be important 
and implemented the process of building summaries from this content.

• Scoring was gradually taken over by neural networks, as was then generation and validation of 
summaries, training systems on representative data points.

• Large language models were then used to generate summaries with no explicit process and no a 
priori labeled data.

• Today, some systems are providing more detailed guidance in the form of natural language, 
“programming” the large general purpose language models with domain-specific questions and 
step-by-step instructions. These also depend less on perfect internal embeddings in favor of 
working with observable external memory.

We have seen only a few examples of this last step, so it is too early to assert that breaking down the 
problem will provide performance improvements, but it does provide a more auditable production 
process that is relevant to AI security & reliability. 

Leveraging “natural language programming” style implementation of document summarization and 
other tasks, there are several areas of innovation we see in the field: domain-specific summarization 
methods (such as adapting the task to account for the niche needs of medicine, law, etc.) and new 
evaluation methods that are better aligned with human assessments.

Breaking problems such as summarization down also paves the way for reinforcement learning and 
interactive, collaborative solutions. Agent based systems have begun to emerge that demonstrate 
both functional agents (such as MALADE and ChatCite) as well as autonomous peer-to-peer agent 
architectures that capitalize on LLM chat systems (such as DEBATE).
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4. FUTURE WORK

4.1. Explainable AI for Summarization
Gaps in the literature point to opportunities for more “explainable” document summarization. It is 
not a given that when large language models are prompted interactively through a dialog or given 
“natural” writing and composition subtasks to perform, that they will faithfully follow the process in 
a way a person expects and produce results that change systematically in response to sensible 
changes in the input. To unpack “explainable AI” more explicitly in this context, it is necessary both 
to improve alignment of the overall process with human expectations and do in ways that are not 
misleading. This motivates research in both human task analysis to inform workflow breakdowns 
and natural language prompts that are accurate representations of how people comprehend and 
summarize content, as well as research into the causal mechanisms that govern LLM performance 
and how those mechanisms apply to judgement-heavy tasks such as summarization.

4.2. Collaborative Summarization
Gaps in the literature point to opportunities for more interactive human-agent collaboration for 
summarization. This could be approached as an interactive extension for query-focused 
summarization building on [63], or continued experimentation with autonomous agents. There are 
likely domains that would benefit from users iteratively engaging in the writing process at smaller 
scales leveraging enormous amounts of content (such as national security reporting in the service of 
decisions made by a small number of executives), without needing a completely automated process 
that generates an enormous number of summaries of small portions of content (such as 
summarizing all books, movies, etc. for larger groups that have no specific focus of attention).

4.3. Variable-Scope Summarization
The current limits of document summarization suggest opportunities that would advance STEM 
process support in general. Summarization of content at a high level is often used in STEM to filter 
what is given further attention, starting with a brief discussion establishing context across multiple 
topics, and then increasingly detailed summaries of more specialized and focused information, 
ultimately supporting development of step-by-step instructions that only “summarize” across 
repeated performance of tasks that have inherent variability. We have not seen summarization 
literature that attempts to afford an end user control of summaries of increasing detail in a 
narrowing domain, but it is a logical extension of the concept incorporating most of the same tasks.

4.4. Integrated Autonomous Agent
There are a number of LLM-based solutions that could readily be combined to take on not just 
summarization but any number of other tasks as well.  Just as an integration effort – which would 
presumably lead to innovation in turn – one could envision combining the following components 
into a single architecture:

• Workflow and action space descriptions to provide human-aligned schemas for agent operation, 
guided by work in psychology such as [49].

• Self-reflection to maintain memories that steer the system away from past mistakes and towards 
the merits of past solutions. [58]

• Devil’s advocate evaluation [53] and reinforcement learning from human feedback [64] to ensure 
internal scoring of actions is well correlated with human scores.
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• Repurposing “jailbreaking” algorithms to optimize memories s.t. in hindsight better actions would 
have been taken. [65], [66], [67]

• Partitioning and ongoing refinement of memory pools, that allow state-aware selection of relevant 
guiding memories. [60]

• Thinking through actions before final commit to each action. [47]
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APPENDIX A. PRE-LLM APPROACHES
This section reviews selected pre-LLM research addressing longer documents, capitalizing on 
content details, or taking on subtasks of summarization. Authors tried to capitalize on some of the 
following:

• Document Structure – [68], [69] build on the legacy of work such as [70], exploiting informative 
patterns in document structure such as headings or “topic sentences”. These results suggest that in 
feature-enhanced models, extractive summary and structural cues may remain valuable.

• Content Structure – [3], [71], [72] guide summarization with more explicit information extraction 
techniques, particularly entity and relationship extraction.

• Variation in Task Breakdown – of the papers surveyed, many scored [2], [3], [29], [69], [73] 
individual passages in the source material (either as part of training or input preprocessing), or 
embedded, clustered, and filtered passages [74], [75], [76] before composing the final summary 
either trivially (for extractive summarization) or using more flexible text generation methods (for 
abstractive summarization).

• Human Valuation – In [73] the authors note the relationship of highlighting to extractive summary 
scoring [68], [74], propositional alignment [77], and the above content structure based techniques. 
This work is well aligned with reinforcement learning with human feedback (RLHF, [64]), which 
we see as a critical niche subtask for continued progress in summarization.

End-to-end solutions make summarization straightforward, but limit transparency if a model does 
not produce faithful or complete summary text. Several papers [3], [29], [69], [73], have emphasized 
ROUGE’s limitations and relied on human evaluations to perform more nuanced scoring of content 
and fluency.

A.1. Handling More Content
Liu et al. 2018 [78] This paper approaches Wikipedia article generation as a multi-document 
summarization problem using a two-stage extractive-abstractive framework. Initially, information is 
coarsely extracted from source web pages. The extracted text is concatenated, putting the most 
relevant sentences first. This extractive phase is treated as an Information Retrieval task to identify 
and rank salient sentences. The second stage involves a sequence transduction problem, where a 
decoder-only Transformer processes long documents and generates summaries of user-specified 
lengths. The authors introduce a novel architecture, T-DMCA, which uses memory-compressed 
attention to handle longer sequences efficiently through strided convolutions.

Zhang et al. 2020 [29] PEGASUS introduces a pre-trained abstractive summarization model. The 
model uses a novel self-supervised objective, Gap Sentence Generation (GSG), where key sentences 
are masked and reconstructed. This method outperforms traditional masked-language modeling 
(MLM). The pre-trained model is fine-tuned on specific summarization datasets, with the most 
salient gap sentences identified using a compound ROUGE score. The authors test two BERT 
architectures (Base and Large) and six GSG variants, noting that pretrained models transfer better 
when domains are aligned. They also highlight the input size limitations (at the time) of transformer 
architectures.

Dong et al. 2021 [69] This paper introduces HipoRank, a scoring method for extractive 
summarization that leverages sentence position and sentence-section similarity. HipoRank prioritizes 
sentences near the beginning and end of sections, as well as those similar to section content. They 
focus on summarizing scientific articles, emphasizing the importance of preserving original text in 
legal and medical documents. Sentences are embedded using pretrained transformers such as [79]. 
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Section representations are built with mean pooling, and sentence importance is calculated based on 
their position and similarity to section representations. The highest scoring sentences are selected 
until a predefined word limit is reached.

A.2. Capitalizing on Structure
Huang et al. 2020 [71] This paper combines a sequential document encoder and a knowledge graph 
encoder, for abstractive summarization. The graph encoder capitalizes on entity and relation 
extraction across multiple sentences and events, for document-level context and for paragraph-level 
context. The sequential encoder integrates a BiLSTM and attention layer with RoBERTa, while the 
decoder uses a single-layer LSTM. Training involves a new objective function based on a multiple-
choice cloze test and reinforcement learning with a "multiple choice cloze reward." The model 
performs slightly worse than fine-tuned BART but better than other summarizers.

Xiao et al. 2022 [3] Presents PRIMERA, a foundational model optimized for summarization, which 
can be fine-tuned or integrated into other systems. This builds on PEGASUS but uses more explicit 
extracted information. The model is initialized with a pre-trained Longformer-Encoder-Decoder and 
retrained for summarization using clusters of related documents, and frequently mentioned entities 
are used as a sign of relevance. Sentences with the highest ROUGE score across document clusters 
are selected for training, making the model unsupervised. In testing it achieved high ROUGE scores 
and favorable human evaluations for precision, recall, F1 of factual content, grammar, clarity, and 
coherence.

Chen et al. 2023 [72] This paper addresses the issue of fictitious or incorrect information in 
abstractive summarizations by leveraging knowledge graphs to augment text embeddings before text 
generation. Knowledge graph embeddings – generated using a Graph Attention Network (GAT, 
[80]) with (subject, predicate, object) triplets – capture entity connections and global context. These 
embeddings are linked to text embeddings using the TranE method [81] and combined for input 
into a fine-tuned BART model. While the results are not superior to BART, testing suggests the 
Wikipedia dataset presents additional challenges vs. news article summarization, highlighting the 
impact of content density and organization.

A.3. Summarization Subtasks
Miller 2019 [74] This paper presents an extractive summarization method for lecture transcripts that 
requires no training or fine-tuning. Sentences are embedded using pre-trained transformers, and K-
means clustering identifies 'centroid' sentences for summarization. The author finds that averaging 
the word embeddings produces better sentence representations than using the [CLS] token’s 
embedding. Experiments with BERT, GPT-2, and an ensemble show the ensemble performs best, 
but BERT's second-to-last layer is recommended for efficiency. The method faces challenges with 
indirect references and was outperformed by other approaches.

Pilault et al. 2020 [68] This paper proposes summarizing long documents in two stages, using 
structure-informed extractive summarization to prompt an abstractive summarizer. Using technical 
papers, it generates extractive summaries of the abstract, introduction, and body, then inputs these 
into a transformer in a specific order. Two extractive models are tested: a hierarchical seq2seq 
sentence pointer, and a sentence classifier. The hierarchical model performs better on arXiv data, 
while the classifier excels on PubMed data. The approach outperforms several legacy models, but 
BART was not tested. The key contribution is using reordered extractive summaries as supplemental 
input for abstractive summarization.
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Slobodkin et al. 2022 [73] This paper explores separating document summarization into two tasks: 
identifying discrete pieces of information (highlights) and generating a summary from these 
highlights. This approach allows for more modular text processing and better optimization of 
subtasks. The authors use the Longformer Encoder-Decoder (LED) model with global attention 
tied to supplemental “tag” tokens marking highlighted text spans. Experiments show that LED can 
generate coherent summaries that include only the highlighted facts, without extraneous details. 
MTurker was used to produce gold standard highlights and the system was scored for quality using 
fact precision and recall.
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APPENDIX B. LEGACY APPROACHES
While the most highly performing approaches today are dominated by transformers, understanding 
early feature-extraction-driven text summarization provides useful context.

Luhn 1958 [82] Pulls statistically interesting sentences into an “auto-abstract.” Favors “significant” 
words vs. very frequent or rare words, and scores significant word clusters as (n^2)/c where n is the 
number of significant words within a given window size of each other and c is the cluster size 
(cluster can exceed a window with chaining).

Edmundson 1969 [70] Selection of sentences for a document summary using 3 new components 
that are superior to frequent words: pragmatic “cue” words, title and heading words, and structural 
information from sentence location.

Carbonell 1998 [83] Maximum margin relevance (MMR) is used to produce summaries of single 
documents that avoid redundancy. This is for retrieval and summarization; hi marginal relevance 
means a document is relevant to a query and contains minimal similarity to previously selected 
documents.

Radev 2000 [75] MEAD; generation of a single summary of multiple documents (an event cluster 
pulled from a topic detection and tracking system), using cluster centroids produced by a topic 
detection and tracking system and two new techniques: cluster-based sentence utility (CBSU, the 
relevance of a sentence to a cluster) and cross-sentence informational subsumption (CSIS, to 
eliminate redundancy).

Erkan 2004 [76] Extractive text summarization using LexRank, which computes sentence impor-
tance as eigenvector centrality in a graph of sentences. The graph is an adjacency matrix weighted 
with intra-sentence cosine similarity. Sentences are represented as bag-of-word TFIDF vectors.

Mihalcea 2004 [2] TextRank is a graph-based ranking model for text processing, using PageRank [84] 
or alternatively HITS [85] or Positional Function [86]. Sentences are the nodes in the graph; 
sentences “vote” for one another based on similarity, in this case word overlap normalized by 
sentence length. The highest ranked sentences are used in extractive summaries.

Arora 2008 [87] Latent Dirichlet allocation [88] applied to multi-document summarization. LDA is 
used to build a Bayesian topic model jointly modeling document topic frequency and topic word 
frequency, and then singular value decomposition on sentence vectors allows finding sentences that 
are orthogonal to one another (reducing redundancy) and best represent the topics.

Ozsoy 2011 [89] Latent semantic analysis strategies use singular value decomposition of a 
word/sentence co-occurrence matrix for finding semantically similar words and sentences. The 
authors further extend this to either reduce the value of multi-topic sentences or to focus 
summarization on primary topics. These methods are evocative of the similarity scores used for 
information retrieval in ColBERT [90].

Nallapati 2016 [91] Abstractive summarization using attentional Recurrent Neural Network (RNN) 
encoder-decoder models [92]. Initial model is a bidirectional gated recurrent unit GRU-RNN [93] 
using the “large vocabulary trick” [94]. The authors also tried augmented embeddings in a switching 
decoder/pointer architecture; or using a bidirectional RNN with word- and sentence-level attention.

Liu 2017 [95] Uses a Generative Adversarial Network [96], and an abstractive summary generator – 
comprising a bidirectional LSTM encoder and an attention-based LSTM decoder per [97] – with a 
CNN text classifier [98] discriminator model trained to classify summaries as machine or human 
generated.
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