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Rapid changes in parallel computing technology are causing significant changes in the
strategies being used for parallel algorithm development. One approach is simply to write
computer code in a standard language like FORTRAN 77 or with the expectation that the
compiler will produce executable code that will run in parallel. The alternatives are: 1) to
build explicit message passing directly into the source code, or 2) to write source code
without explicit reference to message passing or parallelism, but use a general
communications library to provide efficient parallel execution. Application of these
strategies is illustrated with examples of codes currently under development.

The first example is RAGE, an Eulerian radiation hydrocode with adaptive mesh
refinement. This code was written in FORTRAN 77. It currently executes on the Cray
parallel vector supercomputers (PVP), such as the YMP and the J90, and on the Cray
massively parallel T3D. Its data structure, designed to accommodate adaptive mesh
refinement, is ideally suited to the global shared memories found in PVPs. RAGE executes
reasonably well on the T3D simply allowing the compiler to provide parallelization.
However, in order to achieve better parallel performance and scalability, an exploratory
effort is being undertaken to convert RAGE to FORTRAN 90 and use an underlying
communications library. Examples of RAGE calculations of Richtmyer-Meshkov and
Kelvin-Helmholtz instabilities will be shown.

A different approach is being taken to parallelization of the TECOLOTE code, an Eulerian
hydrocode with high order advection and mixed cell interface reconstruction. This code is
written in C with explicit message passing. However, the message passing is all done in
an isolated set of subroutines, effectively producing a message passing library within the
code. By isolating the message passing, the actual communication calls can be adapted to
the computing platform. It has been very easy to substitute message passing using the
Cray SHMEM library with standard PVM or MPI calls. TECOLOTE will run well on a
wide range of computing platforms from workstations to the T3D, and is expected to run
well on more traditional massively parallel processors (MPP), such as the Intel Paragon.
In the future, another alternative will be explored, in which the TECOLOTE
communications library is replaced with the general POOMA library.

The next approach is to write the code in a standard lan guage, such as FORTRAN 90, with
gather/scatter constructs, but use an underlying communications library, the Parallel
Gather/Scatter Library, PGSLib for the communications. The strategy is a layered one in
which the source code is first written to be optimized by the compiler. Under that layer,
there may be communications calls customized by the user that access a communication
library at the next lower level. The communications library is built on a communication
layer interface to a hardware-specific system communication layer. The communications
library and interface insure that the code is portable, which the system communication layer
is optimized for communications efficiency on each platform of interest.

An example of the use of PGSLib is given with the CHAD code. CHAD is a 3D implicit
hydrocode using an unstructured hybrid grid with all types of elements ranging from
tetrahedra to hexahedra. CHAD also has implicit heat conduction, multiple species,
chemistry, and spray dynamics. CHAD is primarily used for automotive design including
in-cylinder combustion, external aerodynamics, under-hood coolin g, and air conditioning.
Examples to be shown including the mesh partitioning of an automotive piston, and
simulations of swirling flow in an engine and in the stationary vortex Gresho test problem,
compression in the standard spherical Noh problem, and heat conduction throu gh a highly
disordered mesh.

Another example of codes written in FORTRAN 90 and using PGSLib are the
NIKE/ATHENA code for 3D radiation transport, and the TELLURIDE code for simulating




fluid flow and solidification. TELLURIDE calculations of aluminum alloy casting will be
shown.

The strategies described here already give good parallel performance on existing
computers. In order to scale to even greater computing power, we expect that a new
generation of parallel computers will be developed by clustering high-end shared memory
multiprocessors (SMPs). These computers will have the advantage of the shared memory
within an SMP for efficient execution, coupled with the scaling possible by linking the
SMPs with high speed communications. There will be a natural hierarchy of latencies in
such a cluster of SMPs. An important research topic will be to see how well current
parallelization strategies work with the clustered SMPs, and to develop new strategies to
take advantage of their hierarchical nature.
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