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Abstract

The accurate modeling of electromagnetic penetration is an important topic in computational electromag-
netics. Electromagnetic penetration occurs through intentional or inadvertent openings in an otherwise
closed electromagnetic scatterer, which prevent the contents from being fully shielded from external fields.
To efficiently model electromagnetic penetration, aperture or slot models can be used with surface integral
equations to solve Maxwell’s equations. A necessary step towards establishing the credibility of these mod-
els is to assess the correctness of the implementation of the underlying numerical methods through code
verification. Surface integral equations and slot models yield multiple interacting sources of numerical error
and other challenges, which render traditional code-verification approaches ineffective. In this paper, we
provide approaches to separately measure the numerical errors arising from these different error sources
for the method-of-moments implementation of the electric-field integral equation with a slot model. We
demonstrate the effectiveness of these approaches for a variety of cases.

Keywords: method of moments, electric-field integral equation, electromagnetic penetration, code
verification, manufactured solutions

1. Introduction

To model electromagnetic scattering and radiation, Maxwell’s equations, together with appropriate
boundary conditions, may be formulated as surface integral equations (SIEs). The most common SIEs for
modeling time-harmonic electromagnetic phenomena are the electric-field integral equation (EFIE), which
relates the surface current to the scattered electric field, and the magnetic-field integral equation (MFIE),
which relates the surface current to the scattered magnetic field. At certain frequencies, the accuracy of the
solutions to the EFIE and MFIE deteriorates due to the internal resonances of the scatterer. Therefore, the
combined-field integral equation (CFIE), which is a linear combination of the EFIE and MFIE, is employed
to overcome this problem.

These SIEs are typically solved through the method of moments, wherein the surface of the electro-
magnetic scatterer is discretized using planar or curvilinear mesh elements, and four-dimensional integrals
are evaluated over two-dimensional source and test elements. These integrals contain a Green’s function,
which yields singularities when the test and source elements share one or more edges or vertices, and near-
singularities when they are otherwise close. The accurate evaluation of these integrals is an active research
topic, with many approaches being developed to address the (near-)singularity for the inner, source-element
integral [1-10], as well as for the outer, test-element integral [11-15].

Aperture and slot models are commonly used to model electromagnetic penetration through otherwise
closed conducting surfaces. Practically every material interface yields an opportunity for an intentional or
unintentional opening [16]. Through electromagnetic penetration, the exterior and interior electromagnetic
fields interact. Rectangular apertures and slots are some of the most common antennas in practice [17,
Chap. 8|. The highest fidelity approach to capturing the effects of a slot is to explicitly mesh the slot
geometry and include its degrees of freedom in the SIE system. However, because the slot dimensions are
typically very small compared to the overall problem dimensions, a very fine mesh resolution is required in the
neighborhood of the slot, which may require a prohibitive computational expense in assembling and solving
the associated linear system. As an alternative, the slot may be modeled by replacing it with a conceptually
simpler geometry, such as a system of conducting wires embedded in the surrounding surface. While the
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model geometry requires its own mesh elements, the simplified geometry yields a significant reduction in the
overall resolution requirements. Through appropriate boundary conditions, the degrees of freedom associated
with the slot model may be coupled with those associated with the surface. The coupled system may then
be solved in either a monolithic or a segregated, iterative fashion.

The development and validation of aperture and slot models are active research topics [18-25]. In this
work, we focus on the thick slot model described in [26—29], which captures penetration through an aperture
of small electrical depth in a wall modeled with finite thickness. When a slot connects an otherwise enclosed
interior cavity to the exterior of the scatterer, it can be modeled by two thin wires at the apertures that
carry magnetic current. The surface currents on the exterior and interior interact with the respective wire
instead of directly with each other, and the two wires interact with each other. This modeling approach is
illustrated in Figure 1 and described in detail in Section 2.

Code verification plays an important role in establishing the credibility of results from computational
physics simulations by assessing the correctness of the implementation of the underlying numerical meth-
ods [30-32]. Differential, integral, and integro-differential equations may be solved exactly only in special
cases. In the general case, the integral and differential operators must be approximated by discrete operators
to yield a tractable system of equations. The difference between the discrete and continuous operators is
the truncation error. As a result of the truncation error, even if the discretized equations are solved ex-
actly, the resulting solution will only approximately satisfy the original continuous equations, introducing a
discretization error — the difference between the solution to the discrete equations and the solution to the
continuous equations. If the discretization error tends to zero as the discretization is refined, the consistency
of the code is verified [30]. This may be taken a step further by examining not only consistency, but the
rate at which the error decreases as the discretization is refined, thereby verifying the order of accuracy of
the discretization scheme. The correctness of the numerical-method implementation may then be verified
by comparing the expected and observed orders of accuracy obtained from numerous test cases with known
solutions.

To measure the discretization error, a known solution is required to compare with the discrete solution.
Exact solutions are generally limited and may not sufficiently exercise the capabilities of the code. Therefore,
manufactured solutions [33] are a popular alternative, permitting the construction of arbitrarily complex
problems with known solutions. Through the method of manufactured solutions (MMS), a solution is
manufactured and substituted directly into the governing equations to yield a residual term, which is added
as a source term to the governing equations. These modified equations are consequently satisfied by the
manufactured solution, allowing the discretization error to be evaluated.

For code verification, integral equations yield an additional challenge. While analytical differentiation
is straightforward, analytical integration is not always possible. Therefore, the residual source term arising
from the manufactured solution may not be representable in closed form, and its implementation may incur
its own numerical errors. Furthermore, for the EFIE, MFIE, and CFIE, the aforementioned (nearly) singular
integrals can further complicate the numerical evaluation of the source term. Therefore, many of the benefits
associated with MMS are lost when applied straightforwardly to these integral equations.

There are many examples of code verification in the literature for different computational physics dis-
ciplines. These disciplines include aerodynamics [34], fluid dynamics [35-41], solid mechanics [42], fluid—-
structure interaction [43, 44], heat transfer in fluid—solid interaction [45], multiphase flows [46, 47], radiation
hydrodynamics [48], plasma physics [49-52], electrodynamics [53], and ablation [54-58]. For electromagnetic
SIEs, code-verification activities that employ manufactured solutions have been described for the EFIE [59-
62], MFIE [63], and CFIE [64].

As described in [61, 63, 64], SIEs incur numerical error due to curved surfaces being approximated by
planar elements (domain-discretization error), the solution being approximated as a linear combination of a
finite number of basis functions (solution-discretization error), and the approximate evaluation of integrals
using quadrature rules (numerical-integration error).

For the EFIE, Marchand et al. [59, 60] compute the MMS source term using additional quadrature
points. Freno et al. [61] manufacture the Green’s function, permitting the numerical-integration error to
be eliminated and the solution-discretization error to be isolated. Freno et al. [62] also provide approaches
to isolate the numerical-integration error. For the MFIE and CFIE, Freno and Matula [63, 64] isolate and
measure the solution-discretization error and numerical-integration error.

It should be noted that other methods exist for generating exact solutions to scattering problems, such



as constructing a field solution using a superposition of elementary current sources. However, our MMS
approaches have the distinct advantage of being able to yield an analytical solution for the surface current
without singularities. This property enables us to assess the linear system assembly and solution prior to
postprocessing. In the course of doing so, we can isolate and measure the solution-discretization error and
numerical-integration error and detect problems that lead to suboptimal convergence rates.

In this paper, we present code-verification techniques for the method-of-moments implementation of
the EFIE with a thick slot model that isolate and measure the solution-discretization error and numerical-
integration error. We manufacture the electric surface current density, which yields a source term that we can
treat as a manufactured incident field. Given the manufactured electric surface current, we can analytically
solve the continuous slot equation to obtain an exact, known solution for the magnetic current. As a result,
unlike the EFIE, the slot equation does not require the MMS source term. For curved surfaces, the domain-
discretization error cannot be completely isolated or eliminated, but methods are presented in [63] to account
for it in the MFIE. These methods can be applied to the other SIEs straightforwardly. In this work, we
avoid the domain-discretization error by considering only planar surfaces. As in [61, 63], we isolate the
solution-discretization error by manufacturing the Green’s function in terms of even powers of the distance
between the test and source points. With this form, we can evaluate the integrals exactly, thereby avoiding
numerical-integration error. However, on each surface, the interaction between the wire and the surface
introduces a line discontinuity, which contaminates convergence studies. We present an approach to mitigate
this problem and decouple the discretization errors. We isolate the numerical-integration error on both sides
of the equations by canceling the influence of the basis functions. This approach has been demonstrated
for the MFIE [63] and CFIE [64]. With the solution-discretization error and numerical-integration error
isolated, we perform convergence studies for different manufactured Green’s functions and slot depths, with
and without discontinuities and coding errors.

This paper is organized as follows. In Section 2, we describe the EFIE and thick slot model. In Section 3,
we provide the details for their discretization. In Section 4, we describe the challenges of using MMS with
these equations, as well as our approaches to mitigating them. In Section 5, we demonstrate the effectiveness
of our approaches for several different configurations. In Section 6, we summarize this work.

2. Governing Equations

We consider an electromagnetic scatterer that encloses a cavity. The exterior of the scatterer is connected
to the cavity through a narrow, rectangularly prismatic slot, as shown in Figure 1. The length of the slot
L is much greater than the width w and depth d of the slot. The scatterer is modeled as a closed surface
with a finite thickness using the electric-field integral equation for a good, but imperfect, electric conductor.
The slot is modeled by circularly cylindrical wires at its apertures on the exterior and interior surfaces using
transmission line theory. These wires have a small but finite radius a and carry magnetic current. Through
this approach, the interior and exterior surfaces do not directly interact. Instead, the magnetic current on
the exterior wire interacts with the electric current on the exterior surface and the magnetic current on the
interior wire interacts with the electric current on the interior surface. The wires additionally interact with
each other. In this paper, we consider a thick slot model, for which the depth is considered electrically small,
such that the magnetic current on the wires is equal and flows in opposite directions.

It is worth noting that these approximations are due to the slot model, rather than the code-verification
process. The code-verification approaches presented in Section 4 are tailored to this slot model.

2.1. The FElectric-Field Integral Equation
The EFIE is evaluated separately on the exterior and interior surfaces of the scatterer. In time-harmonic

form, the scattered electric field ES due to induced electric and magnetic surface currents on a scatterer can
be computed by [17, Chap. 6]

1
ES(x) = — <ij(x) + Vo(x) + EV X F(X)>, (1)
where the magnetic vector potential A is defined by

A(x) = u// J(x')G(x,x")dS’, (2)



Figure 1: Left: an excerpt of an exterior surface of an otherwise closed scatterer, which contains a slot. The
slot connects the exterior domain to an interior cavity. Right: the slot is replaced with two wires located at
the apertures of the slot.

the electric vector potential F is defined by

F(x) =€ . M(x')G(x,x")dS’, (3)

and, by employing the Lorenz gauge condition and the continuity equation, the electric scalar potential ® is
defined by

o(x) =L [ V- I()G(x,x)dS". (4)
€W Jgr

In (2)—(4), the integration domain S’ = S is the exterior or interior surface of a scatterer, and the prime
notation is introduced here to distinguish the source and test integration domains later in this section.
Additionally, J is the electric surface current density, M is the magnetic surface current density, i and € are
the permeability and permittivity of the surrounding medium, and G is the Green’s function
o—JkR
IR
where R = ||R||2, R = x — %/, and k = w,/ue€ is the wavenumber.

The total electric field E is the sum of ES and the incident electric field EZ, which induces J and M.
For an electric conductor with large but finite conductivity, the tangential component of the total electric
field on S is equal to the product of J and the resistive surface impedance Z, [17, Chap. 1], such that

nxE=nx(ES+Ef)=2ZnxJ, (6)

G(x,x') = ()

where n is the unit vector normal to S. Inserting (1) into (6),
1
nx<wA+V@+vXF+ZJ>:an? (7)
€
From (3) and noting that V x [M(x')G(x,x')] = VG(x,x) x M(x) and VG(x,x') = =V'G(x,x'), in (7),

1V xF(x)= | M) xV'G(x,x)dS’
€ S/



when x is just outside of S. Therefore, in (7) at S,

y (1v X F<x)> = limnx [ M) x VG xS = %M nx [ M)« VGRS (9
where the final term is evaluated through principal value integration. Inserting (2), (4), and (8) into (7)
yields

« (jwu / 3G )8 + é [V 36) VG x)as

M(x') x V'G(x,x")dS’ + ZSJ> + %M =n x EX. (9)
SI

We project (9) onto an appropriate space V containing vector fields that are tangent to S. Noting that
—v-nx(nxu)=v-u (10)

and integrating by parts yields the variational form of the EFIE: find J,M € V| such that

jw,u/ / G(x,x")dS"dS — - / V-v(x) [ V-IEX)G(x,x)dS'dS
’ € S’
— 5/ - (n x M) dS+/ M(x') x V'G(x,x")dS"dS + Z, / v-JdS = / -Efds  (11)
s s s

for all v € V, where the overbar denotes complex conjugation.

The magnetic current is limited to the vicinity of the slot aperture. Along the length of the slot, at
position s € [0, L], there exists a contour C(s) around that side of the surface that bounds a local region, for
which the voltage is approximately constant. Each wire used to model the slot carries a filament line-source
magnetic current L, (s) = I,,(s)s, where s denotes the direction of the wire. I, is related to M by [26]

Ln(s)=2 [ M(x)dl. (12)
C(s)

Denoting the surface of the local region as Sigcal, and using (12),

L
/M )dS = [ M(x)dS = / / x)dlds = 1/ L, (s)ds.
Slocal 2 0

Assuming the local region is small, such that there is no variation with respect to the contour coordinate
¢ [26], in (11), we can write

L
%/S{,.(HXM)dS:i/O V- (n xIL,)ds. (13)

For the other term with a magnetic current contribution in (11), we model each wire as having a small
but finite radius a, such that I, = 2raM [17, Chap. 12], where L,,(s) = I,,(s)s denotes the conventional
magnetic filament current, and I,, = 2I,, due to the reflection resulting from a magnetic current in the
presence of a conducting planar surface [17, Chap. 7]. In our problem, where the slot is in a finite body, this
reflection does not apply, but for consistency with [26-29], we still use this convention. The radius a is an
effective radius obtained through a conformal mapping using the width and depth of the slot [28]. Therefore,
n (11),

27

/ M " x V'G(x,x)dS'dS = / / ) X V'G(x,x")d¢'ds'dS, (14)

0

where

V'G(x,x") =

8G(8R ) 18R¢+6R ) 15)

arR\op” " oy



and

R=\/p*+p* = 2pp cos(¢ — ¢') + (s — 5')2. (16)

In (15) and (16), p is the radial distance from the wire axis, and ¢ is the azimuthal angle. Because the
source integral is evaluated on the wire, p’ = a.
With (13) and (14), (11) is written as: find J € V and I,,, € V™, such that

]wu/ / G(x,x")dS'dS — /V v(x) [ V- IX)G(x,x")dS'dS
’ (309 S’

1 L 27
—f/ V- (anm)ds—i——/\_/(x)-/ L.(s') x V’G(X,X')d(b'ds’dS—!—Zs/\7~JdS:/\7-EIdS
4 Jo dm Js 0 0 s S (a7)
17

for all v € V, where V™ is an appropriate space containing vector fields that are located on and tangent to
the filament and vanish at s =0 and s = L. We can write (17) more succinctly as

Clg,g(-],v) + aS,M(Imvv) = bg (Ezav)v (18)

where the sesquilinear forms and inner product are defined by
ag s(u,v —]wu/ / G(x,x")dS'dS — w/V v(x )/ V' u(x)G(x,x")dS'dS
’ € G
+Z / v(x) - u(x)dsS, (19)
s
1 (L
agm(u,v) = — Z/ v(x) - [n(x) x u(s)]ds + —/ / ) X V'G(x,x’)d¢'ds’d5, (20)
0
be(u,v) = / v(x) - u(x)dS.
s
2.2. The Thick Slot Model

Letting H denote the total magnetic field, the magnetic current along each wire is modeled using trans-
mission line theory [26, 27, 29]:

(v ] o -

where I,,,(0) = I,,,(L) = 0. The transmission line parameters are defined by [27, 29]

Y=Y
L +]wL0

Yo = jwCo,
where

7 27,
o wLo(wLod - QJZS)

represents the effect of the finite conductivity of the metallic slot walls [29]. Lo = pow/d is the interior
inductance per unit length, Cy = epd/w is the interior capacitance per unit length, Z; = (1 + j)R; is the
resistive surface impedance of the walls, R; = \/wpu/(20) is the surface resistance, o is the wall electric
conductivity, p is the wall magnetic permeability, and po and €y are the permeability and permittivity of
free space [26, 27, 29].

Noting that J = n x H [17, Chap. 1] and using (10), (21) can be written as

1/
Ixnt o (Yigg = Yo )L | =0. (22)



We project (22) onto V™ and integrate by parts. This yields the variational form of the slot equation: find
I, € V™ and J € V, such that

L v, (L, Yo [T
/ \’/mo(an)dsf—/ \’/m'I;ndsf—/ v" - I,ds =0 (23)
0 4 Jo 4 Jo
for all v"™ € V™. We can write (23) more succinctly as
am,e(J,v™) + apmy, v™) = 0, (24)

where the sesquilinear forms are defined by

L
apme(u,v) = /0 v(s) - [u(x) x n(x)]ds,

3. Discretization

To solve (18) and (24), we discretize S with a mesh composed of triangular elements and approximate J
with Jj, using the Rao-Wilton-Glisson (RWG) basis functions A;(x) [3]:

Inx) =) JiA;(x), (25)
j=1

where np is the number of RWG basis functions. The RWG basis functions are second-order accurate [65,
pp. 155-156], and are defined for a triangle pair by

g +

2A;rpj7 for x € T}
Ajx)=9q b -, (26)
J 24 p;, forxeT;

0 otherwise

)

where /; is the length of the edge shared by the triangle pair, and Ay and A} are the areas of the triangles
Tj‘Ir and T}~ associated with basis function j. p;' denotes the vector from the vertex of Tj+ opposite the
shared edge to x, and P denotes the vector to the vertex of T opposite the shared edge from x.

These basis functions ensure that J; is tangent to the mesh when using planar triangular elements.
Additionally, along the shared edge of the triangle pair, the component of A;(x) normal to that edge is
unity. Therefore, for a triangle edge shared by only two triangles, the component of J; normal to that edge
is J;. The solution is considered most accurate at the midpoint of the edge [65, pp. 155-156]; therefore, we
measure the solution at the midpoints.

Similarly, we discretize each wire with one-dimensional bar elements and approximate I,, with I}, using
a one-dimensional analog to the RWG basis functions A7*(s):

Ti(s) = > LiA(s), (27)
j=1

where 1" is the number of one-dimensional basis functions. A} is defined for a bar element pair by

&g for s € [s;j_1, sj]
|55 = -1l
mo o
Af(s) =9 54175 o g se [sj, sj+1] .
sj+1 — sj
0, otherwise



Defining Vj, to be the span of RWG basis functions (26) and V}* to be the span of the one-dimensional
basis functions (28), the Galerkin approximation of (18) and (24) is now: find J;, € V}, and I;, € V}, such
that

ag.e(Tn, Ai) + ag pm(In, A;) = be (B, A;) (29)
fori=1,...,np, and
ame(In, A7) + apm(In, A") =0 (30)

fori=1,...,ny".

Equation (29) is evaluated on the exterior and interior surfaces of the scatterer, such that there are
ng** + ni™ unknowns for Jj,. Similarly, (30) is evaluated for the wires on the exterior and interior surfaces.
However, for the thick slot model, I,,, is modeled as equal and opposite at the corresponding locations on the
interior and exterior surface wires, reducing the number of unknowns for Ij, to n;*. Physically, this equality
is due to the assumed invariance of the voltage along the small electrical depth of the slot. The opposite
direction is due to the assumption that n®** = —n'* and the fact that M = E x n [17, Chap. 1].

The discretized system of equations can be written in matrix—vector form as

zJ"=V. (31)
The impedance matrix Z is given by
Aext 0 Bext
Z=10 Aint  _gint | (C(nb+n{]"')><(nb+"17;n)7
Cext _Cint D
where
Ai,j = ag.e (Aj ’Ai )7 At ¢ (C”ZXt Xni’“’ At ¢ (Cn;m ><n§)“t’
sz = ag7M(A§n,AZ. )’ Bext ¢ (anxc xn" ’ Bint ¢ (Cnibmxm,)n ,
Cl,j = CLM,g(Aj ,A;n), CEXt c Rn;’n anx“7 Cint c Rn;n Xn;;"’,
Dzj &S 2aM7M(A?,ATin), D c (C”gn xng® .
Z can be written more compactly as
A B
2= [c D] , (32)
where
ext ext
A= |:g Xint:| e Crexm B = |:gint] e Crexmy C= [cht _Cint] € R™ XM

and np = ng* + ni". The solution vector J " which contains the coefficients used to construct Jy, (25) and
I, (27), is given by

Jhcxt
J-h — Jhint c CanrnZ"
)
Ih
where
ext ext int int
Jh=J;, I ecw, IV ecm,

h=rn 1 ec



J" can be written more compactly as

where

Finally, the excitation vector V is given by

Vgext
V = gint Cnb—i-nl’?”
- V € )
0
where
t ext int int
VE=be(EA),  VET e, v ecom.

V can be written more compactly as

where

4. Manufactured Solutions
We define residual functionals for the surfaces and wires as

’I"gi(u7 V) = ag,g(u, IXZ ) + ag, M (V7 Az ) — bg (EI, Ai), (33)
™M, (u7 V) =am.¢g (u’ Azn) + am,Mm (V7 A:n) (34)

We can write the variational forms from (18) and (24) in terms of (33) and (34) as

re; (J7Im) = a5,5(J3Ai ) + aS,M(ImaAi ) - bé’ (EzaAi) =0, (35)
TMi(J,Im) ZaM,g(J,A;n)+CLM7M(I7”,A;”) =0. (36)

Similarly, we can write the discretized problems in (29) and (30) in terms of (33) and (34) as

re,(In,In) = ag,g(Jh,Al- )+ agﬁM(Ih,Al- ) — be (EI, AZ) =0, (37)
’I"Mi(.]h,:[h) :aM,g(Jh,A;n)JraM,M(Ih,A;") =0. (38)
The method of manufactured solutions modifies (37) and (38) to be
re,(In,In) = re,(Jus, Ims), (39)
rate (In In) = 7u, (T, s ), (40)

where Jyg and Iyg are the manufactured solutions, and rg(Jus, Ins) and raq(Jums, Ins) are computed
exactly.
Inserting (35) and (37) into (39) yields

ag.e(Jn, Ai) + ag pm(In, Ai) = ag e(Jus, Ai) + ag pm(Ins, Ag). (41)



However, instead of solving (41), we can equivalently solve (29) by setting
be (EX, A;) = ag.e(Jus, Ai) + ag m(Tus, As). (42)

Equation (42) is satisfied by

Ef(x) = g / (B2 Ins (x)G(x,x') + V' - Ius(x)VG(x,x') | dS’

L 2
_ i(n(x) x Tygs (%)) Sstor (%) + 4i / Tus(s) x [ VG, x)ddds' + ZoIns(x),  (43)
™ Jo 0

where d40¢ 1S defined such that

be ((n x Inis)dsior, A / A; - (0 x Tyg) S0t dS = / A; - (n x Iyg)ds. (44)
Inserting (36) and (38) into (40) yields
ame(In, A") + apmIn; ATY) = are(Tus, A") + arm(Ius, AF). (45)
As an alternative to solving (45), we can solve (30) by choosing Ins, such that, for a given Jys,
am,e(Ims, A") + ap m(Ins, A") = 0. (46)

With these approaches, the manufactured source term for the EFIE is incorporated through the incident
electric field, and the slot equation does not require a manufactured source term.

4.1. Solution-Discretization Error

If the integrals are evaluated exactly in (29) and (30), the only contribution to the discretization error is
the solution-discretization error. Solving for J* and I" enables us to compute the discretization errors

eJ :Jh—Jn, (47)
e = Ih - 157 (48)

where J,,; denotes the component of Jys flowing from T toT; and I, denotes the component of I flowing
along s at position sj. The norms of (47) and (48) have the propertles lles|| < C3hP3 and |ler]| < CrhPr,
where Cy and Ct are functions of the solution derivatives, h is representative of the mesh size, and py and
pr are the orders of accuracy. By performing a mesh-convergence study of the norms of the discretization
errors, we can assess whether the expected orders of accuracy are obtained. For A;(x) (26), the expectation
is second-order accuracy (py = 2) when the error is evaluated at the edge centers [65]. For AT'(s) (28), the
expectation is second-order accuracy (pr = 2).

These expected orders of accuracy are based on the assumption of smoothness in the equations and their
solutions. For the EFIE, the first term in ag aq(u, v) (20) introduces a discontinuity on the surface where
the wire is located, which is characterized by dgjot, as described in (44). For the manufactured solutions, this
implication is additionally present in EZ (43). This discontinuity will contaminate the convergence studies
used to assess the correctness of the implementation of the numerical methods, reducing the convergence
rate from O(h?) to O(h) [66, 67].

To mitigate the effects of the discontinuity, we first separate the two terms in ag aq(u, v):

ag m(W,v) = ag pmq (W, V) 4 ag vy (1, v),
where

ag my(u,v) = —1/ v - (n x u)ds,

ag my(a,v) /v x / x/ V'G(x,x")d¢'ds'dS,

10



and ag aqq(u, v) is the term that introduces the singularity. We can write Z (32) as

A (B1+By)
7 - [C +B2)| (19)
where By, ; = ag pm, (A]', Ai) € Rand By, ; = ag m,(AJ, Ai) € C. Noting that ag aqq(u,v) = —tam,e(v, 1),

B; = —1CT7, such that (49) can be written as

2= [8 5]

Taking the transpose of C, dividing it by four, and adding it to B, we can solve a modified problem, where
Z is modified to be

A B,
z-|& (50)
and ET (43) is modified to be
Ef(x) = é / (B Ins (x)G(x,x') + V' - Ins (') VG(x,x')]dS’
S/
1 L 27
+ E/ Tvs(s’) x V'G(x,x")d¢'ds’ + Z Ins(x). (51)
0 0

With the modifications in (50) and (51), the discontinuity is removed. The correctness of the implementation
of B is assessed by its successful removal using C, and the correctness of the implementation of C is assessed
through the aforementioned mesh-convergence study.

4.2. Numerical-Integration Error

In practice, the integrals in (29) and (30) are evaluated numerically by integrating over each trian-
gular or bar element using quadrature. These evaluations are generally approximations, which incur a
numerical-integration error. Therefore, it is important to measure the numerical-integration error without
contamination from the solution-discretization error.

In [63], approaches are presented to isolate the numerical-integration error by canceling or eliminating
the solution-discretization error. In this paper, we cancel the solution-discretization error and measure the
numerical-integration error from

ea=TN(2-7)T, (52)
ey = TJH(VI-V), (53)

Jn
7-{uf
Equations (52) and (53) have the properties |e,| < Cy hP* and |ep| < CphPb, where C, and Cj are func-
tions of the integrand derivatives, and p, and p, depend on the quadrature accuracy. Unlike the solution-

discretization error, the numerical-integration error is not contaminated by the discontinuity. Therefore, we
use Z (32) and EZ (43) without applying the modifications presented in Section 4.1.

where

Reference [63] shows that e, (52) and e, (53) are proportional to their influence on the solution-
discretization error.
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Figure 2: Meshed domain with n, = 2240 for d = L**/20.

4.8. Manufactured Green’s Function

Integrals containing the Green’s function (5) or its derivatives, such as those appearing in ag ¢(-,-) (19),
ag m(+, ) (20), and ET (43), cannot be computed analytically. Additionally, the singularity when R — 0
complicates their accurate approximation, potentially contaminating convergence studies. Therefore, as is
done in [61, 63], we manufacture the Green’s function, using the form

R2 q
Gus(x,x") = Gy(x,x') = Gy (1 - RQ) ; (54)

where Go = 1m™!, ¢ € N, and R, = maxx x'es [t is the maximum possible distance between two points
on the domain. The even powers of R permit the aforementioned integrals to be computed analytically for
the basis functions, as well as for many choices of Jys and Iyg, avoiding contamination from numerical-
integration error.

5. Numerical Examples

In this section, we demonstrate the approaches described in Section 4 by isolating and measuring the
solution-discretization error (Section 4.1) and the numerical-integration error (Section 4.2).

5.1. Domain and Coordinate Systems

We consider the case of a cubic scatterer with a triangularly prismatic cavity. There is a rectangularly
prismatic slot that connects the exterior of the scatterer to the interior cavity. The slot is modeled by two
wires at the apertures. The domain is shown in Figure 2. The dimensions of the domain are shown in
Figure 3, where L®* = 1 m, and

Lext Lext

y W=
3

Lext Lext

Lint _ 2Lext L = aint _ Lext int _ LLXt slot _ 20 =

3 ’ 50 ’ 6 ’ 6 ' 3’ 2
Additionally, we consider the presence of By and By together and separately in (49), with the corresponding
terms in bg (EZ, A;) adjusted accordingly; two manufactured Green’s functions (54): G1 and Ga; and three
depths: d; = L¥™*/10, d3 = L*™*/100, and d3 = L®*/1000. These three depths, along with the choice of
width, test the two conformal mapping approaches, which are chosen based on the depth-to-width ratio [28].
We set the permeability and permittivity of the surrounding medium to those of free space: yu = pg and
€ = €p, we set the wavenumber to k = 27 m™~!, and we set the electric conductivity o to that of aluminum.
An example discretization is shown in Figure 2 with n, = 2240 total triangles for the exterior and interior
surfaces and four bar elements for each of the two wires.

12
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a int Lmt
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z (leot

bslot (tint
L> Y T J

Figure 3: Dimensions of the domain.

To manufacture the surface current, we introduce coordinate systems that wrap around the lateral surfaces
of the exterior and interior domains. We use &, which is described in Table 1 for the cube and Table 2 for the
triangular prism. For this coordinate system, n = y and £ is perpendicular to y, wrapping clockwise around
y along the surfaces for which n-e, = 0. For the cube, n € [0, 1]L®* and £ € [0, 4]L®**, beginning at z = 0
and z = L% For the triangular prism, n € [a™®, "], and £ € & + [0, 3]L™¢, where & = 3(LS* — Lnt)/2,
beginning at * = xp and z = z3. For both the cube and the triangular prism, the wires are aligned with
£w = 3LY/2 for n € [a1°%, b%1°Y]. For the cube, we additionally use & #» which is described in Table 3. For
this coordinate system, = x and £ is perpendicular to x, wrapping clockwise around x along the surfaces
for which n - e, = 0. Additionally, n € [0, 1]L°**, and & € [0, 4]L°**, beginning at y = L*** and z = 0.

5.2. Manufactured Surface Current

To manufacture compatible surface currents on the exterior and interior surfaces, we use (22). For the
exterior wire,

S- [Je"t x n™ + éll(YL;f? - YC)I‘;’L“} =0, (55)
and, for the interior wire,
s - [Jint x n'™ I(YLd2 - YC> Ii“t} =0. (56)
4 ds? m
Since n®* = —n™ and I&* = —Tt (55) and (56) are combined to yield
s+ [(I™F = ™) x n™'] = 0. (57)

In the &;-coordinate system, s = e,, and n®** = e¢,, such that (57) requires that
JeXt c €y = Jint c€¢y- (58)

We manufacture surface current densities for the cube and triangular prism using the aforementioned
coordinate systems. For the cube,

Jus(x) = Je, (§p)ee, + Je, (€ )ec, - (59)
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] n; 50_7 [ga_j ) gb]‘} ng
0 1 [ 1 0 0_

1 0 0 [0, 1] Lext 0 1 0 Lext
1 0 | 0 0 1_
0 -1 -1 0 0'

2 0 0 [2, 3] L&t 0 1 0 et
-1 0 | 0 0 - 1_
1 0 [0 0 1_

5 0 0 [1, 2] L 0 1 0 e
0 -1 |1 0 O_
-1 0 [0 0 - 1_

6 0 0 [3, 4] Lot 0 1 0 et
0 1 | 1 0 O_

Table 1: Transformation between &€, and x for Face j of the cube. The normal n points outward (+(g).

J n; &, [€a;» b)) xp, (§)
ﬁ —a _—Oé 0 _ﬁ xlnt Llnt 61)
1 0 0y & +[2,3)LM 0 1 0
o B | B 0 —af B( Le"t &1)
B Q r o 0 _ﬂ 1nt Lmt + 60)
2 0 0p & +[0, 1]L™ 0 1 0
—a ﬁ i ﬁ 0 O{_ /8 cht )
-1 0 0o 0 1] wint
3 0 0 &+ (1, 2]L™ 0 1 0]|&+ 0
0 -1 -1 0 0] L™ )2 4+ &,

Table 2: Transformation between &, and x for Face j of the triangular prism. The normal n points inward
(=Co). a«=+3/2, B =1/2, & = (3L — L™) /2, & = & + 3L™, €, = 3L=Y/2.

J n; £¢_7» [ga_ja gb]‘} X, (5)
0 0 [0 1 0] 0
1 0 ~1 [1,2]L<* |-1 0 O0f&+ Lt
1 0 0 0 1] 1
0 0 0 1 0] 0
2 0 1 3, 4] Lot 1 0 0|é&-{3pL%
~1 0 L 0 0 —1] 0
0 0 0 1 0] 0
3 1 0p [0, 1Lt 0 0 1|&+{1pL>
0 1 10 0] 0
0 0 [0 1 0] 0
4 {-1 0 [2, 3]Lext 0 0 —1|&+40p L
0 —1 -1 0 0] 3

Table 3: Transformation between &, and x for Face j of the cube. The normal n points outward (+(g)-
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For the triangular prism,

Jus(x) = Jg, (§g)ee, - (60)

In (59) and (60), e¢, = (9x/0)y, and e, = (9x/0)y, in the x-coordinate system. Additionally,

Jeo (§) = JoSfes (€)gne (n), (61)
Jf(p (5) = J0f£¢> (g)gﬂqs (77)7 (62)

where Jy =1 A/m, and

ff(p § sin (§ £2
_n—a™ int i
sin® , for n € [a™, ™Y
g’f]e Llnt ) I
otherwise
n, (1) = sin’ Lext

For the cube, v = 7/(2L%"), & = 0, and & = L®/2; for the triangular prism, v = 2r/(3L") and
§1 = 5L /4. At the wire locations, where &, = 3L"/2, J&* = J@*, such that (58) is satisfied.

These equations are chosen because g,,(n) and g,, (1) are of class C?, and fe,(€) and fe ,(§) are periodic
with minimal oscillations, such that finer meshes are not required for mesh-convergence studies. In Figures 4
and 5, (61) is plotted for the cube and triangular prism, and (62) is plotted for the cube.

5.8. Magnetic Current

Next, instead of arbitrarily manufacturing Ins, we choose Iygs to satisfy (46), given our choice of Jys.
With I,,,(s) = L, (s)s and using the &y-coordinate system, (22) for the external wire becomes

2

1 d
—Je, (§) + 1 (YLdSQ - Yc) I.(s) =0, (63)
where s = 1 — a*'°*, and the boundary conditions are I,,,(0) = I,,(L) = 0. Solving (63) yields

In(s) = Co {cl cosh@) +Cy sinh@) +Cy sin(w) +Cy sin(M)],

Llnt Llnt
where
J ) Lint? mAa _ (3nAa L L
Oy = OfEH)(/sz ., C,=3Y7; sm( Tt ) -Y, sm(Lint ), Cy=—-C; coth(z) +Cs Csch<Z>,
TAb . [ 3TAb
C3 = —-3Y1, Cy=Ys, Cs; =31 sm<Llnt > -Y5 sm(Lint),
Aa = aslot o aint, Ab = bslot o aint, 7 — /YL/YC;

Yy = LYo 4+ 97%Ys,  Ye = LY + 2V

For d € {dy,ds,ds}, Figure 6 shows the real and imaginary components of I,,(s), normalized by Iy =

feo (§w) V
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Figure 4: Manufactured surface current density Jus: Je, (61) for the cube (top) and triangular prism
(middle), and J¢, (62) for the cube (bottom).

Maximum Number of Number of Convergence
integrand degree triangle points  bar points rate
1 1 1 O(h?)
2 3 — O(h%)
3 4 2 O(ht)
4 6 — O(h")
5 7 3 O(h®)

Table 4: Polynomial quadrature rule properties.

5.4. Numerical Integration

When solving (29) and (30), numerical integration is performed using two-dimensional polynomial quadra-
ture rules for triangles and one-dimensional polynomial quadrature rules for bars. For multiple quadrature
point amounts, Table 4 lists the maximum polynomial degree of the integrand the points can integrate ex-
actly in two dimensions [68, 69] and one dimension [70, Chap. 5], as well as the convergence rates of the errors
for inexact integrations of nonsingular integrands. The properties listed assume optimal point locations and
weights.

When integrating the left-hand sides of (29) and (30), we note that, in (29), the maximum polynomial
degree of the two-dimensional test and source integrands of ag ¢(Jp, A;) is 2¢+ 1. The maximum polynomial
degree of the one-dimensional integrand of a¢ My (In,A;)is 1. Forag, M2(Ih, A;), the one-dimensional integral
with respect to ¢’ is precomputed. The maximum polynomial degree of the one-dimensional integrand with
respect to s’ is 2¢ — 1. The maximum polynomial degree of the two-dimensional test integrand is 2q.
In (30), the maximum polynomial degrees of the one-dimensional integrands are 1 for aae(Jp, Aj") and
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—02} —0.5} .
—04} _ -lof .
_ —06F S 15} 1
~ X
T —08F} — 4 — —20°F — 4 1
~ i
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~
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-16} —4.0F .
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(a) I, (0) I,

Figure 6: Real and imaginary components of I,,, = I, + jI,, for 3 depths.

2 for ap,pm(In, Aj"). Therefore, for Gy, four quadrature points integrate exactly for triangular elements
and two points integrate exactly for bar elements. For G, seven quadrature points integrate exactly for
triangular elements and two points integrate exactly for bar elements.

When integrating the right-hand side of (29), we note that the terms in EZ (43), excluding Z,Jys and
(n x Ins)dsiot, are polynomials that do not exceed degree 2g. The corresponding terms in bg (EZ , Ai) do not
exceed degree 2g+ 1 and can be integrated exactly for triangular elements using four points for G; and seven
points for G5. The contributions to bg (EI, Ai) from be(ZsJIus, A;) (43) and bg((n X Invs)Ostot Ai) (44) are
computed analytically.

5.5. Solution-Discretization Error

To isolate and measure the solution-discretization error, we proceed with the assessment described in
Section 4.1 to remove the discontinuity. As mentioned in Section 5.1, we consider three cases:

e B; #0and B; =0,
e B; =0and B; #0,
. Bl#OandBQ;«éO.

When B; # 0, we remove the discontinuity; when B; = 0, there is no discontinuity to remove. The integrals
on both sides of (29) and (30) are computed exactly.

Figure 7 shows the L*>°-norm of the discretization errors in (47) and (48): |[les||,, and |eg]|,,, which
arise from only the solution-discretization error. Error norms are shown for Gys € {G1, G2} (54) and
d € {dy, da, d3}. Removing the discontinuity for the case with By # 0 and By # 0 in Figures 7e and 7f
yields the same errors as the case with By = 0 and By # 0 in Figures 7c and 7d. The convergence rates for
all of these cases are O(h?), as expected.

To demonstrate the consequence of not using the approach described in Section 4.1, Figure 8 shows the
convergence rates for B; # 0 and By # 0 when the discontinuity is not removed. When the discontinuity
is not removed, Z is defined by (32) instead of (50), and E7 is defined by (43) instead of (51). For the
meshes considered, asymptotic convergence is not demonstrated. Though |eg|| is approximately O(h?) in
Figure 8b, |les|| ., does not decrease with refinement in Figure 8a.

In light of the results in Figure 8, a natural concern is whether (43) has been correctly implemented. To
assess this, we reconsider the system of equations (31):

At
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0.5F
0.0 f 1
—05f 1 =
&,
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~15f T~ .
—— Gy, dy G, dy .
90—+ Gu 2 Go, dy \\ |
—— G, d3 Go, ds —
_95 . . . . . . . .
1.3 14 1.5 1.6 1.7 1.8 1.9 20 21 2.2
log, /7
(a) B1 #0,B2=0,e=-¢ey (47)
1.0 T T T T T T T T
0.5F 1
0.0 f J
0.5} 1 =
&
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~15} < ]
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Figure 7: Solution-discretization error: ¢ = ||e|| , with the discontinuity removed when B; # 0.
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Figure 8: Solution-discretization error: € = ||e||  with the discontinuity.

We first decouple the interaction of the discretization errors ey and ey by modifying (64) to be

A 0] [J" V¢ —BI,

o o)) -} &
where J,, (47) and I; (48) are the exact solutions. In (65), ey and ey are independent of each other (ey <+ er),
but still depend on both Jyg and Ing. Solving (65), Figures 9a and 9b show that, by decoupling ey and ey,
les]l, is O(h) in Figure 9a and |ler||, is O(h?) in Figure 9b, both as expected.

Next, instead of fully decoupling the discretization errors, we remove the influence of er on ey, but we
preserve the influence of ey on er (ey — er). The modification to (64) is

A o] [J" V¢ - BI,
oo {n) = {7 0™} 9
Solving (66), Figures 9c and 9d show that ||es||, is O(h) in Figure 9c, which, in turn, causes |eg||, to be

O(h) in Figure 9d.
Finally, we remove the influence of ey on er, but we preserve the influence of ey on ey (ey < eg). The

modification to (64) is
A B] (I A%
o ol{v) - et i

Solving (67), Figures 9e and 9f show that |er||_ is O(h?) in Figure 9f and ||eg|| is O(h) in Figure 9e, both
as expected.

It is worth noting that, while the expected convergence rates are obtained in Figure 9 from solving (65)—
(67), |les],, is much greater in Figure 9 than in Figure 8 from solving (64). However, the lack of convergence
of |leg]|,, from solving (64) renders traditional convergence studies ineffective. This issue is mitigated by
removing the discontinuity, as described in Section 4.1 and shown in Figures 7e and 7f.

5.6. Numerical-Integration Error

To isolate and measure the numerical-integration error, we perform the assessments described in Sec-
tion 4.2. For Gy, Figures 10 and 11 show the numerical-integration error e, (52) for d; and ds. We consider
different amounts of triangle quadrature points for each simulation. The simulation entries in the legends
take the form ng X ng, where nfl and ny respectively denote the amounts of quadrature points used to eval-
uate the test and source integrals. The numerical-integration error is nondimensionalized by the constant
go = 1 A-V. For the subfigures in the left columns of Figures 10 and 11, the number of bar quadrature
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Figure 9: Solution-discretization error: ¢ = |e||,, with the discontinuity for different discretization error
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Figure 10: Numerical-integration error: € = |e,| (52) for G2 and d; with different amounts of quadrature
points.
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Figure 11: Numerical-integration error: € = |e,| (52) for G2 and d3 with different amounts of quadrature
points.
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points is chosen to match the convergence rates of the triangle quadrature points (ng = ﬁg). The entries in
the left column of the legends are for reference convergence rates. The simulation entries in a given row are
expected to have the same convergence rates as the reference rate, as listed in Table 4. Because B; is exactly
evaluated with ng =1, the errors for By # 0 are the same when B; = 0 and B; # 0. Each of the solutions
in the left columns of Figures 10 and 11 converges at the expected rate. For the finest meshes considered,
the round-off error arising from the double-precision calculations exceeds the numerical-integration error.
To test the ability to detect a coding error, we set ng =1 for all of the cases for the subfigures in the right
columns of Figures 10 and 11. The cases with the coding error all have convergence rates that are O(h?).
Therefore, this approach detects the coding error.

For G, Figures 12 and 13 show the numerical-integration error e, (53) for d; and ds. In the legend
entries, the number is the amount of triangle quadrature points used to evaluate the test integrals. For the
subfigures in the left columns of Figures 12 and 13, the number of one-dimensional quadrature points is
ng = ﬁg. Each of the solutions in the left column of Figures 12 and 13 converges at the expected rate listed
in Table 4 until the round-off error exceeds the numerical-integration error. To test the ability to detect a
coding error, we set ng = 2 for the cases where ﬁg > 2 in the right columns of Figures 12 and 13. The cases
with the coding error have convergence rates limited to O(h*) when B; # 0. When B; = 0, ng is not used

to compute bg (EI , Ai). Therefore, this approach detects the coding error.

6. Conclusions

In this paper, we presented code-verification approaches for the method-of-moments implementation of
the electric-field integral equation and a thick slot model to isolate and measure the solution-discretization
error and numerical-integration error. We manufactured the surface current density, which yielded a source
term that we could treat as a manufactured incident field in the EFIE. Given the manufactured surface
current, we were able to obtain an analytic expression for the magnetic current that did not require a source
term in the slot equation.

We isolated and measured the solution-discretization error by integrating exactly over the domain. To
integrate exactly, we manufactured the Green’s function in terms of even powers of the distance between
the test and source points. On each surface, the interaction between the wire and the surface introduced
a line discontinuity, which contaminated convergence studies. We mitigated this problem by removing the
discontinuity using other entries from the matrix that undergo code verification. We additionally kept the
discontinuity and varied the interaction between the discretization errors to demonstrate the implications.

To isolate the numerical-integration error, we removed the solution-discretization error by canceling the
basis-function contribution. We demonstrated the ability to detect a coding error on both sides of the
equations.

For both approaches, we performed convergence studies for a variety of cases for which we achieved the
expected orders of accuracy.
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