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Shadow molecular dynamics and atomic cluster expansions for flexible charge models
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2 Theoretical Dwision, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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A shadow molecular dynamics scheme for flexible charge models is presented, where the shadow
Born-Oppenheimer potential is derived from a coarse-grained approximation of range-separated
density functional theory. The interatomic potential, including the atomic electronegativities and
the charge-independent short-range part of the potential and force terms, are modeled by the linear
atomic cluster expansion (ACE), which provides a computationally efficient alternative to many ma-
chine learning methods. The shadow molecular dynamics scheme is based on extended Lagrangian
(XL) Born-Oppenheimer molecular dynamics (BOMD) [Eur. Phys. J. B 94, 164 (2021)]. XL-BOMD
provides a stable dynamics, while avoiding the costly computational overhead associated with solv-
ing an all-to-all system of equations, which normally is required to determine the relaxed electronic
ground state prior to each force evaluation. To demonstrate the proposed shadow molecular dynam-
ics scheme for flexible charge models using the atomic cluster expansion, we emulate the dynamics
generated from self-consistent charge density functional tight-binding (SCC-DFTB) theory using a
second-order charge equilibration (QEq) model. The charge-independent potentials and electroneg-
ativities of the QEq model are trained for a supercell of uranium oxide (UO2) and a molecular
system of liquid water. The combined ACE + XL-QEq molecular dynamics simulations are sta-
ble over a wide range of temperatures both for the oxide and the molecular systems, and provide
a precise sampling of the Born-Oppenheimer potential energy surfaces. Accurate ground Coulomb
energies are produced by the ACE-based electronegativity model during an NVE simulation of UO2,
predicted to be within 1 meV of those from SCC-DFTB on average during comparable simulations.
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I. INTRODUCTION

Atomistic simulation methods are currently undergo-
ing a revolution thanks to new machine-learning tech-
niques that can provide highly accurate short-range in-
teratomic potentials [IHI5]. However, these short-range
potentials have limitations, as they do not capture im-
portant non-local quantum-mechanical effects, as well as
the long-range electrostatic interactions and associated
charge relaxations. As a result, they may not be suitable
for many real-world applications.

It is possible to account for the long-range charge-
dependent interactions and generate more general and
accurate atomistic models by combining machine learn-
ing techniques with some explicit representation of the
electronic structure, for example, polarizable flexible
charge models [I6H24]. Unfortunately, these methods in-
troduce a dramatic increase in the computational cost,
because of the long-range Coulomb interactions between
the atom-centered flexible charges, which limits their ap-
plicability. The computational cost comes from hav-
ing to solve all-to-all systems of equations to determine
the long-range charge relaxations (or equilibration) prior
to each force evaluation as the atoms move. We will
present a general formulation for hybrid machine learned
and flexible charge models that avoids this overhead.
The theory is based on extended Lagrangian (XL) Born-
Oppenheimer molecular dynamics (BOMD) [21, 25H34]
in its most recent shadow potential form, which can in-
clude the long-range charge relaxations with little or no
extra cost beyond a static charge model [21],85]. The flex-
ible charge models can be combined with linear atomic
cluster expansions (ACE) [11, 14}, [36] for the short-range
charge-independent parts of the interatomic potentials
and for the atomic electronegativities. The linear ACE
provides a tunable and systematically improvable accu-
racy in the description of local atomic properties. It
also reduces the cost compared to alternative machine
learning methods based on deep neural networks or ker-
nel ridge regressions [14, [37) 38]. The combined shadow
molecular dynamics and ACE for flexible charge models
therefore represent a natural choice for atomistic simula-
tions that combines computational efficiency with accu-
racy.

The Born-Oppenheimer potential of the polarizable
flexible-charge models that we will use to describe the
atomic interactions can be derived from a coarse-grained
approximation of a range-separated first-principles den-
sity functional theory (DFT) [39H44]. The range separa-
tion of the energy contributions between short and long-
range interactions is important, because the ACE can
only be used for atomic properties that are determined
by their local environment, whereas non-local dependen-
cies would lead to an explosion in the dimensionality,
which in practice prohibits any meaningful parameteri-
zation. Instead, the long-range potential and forces will
be included from the known Coulomb interactions be-
tween atom-centered flexible charges.

To derive the flexible charge models, the range-
separated energy functional of DFT is expanded in fluc-
tuations of the electron density around a reference den-
sity of overlapping electron densities of non-interacting
neutral atoms. This expansion can, at least in princi-
ple, be extended to any order. Here we will use only the
second-order expansion of the DFT energy functional.
Our derivation of the Born-Oppenheimer potential for
the coarse-grained flexible charge models is in many ways
similar to the derivation of self-consistent charge density
functional tight-binding (SCC-DFTB) theory [35 45-
54], but instead of representing the electron density with
single-particle orbitals, we will use a coarse-grained atom-
centered multipole expansion for the charge fluctuations
of each atom [35] 55, [56]. The corresponding energy ap-
proximation defines the flexible charge model. The Born-
Oppenheimer potential is given by the relaxed ground
state for the flexible charges, which, in general, requires
some iterative solver. This potential energy surface is
then approximated by a shadow Born-Oppenheimer po-
tential that avoids the costly iterative charge relaxation
process that normally is required to find the relaxed elec-
tronic ground state charges [35]. The concept of shadow
potentials (or shadow Hamiltonians) [57HG3] is closely re-
lated to a backward error analysis and has been used fre-
quently in the design of symplectic integration schemes
that provide excellent accuracy and long-term stability.
Here the shadow potential concept for molecular dynam-
ics simulations is applied to the polarizable charge mod-
els. The shadow Born-Oppenheimer potential is then
included in the framework of XL-BOMD that enables
highly efficient and stable simulations. Related methods
have been developed previously [31), 82, 34, 64], but with-
out the full benefit of a shadow potential and the latest
generalized formulations of XL-BOMD that are applica-
ble also to flexible charge models derived from coarse-
grained orbital-free DFT [21], 35].

To demonstrate our shadow molecular dynamics and
ACE scheme for flexible charge models we will use only
the lowest-order monopole expansion of the local atomic
charge fluctuations in its simplest form. In this case the
polarizable monopole model becomes a shadow molecular
dynamics version of well-established charge equilibration
(QEq) models [16, 17, 23] 35]. To describe the short-
range interaction potentials and the atomic electronega-
tivities of this shadow XL-QEq model we use the linear
ACE with SCC-DFTB theory as our reference.

To evaluate and demonstrate the applicability of ACE
combined with our extended Lagrangian shadow molec-
ular dynamics for the monopole charge equilibration
(ACE+XL-QEq) model we will use two separate testbed
systems. The first testbed is UO9, which is a solid fre-
quently used as nuclear fuel. The second testbed is
a molecular system of liquid water (H2O). These two
testbed systems represent very different challenges for
the ACE4+XL-QEq scheme.

Our main goal is to present and demonstrate the gen-
eral theoretical formulation of the shadow molecular dy-



namics scheme and ACE for flexible charge models and
how the costly long-range charge relaxation problem can
be avoided without any significant loss of accuracy. Pro-
viding ab-initio level interatomic potentials that can be
used to study UOs or water under general conditions is
not our goal.

Some of the key equations that summarize our theory
are given in Egs. . These equations
describe the second-order shadow energy functional, the
Born-Oppenheimer potential energy surface, the equa-
tions of motion, and the low-rank Krylov subspace ap-
proximation for the integration of the extended electronic
degrees of freedom.

The framework is implemented using LAMMPS [65],
60] and a modified, developers version of the LATTE
software packages [27, [67H70]. Atomic units are used
throughout the text. ACE models of the energy and
the electronegativity are enabled by the FitSNAP [71]
and LAMMPS software packages. The training soft-
ware, FitSNAP, may be used to train machine-learned
descriptor-based interatomic potentials using a wide ar-
ray of model forms and atomic environment descriptors.
The FitSNAP training software leverages a computation-
ally efficient LAMMPS back end for calculating descrip-
tors and descriptor gradients used to train models. The
ACE descriptors may be defined up to arbitrary body-
order. This N-body truncation is used to systematically
achieve an optimal cost to accuracy trade off for both
short range energetics as well as models of electronegativ-
ity that vary with bond environment. Given their compu-
tational efficiency and versatility, ACE models are ideal
candidates for coupled short-range, machine-learned po-
tentials and long-range charge relaxation parameteriza-
tions. All of which may be trained with the open source
version of FitSNAP and its corresponding libraries.

It is noted that ACEs may be constructed such that
they depend on charge or charge transfer variables
through the descriptors [36]. The ability to generalize
ACE models is powerful, but equilibrating charge during
dynamic simulations of explicitly charge-dependent ACE
models has not yet been addressed. To achieve this, we
decouple the charge dependence from the ACE descrip-
tors and instead model a charge dependent part of the
systems with a flexible charge model derived from coarse-
grained orbital-free DFT. The influence of bond environ-
ment on charge transfer is captured in a secondary ACE
of the electronegativities in this flexible charge model, in
addition to short-range energetics. As we will show, this
additional flexibility over QEq models with fixed atom-
dependent electronegativities can be important.

II. COARSE-GRAINED RANGE-SEPARATED
DFT

Flexible charge models can be derived directly from
first-principles Hohenberg-Kohn DFT [39, 4T, [42]. Here

we will use an approach similar to what originally was
used to derive SCC-DFTB theory, but instead of us-
ing molecular orbitals to describe the electron density,
we will use atom-centered multipole expansions. This
gives us a coarse-grained representation of DFT, without
the effective single-particle details of an orbital-resolved
Kohn-Sham DFT. To be able to separate long-range from
short-range interactions we first present a simple range-
separated form of Hohenberg-Kohn DFT.

A. Range-separated Hohenberg-Kohn DFT

In Hohenberg-Kohn DFT [39, 41, [42] the Born-
Oppenheimer potential, Ugo(R), is given by a con-
strained minimization over all or physically relevant (or
v-representable) densities, p(r), where

Uo(R) = mjn { E(R ) \ [owa=n.}.

Here E(R, p) is a range-separated Hohenberg-Kohn en-
ergy functional of the electron density, which is defined
by

E(R, p) = Fslo] + Eulp] + / Vi (R, 2)p() e + Vo (R).

(2)
Here Fs[p] = Fux|[p]— Enlp], which is the short-range (S)
part of the universal Hohenberg-Kohn density functional,
Fuk|p], after the long-range Hartree-term,

Bl = 5 [ S22 dvar 3)

has been subtracted. The Hartree term is then added
separately to E(R, p) in Eq. (2) [72]. Vext (R, 1) is the ex-
ternal potential from the atomic ions at atomic positions,
R = {R;}, where R; = [Ry,, R;,, R;.], and V,,,(R) is
the ion-ion repulsion.

B. Charge-fluctuation expansion to second order

To derive a coarse-grained expression for the range-
separated energy functional, E(R,p), that is useful to
ACE and machine learning methods, we may follow the
recipe of SCC-DFTB theory [35] [46H49] [55] 56], where
the range-separated energy functional, E(R, p) is approx-
imated by an expansion in the fluctuations, Ap(r) =
p(r) — pree(r), around some reference electron density,
pref(r).  In general, we assume prf(r) is given from
the overlap of atom-centered electron densities of non-
interacting neutral atoms. A second-order approxima-
tion, B (R, Ap) ~ E(R, p), is then given by
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which implicitly defines the interaction terms, VS(O) (R),
Vs(l)(r), and VS(2) (r,r'). Additionally, Vii[pret](r) is the
Hartree potential, where

Vi [pref] (I‘) =

_ Pref(r')
Pref N / |I' - 1"| . (5>

The electron-density fluctuations can be expanded to
any order, but here we will only use the second-order ap-
proximation, E) (R, Ap), as defined through the expres-
sion above. However, the theory is, at least in principle,
straightforward to generalize also to higher orders.

The range-separated second-order energy functional,
E®)(R, Ap), has several important features. It clearly
separates the terms dependent on the fluctuations in
the electron density from the Ap-independent, ngo) (R),

term. It is easy to see that VS(O)(R) is short-ranged if
we assume that the reference density, pref(r), is given
by overlapping short-range electron densities of non-
interaction neutral atoms. ngo)(R) should therefore be
well-suited to approximate with ACE and other ma-
chine learning methods, where atom-projected energy
contributions are estimated from their local atomic envi-
ronments. A sum of such atom-projected energies can
then be used to represent VS(O) (R). Also the second
term, Vs(l)(R, r), in Eq. is short-ranged. This can
be understood from the fact that the Hartree potential,
Vi [pret] (r), of overlapping neutral charge densities shields
the external potential from the ions, Vex (R, 1), already
at short distances, and that Fg[p] is short-ranged or

“nearsighted”. Also the third non-local term, Vb@(r, r'),
is short-ranged because of the nearsightedness of Fg[p].

The energy terms from VS(I)(R7 r) and VS(Q) (r,r’) should
therefore, at least in principle, also be well-suited for
ACE and machine learning methods that can capture the
effects of the local environment of each atom. All the re-
maining long-range interactions are captured separately
by the electrostatic Hartree term, Ep[Ap], between the
electron-density fluctuations, Ap(r), in the last term of
Eq. . Addititional long-range dispersive interactions
can be added separately, but will not be considered here.

(

C. Coarse graining

If we represent the charge fluctuations, Ap(r), in
Eq. , using molecular orbitals, we can recover the
regular formulation of second-order SCC-DFTB theory,
with the effective single-particle details of an orbital-
resolved Kohn-Sham DFT. Here we will instead approxi-
mate the fluctuations in the electron density, Ap(r), with
more coarse-grained atom-centered local partial densities
[35L [55L [56] expressed in an atomic-orbital-like expansion,

>

I,Le{nlm}

Ap(r) = nrLérL(r), (6)

where 1 = {1y} are the expansion coefficients. The ba-
sis functions, {¢rr(r)}, are local and centered around
each atom I at position, Ry, where L € {nlm} is a
convenient multi-index for the radial and angular com-
ponents. In this multipole expansion, the | = 0 and
m = 0 basis functions are spherically symmetric (s-
orbitals) and contain the net partial electron occupations
surrounding each atom at Rj;. For all other orbitals
J ¢rr(r)dr = 0, I > 0. The choice of physically moti-
vated basis functions can in principle allow for a natural
v-representability of the density fluctuations. However,
there is no guarantee that the fluctuations avoid solu-
tions where p(r) < 0 in Ap(r) = p(r) — prer(r), which
would allow an unphysical amount of electron transfer
between atoms, for example, where more than one elec-
tron is transferred from a single hydrogen atom.

Inserting Eq. @ in the expression for E?)(R, Ap) in
Eq. we get

E?(R,n) = V" (R)+ Y xrwnn
IL

1
T3 IL;LI nie Cro,re +yiL,rw) nrr, (7)

where we have used the integral expressions,
XIL :/ngl)(R7 r)¢rL(r)dr, (8)

FIL,I’L’ :// ¢IL(r)VS(2)(R7 r)¢I’L’(F/)drdr’7 (9)
YIL,I'L :/ Gr1(r)¢r(r')

drdr’.
v —1|



The first two set of terms, {xr} and {I';L 1/}, are both
short-range, because Vs(l)(R, r) and VS(Q)(R, r) are short
range. They are therefore, at least in principle, well-
suited to approximations using ACE and machine learn-
ing methods. Although, they could also be calculated
directly from DFT.

The Born-Oppenheimer potential, Ugo(R), in Eq. ,
can now be approximated by a coarse-grained second or-
der Born-Oppenheimer potential, U(Q)( R) =~ Upo(R),
which is given from the constrained minimization of
E@)(R,n) with respect to the expansion coefficients,

{UIL}, i.e.,

Uso(R) = min { E@(R, =0.
Bo(R) Hgn{ n) | Z”1L|z 0 } 11)

The corresponding relaxed ground-state electron density
distribution is given by
=0 } , (12)

Z niE o (r (13)

7™ = arg min {E(2) R
n

Aprmn

The constraint, > ,; nrrli=o = 0, is included to make
sure that no net charge is created or removed in the fluc-
tuations around the reference density, pyef(r), which here
is assumed to be the density of overlaping electron densi-
ties of non-interacting neutral atoms. The representabil-
ity condition of the total electron density is assumed to
be automatically fulfilled by the choice of basis-set expan-
sion functions, though, once again, there is no guarantee
that we avoid unphysical amounts of charge transfer.
The energy function, E®(R,n), is quadratic in the

density fluctuations and the relaxed ground state solu-
min

tion, ™", is then given from the solution of a linear
system of equations,
IOEA (R,
oE_ Ry, (14
onrr

ZUIL|1=0 =0, (15)
1L

where the charge constraint in Eq. can be included
with a Lagrange multiplier. For expansions of the en-
ergy functional using higher-order expansions in the den-
sity fluctuations, the corresponding equations for the re-
laxed ground state electron distribution would become
non-linear and have to be solved iteratively. The solu-
tion to Egs. and . ) gives us the optimized relaxed
ground state, nmm that defines the Born-Oppenheimer
potential in Eq. . The molecular dynamics is then
generated by Newton’s equations of motion,

MR; = —V;Uso(R), (16)

where {M;} are the atomic masses for each atom I, and
the dots denote the time derivatives.

Because of the long-range Coulomb interactions, the
system of equations, in Eq. , is all-to-all. The long-
range Coulomb interactions between flexible charges and
their equilibration therefore increases the computational
cost significantly compared to a charge-independent,
short-ranged force field. For periodic systems, iterative
solvers in combination with repeated Ewald summations
(or the particle mesh Ewald method) can be used to solve
Eqgs. (14]) and ( ., but unless the solution is well con-
verged, the calculated interatomic forces in Eq. (|16) may
not be sufficiently accurate and conservative, Wthh could
invalidate a molecular dynamics Simulation. One of the
key ideas behind the theory in this article is that we
will use the concept of a shadow dynamics based on a
backward error analysis [35]. As we will show in Sec.
below, this allows us to avoid the main part of the com-
putational overhead associated with finding the relaxed
ground state solution. This can be achieved without any
significant loss of accuracy.

III. SHADOW ENERGY FUNCTIONS AND
POTENTIALS

A. Shadow Molecular Dynamics

The notion of a shadow dynamics provides a powerful
concept that helps us understand and design accurate
and efficient integration schemes for molecular dynam-
ics simulations [57H63]. A shadow dynamics is closely
related to the technique of a backward error analysis.
Instead of calculating approximate forces for an underly-
ing exact potential energy surface (or Hamiltonian), we
calculate exact forces, but for an underlying approximate
“shadow” potential (or shadow Hamiltonian). The sim-
ulated dynamics will then be determined by the shadow
potential. In this way important physical properties of
the simulated dynamics such as time-reversiblity, total
energy, and the phase-space area can be preserved, be-
cause the forces of the simulation are the exact conserva-
tive forces of the shadow potential energy surface, which
closely follow the regular exact interatomic potential. In
practice, such shadow molecular dynamics schemes be-
come both more accurate and efficient compared to al-
ternative regular techniques, in particular, the important
long-term accuracy and stability is often superior.

The backward error analysis in terms of shadow
Hamiltonians was originally applied to classical charge-
independent molecular dynamics. More recently, the con-
cept was used to design a quantum-mechanical shadow
Born-Oppenheimer molecular dynamics (QMD) that
forms the theoretical underpinning of XL-BOMD [21] 25
30, B3]. Here we will use the same shadow molecular
dynamics concept in the design of a shadow energy func-
tional and shadow Born-Oppenheimer potential for the
coarse-grained second-order DFT model derived in the
previous section. Thanks to the range separation of the
different energy terms the theory can easily be combined



with ACE and machine learning methods. Our work
is a natural extension, generalization and application of
the theory and concepts that recently were introduced in
Refs. [35] and [21].

B. Shadow energy functions and potentials

If we assume that we have some approximate ground
state solution, n ~ ™", we can linearize some of the
terms in the energy function, E®)(R,n), in Eq. (7),
around n = {nyr} without too much loss of accuracy. In
this way we can construct an approximate n-dependent
shadow energy function, £? (R, n,n) ~ E®)(R,n), for
example,

EDR,m,n) = VIO (R

)+ > xroniL
I

1
+ 3 Z (2nre —nr)lrromrn
ILAI L
1
T3 Z (2nrL —ni)vironr L
ILAI'L
1
+ 3 IL_ZI/L/ i Crorn +vio o) N . (17)

Here we have linearized all terms except the diagonal
terms in IL, which instead are kept to second order in
nrr. This is done to provide a unique solution to the con-
strained minimization problem that defines the shadow
Born-Oppenheimer potential,

Uso(R,n) = min{ £ (R, 7, .
Bo(R,n) M { n,n Zm Lo =

(18)
With the minimization we here mean the lowest station-

ary solution. The corresponding n-dependent ground
state solution for the charge fluctuations,

7™ 0] = argmm {5(2) (R,m,n ‘ ZWIL’l o —0}
(19)

is then given from the solution of the system of linear
equations,

o (5(2)(R’ n,n) —A> mL’l:o)
onrr

O (EDR,mm) =AY, minl,_,)
oA

=0, (20

=0, (21

or

X1L + Z Cro,rp +yro o) v
I'L/£IL

+ Z (Tro,rp +vin,an) nic — A =0, (22)
L

ZUIL‘ZZO = 0. (23)
IL

These equations have a simple analytical solution,

i) = U (=X — Viz + ) (24)
A= ZIL (XIL + ‘ZITL) U;L17 (25)
EIL UIL

which gives the relaxed ground-state solution of the
charge fluctuations,

Apmln Z ﬂmm ¢1L ) (26)

Above we used the simplified notation,

V5 = Z (Tro,r +7vin,ro)nen, (27)
I'L'#IL

Ur, =Crrrn +viz,01) - (28)

No iterative solver with repeated sequential Coulomb or
Ewald summations is needed. Only one single calculation
of the Coulomb potential V¢ = {V5} in Eq. is
needed. We have a simple direct solution for the fully
relaxed ground state that is exact for the corresponding
shadow energy function.

Because ™% [n] is the exact solution (without any con-
vergence problems), we have that

IEP (R, n,n)

=0. 29
onrr nmin (29)

This is important, because in the force evaluations,
it means that any contributions from terms contain-
ing Onrr / OR; can be avoided. The shadow Born-
Oppenheimer potential, U(R,n), is only approximate,
but in the context of a molecular dynamics simulation
the calculated forces for the shadow potential are ‘exact’
and easy to calculate. We therefore have no convergence
problems, instabilities, or energy drift that can be caused
by ill-converged, non-conservative forces.

The expression in Eq. is only one particular choice
to construct a shadow energy function. There are sev-
eral alternative ways to construct a shadow energy func-
tion and corresponding Born-Oppenheimer potential, but
they all have to fulfill certain requirements. There are
three key conditions that, in general, need to be fulfilled.
The first two conditions are

B ® ) — MR, m,m)| -l (30)
(m)
‘W x| —n]. (31)




The third condition is that the equation

m

on
(with additional net charge constraints) has a unique so-
lution and can be solved in a simple direct way that
avoids, e.g., a costly iterative procedure. These three
conditions are necessary but not sufficient and they there-
fore don’t define a unique shadow energy function and
potential. However, the conditions guide and limit the
possible design of the shadow energy expressions and
the corresponding shadow Born-Oppenheimer potentials.
The shadow energy function in Eq. is possibly the
most simple and straightforward solution that fulfills the
conditions above, but it may not be the most efficient
choice. Alternative options will be considered elsewhere.

The error in the shadow Born-Oppenheimer potential
is governed by the linearization of the energy function,
E®)(R,n), around n such that

Uso(R,n) — Uso(R)| o [p™@[m] —n|*.  (33)

To keep the error small we therefore need to keep n close
to n™[n], which keeps the residual function, f(n) =
n™nn] — n, small [73]. We can achieve this by prop-
agating n as a dynamical field variable in addition to
the atomic coordinates and velocities, where n(t) evolves
through an extended harmonic oscillator that is centered
around ™" [n] as the atoms are moving. This is one of
the key ideas behind XL-BOMD.

IV. EXTENDED LAGRANGIAN
BORN-OPPENHEIMER MOLECULAR
DYNAMICS

The idea of an extended Lagrangian framework goes
back to Andersen’s approach to molecular dynamics
(MD) simulations at constant temperatures and pres-
sures [74HT76], where additional extended dynamical vari-
ables are introduced, besides the atomic positions and
velocities, to enforce a given average temperature or pres-
sure. Car and Parrinello took the concept in a new direc-
tion and with a different purpose [28| [77H82]. Instead of
using the extended Lagrangian to introduce some exter-
nal constraints for a classical molecular dynamics simula-
tion, they included the effective single-particle electronic
wavefunctions as extended classical dynamical field vari-
ables in a first-principles molecular dynamics scheme,
which originally was based on Kohn-Sham DFT. In this
way it is possible to avoid the non-linear, quantum-
mechanical, Kohn-Sham eigenvalue problem. Instead,
the interatomic forces can be calculated on-the-fly from
the constrained propagation of the electronic degrees of
freedom with its own mass and kinetic energy. Car-
Parrinello molecular dynamics is a general framework
that can be applied to a broad range of methods beyond

the original Kohn-Sham plane-wave pseudopotential ap-
proach. It can be use, for example, in combination with
orbital-free density functional theory [83HR5], polarizable
force-field models [86H89], methods using local atomic
orbitals [90] or density matrix formulations [9IH93], and
for correlated electron methods [94]. Unfortunately, Car-
Parrinello molecular dynamics has some practical short-
comings and often requires very short integration time
steps.

XL-BOMD provides an efficient alternative to ex-
tended Lagrangian Car-Parrinello molecular dynamics
and as a general framework for molecular dynamics sim-
ulations it can also be adapted to different levels of the-
ory and descriptions of the electronic structure [2I]. It
can be seen as a next generation extended Lagrangian
first-principles molecular dynamics [33]. XL-BOMD is
based on a different extended Lagrangian and leads to
a different set of equations of motion compared to Car-
Parrinello molecular dynamics. The integation time step
can be of the same order as in regular Born-Oppenheimer
molecular dynamics, but XL-BOMD has an additional
overhead in the integration of the extended electronic de-
grees of freedom. Here we will use the XL-BOMD scheme
together with our shadow Born-Oppenheimer potentials
and ACE for flexible charge models.

A. Extended Lagrangian

The shadow Born-Oppenheimer potential, L{](BO)(R n),
in Eq. ( . has an error that is of second order in the dif-
ference between the ground state solution 7™ [n] and n,
i.e. in the residual function, f(n) = n™"[n] —n. To keep
the error small during a molecular dynamics simulation,
we need to update n as the atoms move. We can do this
by propagating n as an extended dynamical vector vari-
able, n(t), that is driven by a harmonic oscillator that is
centered around the ground state solution as the atoms
are moving. This can be formulated using an extended
Lagrangian, which we define as

ZM IR/[? — US) (R, n)

+ uZmL*ﬂM > (i m] = nuw)

IL,I'L'

X TIL,I’L’ X (nI,L,[n] — n[/[/) . (34)

L(R,R,n,n) =

The extended harmonic oscillator in L(R, R,n, n) in-
cludes a fictitious mass parameter, u, and oscillator fre-
quency, w, which determines the time scale of the ex-
tended dynamical variables n(t) and n(t) for the elec-
tronic degrees of freedom. The atomic masses are given
by {M;} for each atom I. The harmonic oscillator in-
cludes a symmetric positive definite metric tensor, T =
KTK, where the kernel K = J~! is defined as the inverse
of the Jacobian, J, of the residual function,

f(n) = n™"[n] - n, (35)
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Here we used the exact analytical solution in Eqgs. (24))
and to derived the full Jacobian expression. The
kernel, K = J~!, plays an important role in the time
evolution of the extended electronic degrees of freedom,
n(t). The kernel, K, that defines the metric tensor, T, is
chosen such that the derived equations of motion become
simple to evaluate and such that n(¢) oscillates around
a closer approximation to the exact regular ground state
density. A more detailed explanation is given in Ref. [21].
It is easy to test on-the-fly during a simulation that the
dynamics of n(t) closely follows the ground state density,
which will be demonstrated in the examples.

B. Equations of motion

The equations of motion can be derived from
Fuler-Lagrange equations for the extended Lagrangian,
L(R, R,n, n) in Eq. . To stay consistent with the
Born-Oppenheimer approximation, which is based on the
assumption of a time-separation between the light and
fast moving electrons and the much heavier and slowly
moving nuclei, we derive the Euler-Lagrange equations
with the same assumption of a time-scale separation, but
now between the extended electronic degrees of freedom,
n(t) and n(¢), and the atomic coordinates and velocities.
Once again, we assume that the nuclear motion is slow
compared to the electronic degrees of freedom, n(¢). This
adiabatic separation [21I] can be introduced by deriving
the Euler-Lagrange’s equations under the conditions that

limw — oo, (37)
lim g — 0, (38)
pw = constant, (39)

and asserting that |p — n| oc w?. In this adiabatic mass-
zero limit [21) 26, [35] we get the coupled equations of
motion,

MR, = — ViUgo(R,n)| (40)
i = — w’K (n™"[n] —n). (41)

The first equation, Eq. , is similar to regular Born-
Oppenheimer molecular dynamics, Eq. 7 but the
shadow potential, Upo (R, n), can be constructed in one
shot with a simple analytical solution. No iterative solver
or explicit matrix inversion is needed. In this way con-
vergence errors are avoided and the exact conservative

forces can be obtained for Upo(R,n). It is important
to note that this shadow Born-Oppenheimer potential,

L{](BZO)(R, n), is meaningful only in the context of XL-
BOMD. In this case the interatomic forces in Eq.
are calculated under constant n, because n appear as
dynamical variables. In a static non-XL-BOMD applica-

tion Z/l](;(% (R,n) only corresponds to some generalization
of a Harris-Foulkes-like energy expression in Kohn-Sham
DFT [46} 05], which only can be used to estimate ground-
state energies, but not the interatomic forces [33] 96} [97].

The second equation, Eq. , is a harmonic oscilla-
tor equation for the extended degrees of freedom that
describes the evolution of the approximate charge fluctu-
ations, n(t), around which we performed the expansion
for the shadow energy function, £ (R, n, n). In the in-
tegration of this equation of motion we need to describe
how the kernel, K, acts on the residual. In section, [[V.C|
we will show how this can be achieved by a precondi-
toned Krylov subspace approximation. In general, we do
not need a very high accuracy in the approximation of the
kernel to integrate the equations of motion in Eq. .
In this way the kernel appears more like a preconditioner.
The kernel makes n(t) evolve around a closer approxima-
tion to the exact regular ground state, n™", compared
to the ground state, n™"[n], of the n-dependent shadow
potential.

In the derivation of the equations of motion above we
assert an exact adiabatic separation in the limit of a van-
ishing mass and infinite frequency. The equations of mo-
tion are therefore exact in continuous time. In practice,
using finite integration time steps, the adiabatic separa-
tion between the electronic and nuclear degrees of free-
dom is only approximate. However, under normal con-
ditions the adiabatic separation always seems to be suf-
ficient [2I]. Nevertheless, during a molecular dynamics
simulations it is important to check the size of the resid-
ual function, f(n) = n™"[n] — n, to make sure that the
dynamical charge vector, n(t), always stays close to the
ground state, p™"[n]. We maintain a good adiabatic
separation as long as the size of this residual remains
small.

The adiabatic mass-zero limit above is related to the
recent work by Bonella and co-workers [98HI00], where an
adiabatic mass-zero constraint is enforced exactly by us-
ing a set of Lagrange multipliers for Car-Parrinello molec-
ular dynamics. These Lagrange multipliers can then be
determined iteratively in each time step. This mass-zero
formalism is an efficient alternative to the original formu-
lation of Car-Parrinello molecular dynamics and makes
it possible to use integration time steps of the same order
as in regular Born-Oppenheimer molecular dynamics.

C. Integrating the equations of motion using a
preconditioned Krylov subspace approximation

In the integration of the equations of motion for the
nuclear degrees of freedom in Eq. we can use the



standard leapfrog velocity Verlet scheme. The integra-
tion of the harmonic oscillator equation of motion in Eq.
for the extended electronic degrees of freedom, on
the other hand, requires some care. Typically, the Verlet
integration of the extended electronic equations of mo-
tion needs to be modified to include some weak form of
dissipation to keep n(t) synchronized with the trajecto-
ries of the atomic positions [21, [T0IHI06]. Other alterna-
tive integration schemes proposed by Head-Gordon and
co-workers could also be used [107].

In addition to the modified Verlet integration, we also
need to approximate the kernel, K, and how it acts on the
residual function, f(n) = n™"[n] — n, in the electronic
equations of motion, Eq. . This can be achieved with
a preconditioned Krylov subspace approximation [108],
where the kernel acting on the preconditioned residual is
given by a low-rank approximation. In this case we can

express Eq. as

= —w? (Z Vk%ﬁw) Ko (n™"[n] —n).  (42)

kl

The different terms, { My}, {vi}, {fv,} of the low-rank
kernel approximation and the preconditioner, Ko ~ J~1,
are defined in the appendix. This technique provides an
efficient method to approximate the kernel in the inte-
gration of the electronic degrees of freedom.

V. MONOPOLE CHARGE EQUILIBRATION
MODEL

The theory presented above is fairly general and is ap-
plicable to a wide range of polarizable models based on
a second-order expansion in the charge fluctuations of
the range-separated Hohenberg-Kohn energy functional,
where the local energy terms can be represented using
ACE and machine learning methods. To demonstrate
our theory we will use the same second-order expan-
sion of the Hohenberg-Kohn energy functional. How-
ever, we will use only the lowest monopole order, where
[ = 0, with only one fixed radial function (n = 1) for
the coarse-grained atom-centered expansion of the den-
sity fluctuations, Ap(r) in Eq. (6), for the shadow energy
function, £® (R, n,n), in Eq. (17). To simplify the no-
tation we then drop all the L indices. We will further
assume that the potential parameters I'; ;- are local, i.e.
I'rp =T pérr. In this case the shadow energy func-
tion, £@ (R, n,n) in Eq. (17)), becomes

5(2)(R7’I’],H) = VS<R) + ZXI”I
I

I'£T
1 1 ,
+3 ; (2nr —np)yrrne + 3 ZI: Ui, (43)

where we use the combined Hubbard-U like parameter,
Ur =T 1 + 71,1, for the last on-site energy term. This

simplified polarizable energy function for L = 0 is a
shadow version of well-established energy functions in
second-order flexible QEq models [16}, 17, 23] 35, 55]. The

Coulomb potential is given by VIC = Zgil ~1,rnr . No-
tice that the expansion coefficients, n = {n;}, describe
the occupation or the population of the partial atomic
net charges rather than the charge itself. The {x} terms
that determine the linear dependency of the energy with
respect to the atomic partial charges therefore correspond
to the atomic electronegativities, but with the opposite
sign. We will not make those sign distinctions for n and
{xr} in our discussion. We will simply refer to them as
partial atomic charges and electronegativities.

The different terms, Vg(R) and {x;}, of the QEq
model in Eq. will be fitted to reference data using
the linear ACE. In principle, they could also be calculated
directly from DFT and other machine learning methods
could be used. However, the computational cost, in gen-
eral, would be much higher. We will use SCC-DFTB the-
ory as our reference ground truth. SCC-DFTB theory,
as implemented in the LATTE electronic structure pack-
age, is parameterized from DFT [27] [68] [69]. The SCC-
DFTB reference data that we will use to parameterize
the QEq model can therefore be seen as an intermediate
step between first-principles electronic structure theory
and the QEq model. Because of this indirect param-
eterization from first-principles data we may lose some
accuracy and fidelity. However, our goal is not to pro-
vide any ab-initio level interatomic potentials for accu-
rate molecular dynamics simulations under general con-
ditions. The goal is instead to qualitatively demonstrate
our shadow molecular dynamics and ACE methodology
for a simple second-order flexible charge model and show
how the costly long-range charge relaxation problem can
be avoided without any significant loss of accuracy.

The first two terms, Vs(R) and x; = xr(R), in
Eq. are short-range and therefore well suited for
a parameterization based on their local atomic environ-
ments using the ACE. For the third and fourth term
we use a screened Coulomb interaction of overlapping
charge densities, with the on-site terms equal to prede-
termined Hubbard-U (or chemical hardness) parameters,
U;, for each atom type and where the long-range behav-
ior is given by the bare Coulomb interaction decaying as
1/|R — R/|. To account for periodic boundary conditions
we use the Ewald summation method [109].

The approximate, n = 1 and [ = 0, shadow energy
function, £? (R, n,n), in Eq. {3) defines the shadow
Born-Oppenheimer potential, /') (R, n), from the con-
strained minimization in Eq. . This potential energy
surface is then used for the integration of the equations
of motion, Egs. and (1)), that generates the molec-
ular trajectories of the XL-BOMD simulation. In the
examples below we will use a preconditioner Ky that is
calculated from J—!, Eq. , in the first initial time
step. The preconditionder can then be updated in some
chosen time interval, e.g. every 1,000 or 10,000 time step,
or it could be kept constant throughout the simulation.



This choice of preconditioner is then combined with the
low-rank Krylov subspace approximation in Eq. for
the integration of the equations of motion for n(t) (see
Appendix).

VI. ATOMIC CLUSTER EXPANSION FOR UO;
AND WATER

To parameterize the shadow energy function in Eq.
(43]) we use the linear ACE [11] 14, B6]. There are many
alternative methods based on various machine learning
techniques [TI, BH5L [7, @1 0] 12] 14], 20l TT0HIT4], but the
ACE allows for a systematic improvement to any chosen
order in the many-body interactions and in the radial
and angular resolution of each atomic environment. The
linear ACE is also a computationally efficient method [3§]
that can be seen as a generalization of several alternative
machine learning descriptors [14].

The shadow Born-Oppenheimer potential, Eq. , is
given by the constrained minimization of the shadow en-
ergy function of the QEq model in Eq. , where the
short-ranged potential, Vs(R), and the electronegativi-
ties, x7(R), are parameterized with ACE. This shadow
Born-Oppenheimer potential is then combined with XL-
BOMD, with the dynamics given by the equations of
motion in Egs. and (41). To demonstrate this
ACE+XL-QEq shadow molecular dynamics scheme we
will use two target testbed systems with periodic bound-
ary conditions: crystalline UOs; and liquid water, HyO,
as described by SCC-DFTB theory. We will demonstrate
how the ACE+XL-QEq scheme provides a computation-
ally efficient approach for molecular dynamics simula-
tions. The ACE+4+XL-QEq scheme avoids the cost of an
iterative optimization process, which is normally required
to find the relaxed and equilibrated ground states charges
prior to each force evaluation. This increased efficiency
comes without any significant loss of accuracy. We will
also show the significance of having a flexible parame-
terization of the atomic electronegativities. Without this
flexibility, which is provided by our linear ACE, it is often
impossible to accurately capture the correct charge dis-
tribution in many important scenarios. QEq models with
fixed electronegativities for each atom type are therefore
often inadequate.

We first present some background on the linear ACE
model used in the parameterization of the shadow energy
function in Eq. . We then discuss some of the de-
tails in the ACE optimizations for solid UO3, and water,
which then are used in molecular dynamics simulations
to demonstrate the ACE4+XL-QEq shadow molecular dy-
namics scheme.

A. Atomic cluster expansion

We use the ACE parameterization to model the charge-
independent, short-ranges part of the force field, Vs(R),
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and the electronegativities, x g, in Eq. . These mod-
els are expansions of the per-atom properties in terms
of ACE descriptors, {B{ml}7 for each atom I at position
R;. The descriptors are rotationally and permutation-
ally invariant by construction, and are indexed on radial
function indices, ny, angular component index, I;, and a
chemical index, py, as described by Drautz in Ref. [I1].
A permutation-adapted approach is used to remove re-
dundant descriptors above 4-body terms [37, [II5]. An
atomic and site-dependent property such as the atomic
electronegativity, x; = x7(R), can then be described

with a linear expansion of the descriptors, B{ml, up to
arbitrary accuracy as,
Xi(R) =) cumi Bl (R), (44)

pnl

where c,ni are expansion coefficients for each atom type
to be trained on either the ground truth values of the per-
atom electronegativities, x7(R), or on the ground truth
values of the partial atomic charges generated by the
electronegativities [22]. While the first approach works
well for UOs, the indirect training on the partial charges
works better for water. The charge-independent poten-
tial energy term, Vs(R), is represented as a sum over
local energy terms, Eé (R), for each atomic site, where

Eé’ (R) = Z cunlB;ILnl (R)’ (45)
punl
Vs(R) =) E&(R). (46)
I

The training data set for both UOs and HO are
built from properties that are generated from electronic
structure calculations using the LATTE software package
[277, [68] [69] based on SCC-DFTB theory [46H50, [54]. In
the case of UOg, the training data was generated from a
finite temperature QMD simulation using a 96-atom UQO9
supercell, as well as a 95-atom UO4 supercell with a Ura-
nium vacancy. From these simulations, 200 and 50 frames
respectively, were extracted from the QMD trajectory.
The computed energy, forces, partial atomic charges, and
electronegativities were extracted from each frame and
used to build the training set. The atomic electronegativ-
ities were determined from the calculated partial charge
distribution, where the Hubbard-U parameters, {U;}, are
kept from the SCC-DFTB reference. The electronegativ-
ities are given by x; = —V —Ur-n¥"[n]+ . Training
the ACE parameters on the calculated ground truth elec-
tronegativities must include an additional unknown ref-
erence chemical potential parameter, ;"f, because the
electronegativies are only determined up to an unknown
constant shift for each new atomic configuration. Al-
ternatively, we may optimize the ACE parameterization
directly to the calculated partial atomic charges, where
the condition of charge neutrality automatically deter-
mines the chemical potential for each training structure.
While both approaches provide electronegativity models
that produce stable MD trajectories, the latter seems to



provide a more accurate parameterization using the same
amount of training data, especially for the water system,
where the values of the chemical potential, ', can have
a large variation.

The charge-independent energy, Vs(R), was trained
using per-atom average energies and per-atom forces us-
ing Bayesian Automatic Relevance Determination Re-
gression (ARDR). The ARDR method is used to find an
optimally sparse set of expansion coefficients, while min-
imizing overfitting [I16]. The starting set of features be-
fore the Bayesian ARDR regression includes 320 ACE de-
scriptors, for body orders between two to five. The max-
imum radial and angular quantum numbers used for the
ACE descriptors for UOs are ny,q, = 16 and l,,4, = 2,
respectively. For UQOs, these methods were sufficient to
produce a charge-independent potential, Vs(R), with en-
ergy and force root mean square error (RMSE) of 1.6
meV/atom and 148 meV/(A - atom), respectively. A
Ziegler-Biersack-Littmark (ZBL) potential with an inner
and outer cutoff of 0.6 and 2.5 A for all bond types,
in conjunction with hard-core repulsions below 0.1 A is
added as a reference potential to capture short-range re-
pulsions [117].

For water, using body orders between two to five, the
starting set of features before the Bayesian ARDR re-
gression includes 260 ACE descriptors. The maximum
radial and angular quantum numbers used for the ACE
descriptors for HoO are npe. = 22 and lpee = 2, re-
spectively. The charge-independent potential, Vs(R), for
water was trained to achieve energy and force RMSE of
2.9 meV/atom and 122 meV /(A - atom), respectively. A
Ziegler-Biersack-Littmark (ZBL) potential, with an in-
ner and outer cutoff of 0.1 and 0.45 A for all bond types,
in conjunction with hard-core repulsions below 0.1 A is
added as a reference potential to capture short-range re-
pulsions in water as well.

With the ultimate goal of running molecular dynam-
ics simulations while including variable electronegativ-
ity per atomic site, the electronegativity models had to
be optimized such that they produced stable dynam-
ics when combined with the previously developed short-
range potentials. For this reason, the electronegativity
models were allowed to have different hyperparameters
than those used for the parameterization of Vg(R). The
electronegativity models for UO, and water were trained
on the same training data as for the charge-independent
energy and forces, but using the electrostatic energies
and forces. For UO,, we also used two to five body ACE
descriptors, but with the maximum radial and angular
quantum numbers of N4, = 8 and Il = 2, respec-
tively. Both for the short-range potential and the elec-
tronegativity model, the maximum radial cutoff of the
ACE descriptors was set to 5.5 A for UO,. The op-
timized electronegativity model predicts electronegativ-
ities of UO5 within an RMSE of 106 mV. This should
be compared to the difference in electronegativities be-
tween U and O, which is 4.45 V as given by our DFTB
reference data. The combined short-range potential
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and site-dependent electronegativity-driven ACE+XL-
QEq scheme result in a stable dynamics for UOs not
only in pristine crystals and under ambient conditions,
but also for systems with point defects and at high-
temperatures.

For water we used two different eletronegativity mod-
els, in the first model we trained directly on the elec-
tronegativities generated from the training data, and in
the second model by optimizing the ACE coefficients
to generate the correct partial atomic net charges [22].
The first electronegativity model for water was trained
in a way similar to that of UOg, using electronegativi-
ties calculated by, x; = V¢ — Ur - " [n] + p"*f. This
electronegativity model for water was trained with 210
SCC-DFTB frames from a 300-atom molecular dynamics
simulation. The resulting RMSE in the electronegativ-
ity model was 0.221 V for this training set. Although
this is relatively high compared to the accuracy for the
UO; electronegativity model, it can accurately predict
the electronegativities of bulk water on average. The
second model trained on the partial atomic net charges
gave a more accurate ACE parameterization. The RMSE
for the second electronegativity model was only 0.010 V.
This second water model is more accurate compared to
the first model, which showed a tendency of enhanced
autoionization under ambient conditions. The ACE de-
scriptors in the water models have maximum radial cut-
offs of 3.652 A. A cutoff of 3.652 A was found to be
optimal within a test range from 3.0 to 6.0 A for linear
electronegativity ACE models.

Our ACE parameterizations of UO5 and water can be
improved using a larger and more diverse set of train-
ing data, especially for water. We could also replace the
SCC-DFTB reference data with properties calculated di-
rectly from high-level ab initio theory, e.g. including im-
portant electron correlation effects beyond regular DFT
for the case of UOq fuels [II8H124]. The main purpose of
our demonstration, however, is not to provide new and
accurate interatomic potentials for UOy fuel or water.
Our main goal is only to show how the ACE4+XL-QEq
shadow molecular dynamics scheme generates stable tra-
jectories that reproduce the charges and potential energy
surface of the corresponding exact Born-Oppenheimer
model. In this respect our two testbed systems only rep-
resent two archetypal model problems — one for a solid
and the other for a liquid.

B. LAMMPS implementation

The models are trained using the LAMMPS molecu-
lar dynamics code and the FitSNAP software package
[65, 66, 125]. The FitSNAP software package may be
used to train machine-learned interatomic potentials us-
ing LAMMPS as a backend to compute descriptor values
for each atomic configuration. Bayesian-learning meth-
ods used for training the ACE models are those imple-
mented in the SKLearn library [126].
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FIG. 1: Microcanonical (NVE) shadow molecular
dynamics simulations using the ACE4+XL-QEq scheme
of a 324-atoms supercell of UO5. The fluctuations in
the total energy (deviation from mean) for different
values of time integration step highlight the
approximate 6t2 scaling with the amplitude of the
oscillations in the total energy and the stability. The
statistical temperature fluctuates around about 500 K.

The ACE+XL-QEq molecular dynamics simulations
were carried out with LAMMPS and a developers version
of the LATTE electronic structure code along with the
computationally efficient ACE kernels as implemented by
Lysogorskiy et al. [I4]. The flexible ACE electronegativ-
ities were evaluated with the newly implemented “com-
pute pace” (LAMMPS compute for ACE descriptors)
[115]. This LAMMPS compute relies on the same ker-
nels as previous implementations of ACE, and it shares
the same computational efficiency [I4]. The interatomic
forces in these simulations also accounted for the force
contributions from the gradients of the site-dependent
electronegativities with respect to their atomic positions.

C. ACE+XL-QEq shadow molecular dynamics

To demonstrate the ACE+XL-QEq shadow molecular
dynamics scheme, we will use two test systems: UOq
and water. These test systems are chosen to illustrate
the broad range of applicability of the ACE+XL-QEq
shadow molecular dynamics approach.

1. UO.

To demonstrate the stability of the combined short-
range potential and electronegativity model for UO9
using the ACE+XL-QEq shadow molecular dynamics
scheme, we perform microcanonical NVE simulations of
a 324-atom super cell of UOy with periodic boundary
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conditions shown in Fig. The system is initialized
with out-of-equilibrium configurations and given a range
of initial velocities corresponding to ionic statistical tem-
peratures between 1000 K to 4000 K, resulting in average
simulation temperatures in the range of 500 K to 2000 K.
For all the UOs molecular dynamics simulations, the pre-
conditioner is updated every 500 time steps, though we
have observed that the simulations are not very sensitive
to the frequency of preconditioner updates. The kernel
acting on the preconditioned residual in the integration
of the electronic degrees of freedom, Eq. , is updated
with a rank-2 update on average during the simulation.
The relaxed ground state charge distribution that deter-
mines the shadow Born-Oppenheimer potential is given
by the exact analytical solution in Eq. , which only
requires one single construction of the Coulomb poten-
tial, Eq. . As expected for the Verlet integration
scheme used here, the fluctuations of the total energy,
Eiot. = Epot. + Fkin., scale with the square of the size of
the integration time step, Jt.

The flexible electronegativities parameterized by the
linear ACE result in an accurate prediction of the
Coulomb energy. For the 96-atom UQ structure evolved
in an NVE reference simulation using SCC-DFTB, the
average Coulomb energy is -152 meV /atom. In compari-
son, when the same 96-atom structure is evolved with the
ACE+XL-QEq shadow molecular dynamics simulation,
the average Coulomb energy is -151 meV /atom, in close
agreement with the reference data. The shadow molec-
ular dynamics simulations obtained with the ACE+XL-
QEq model are stable, with minimal systematic drift in
the total energy, and allow for simulations at a signifi-
cantly reduced computational cost relative to a regular
QEq scheme. A regular QEq scheme, in general, would
require costly and tightly converged iterative solutions
for the ground state charges prior to each force evalua-
tion.

By experimenting with artificially introduced point de-
fects in the UO5 system, we were able to further as-
sess the ACE4+XL-QEq model. After introducing a ura-
nium cation vacancy (artificially removing a U atom), the
charge redistribution around the vacancy is driven by a
significant change in the values of the flexible electroneg-
ativities near the vacancy center. This is displayed in
Fig. 2l where the flexible atomic electronegativities are
shown on the left side (A) for a frame (snapshot) of a
molecular dynamics simulation, along with the charge
distribution, on the right side (B), for the same frame.
The vacancy creates a perturbation in the UOy supercell
which is screened by a charge redistribution in the closest
atomic shells surrounding the vacancy, as seen in Fig.
(B). If we used fixed electronegativities for each atom, we
would not be able to fully capture these changes. This
is demonstrated in Fig. 3] which shows the difference in
partial charges resulting from using a flexible ACE elec-
tronegativity model with those from a fixed electronega-
tivity model. Figure [3]also reveals that the flexible ACE
model increases the positive charge on the third-nearest
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FIG. 2: Left panel (A): molecular dynamics snapshot of the flexible ACE electronegativities of a 323 atom UO»
supercell containing a single U vacancy, Vay. Right panel (B): Same molecular dynamics snapshot of the partial
charge distributions near the uranium vacancy.
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FIG. 3: Time-averaged differences for U and O, Aqy
and Aqo, during a molecular dynamics simulation
between the partial charges obtained with ACE
parameterized flexible electronegativities and those
obtained using fixed electronegativities for the UO4
system with a U vacancy defect.

neighbors (oxygen) of the uranium vacancy and slightly
increases the charge of the next-nearest neighbors (ura-
nium). This is in agreement with SCC-DFTB reference
data for the charge distributions around the cation va-
cancy, further highlighting improvements over fixed elec-
tronegativity models.

QEq models with fixed electronegativities are unable
to account for changes in the tendency for an atom to
attract or repel electrons with changes in the bonding
environments [107,[127]. In contrast, our ACE model has
the capability to predict changes in atomic electronega-

tivities based on different bonding environments, which
leads to more realistic charge distributions.

The effect of the local environment on the behavior
of the electronegativities as a function of time during
an ACE+XL-QEq simulation is shown in Fig. [4] These
electronegativities are shown for uranium atoms (A), and
oxygen atoms (B), both near and far from a vacancy cen-
ter (Vay). Close to the vacancy we notice significant
shifts and larger fluctuations. Conversely, atoms posi-
tioned further away from the vacancy have electroneg-
ativity values closer to those in bulk UQO5. This is in
close agreement with our ground truth data generated
from the SCC-DFTB theory. For example, the SCC-
DFTB simulations predict that oxygen has an average
electronegativity (and standard deviation) of 3.5(0.2) V
for an oxygen close to a Uranium vacancy and 3.1(0.1) V
in the bulk part of the crystal, in close agreement with
our ACE+XL-QEq simulation. With a fixed electroneg-
ativity model, there is of course no fluctuation in the
electronegativity, and with a fixed value of 3.3, averaged
from all oxygen atoms, the partial charges would devi-
ate significantly from the ground truth both near and far
from the vacancy. A QEq model with fixed electronega-
tivities would only be adequate for bulk UO5 simulation
without any defects. A significantly improved represen-
tation of atomic electronegativities is thus obtained with
the ACE4+XL-QEq scheme during the shadow molecu-
lar dynamics simulations. The ACE+XL-QEq scheme
dynamically predicts changes in the atomic electronega-
tivities that lead to a more realistic charge distribution in
varied chemical environments. This is achieved at a mod-
est extra cost. The computational cost of the variable
ACE electronegativities and their force contributions in
the ACE+XL-QEq shadow molecular dynamics simula-
tions is about the same as for the charge-independent
potential, Vs(R), and its force contributions.

The long-term stability is an important gauge of the
quality of a molecular dynamics simulation. The long-
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term stability of an ACE+XL-QEq shadow molecular dy-
namics simulation is demonstrated in Fig. [5, where the
total, potential, and kinetic energies per atom are plotted
for a 323-atom UQOs uranium vacancy system. The esti-
mated drift in the energy over 50 ps of simulation time
was only -0.094 peV /atom - ps. Similar stability was also
observed in our other simulations of UQOs,.

In the ACE4+XL-QEq molecular dynamics simulations,

partial charges, n(t), appear as extended dynamical vari-
ables that are propagated through a harmonic oscilla-
tor using the extended Lagrangian shadow molecular dy-
namics formalism outlined in earlier sections. The ac-
curacy and robustness of the ACE4+XL-QEq simulations
depend on how closely the n-dependent ground state par-
tial charges, n™"[n] in Eq. , determining the shadow
Born-Oppenheimer potential, Upo (R, n) in Eq. (18]), fol-
low the exact ground state charges, n™® in Eq. (12, of
the regular exact Born-Oppenheimer potential, Ugo(R)
in Eq. . We can track the difference between 5™ [n]
and ™™ by calculating the exact ground state charges,
n™" using a full matrix inversion in each time step.

In Fig. @ the exact ground state partial charges, n™,
of the regular Born-Oppenheimer potential and the cor-
responding ground state charges of the shadow Born-
Oppenheimer potential, n™®[n], are compared for ran-
domly selected U (upper panel A) and O (lower panel B)
atoms from a 324-atom microcanonical (NVE) molecular
dynamics simulation of UO5 with a statistical tempera-
ture averaging about 1000 K. The difference between the
exact and XL-QEq ground state charges is very small,
with an RMSE of 0.05 me on average over the simula-
tion.

The ground state charges of the shadow molecular dy-
namics are stable and continue to closely follow the exact
ones also for longer simulation time scales. The partial
charges generated by the ACE4+XL-QEq shadow molec-
ular dynamics scheme are thus virtually identical to the
partial charges of the “exact” regular Born-Oppenheimer
simulation, but without having to solve all-to-all systems
of equations.

In addition to the fluctuations in the total energy, the
RMS difference between the exact charges (calculated
through direct matrix inversion) and the dynamically
propagated partial atomic charges, (|n™(¢) — n(t)|),
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should also scale with the square of the time integra-
tion step, 6¢% [21,135]. This is an important property that
shows how the ACE4+XL-QEq shadow molecular dynam-
ics becomes exact in the limit of continuous time. The
relation is demonstrated in Fig. [7] for the UOs system
during NVE simulations over a large range of average
simulation temperatures.

2. HxO

The ACE+XL-QEq shadow molecular dynamics
scheme also produces accurate and stable simulations for
water. Fig.|8shows the total energy (potential + kinetic)
during a simulation of a small periodic water system with
24 atoms, and with a density of 1 g/ml near room temper-
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ature over a 100 ps simulation period. As with the UO4
simulations, the preconditioner was updated every 500
steps, requiring a rank 2 update on average. Fairly small
time integration steps were chosen to demonstrate the
scaling of the accuracy, such as the error in the shadow
Born-Oppenheimer potential, with respect to time step
size, dt. The correct theoretical scaling is observed more
clearly in the limit of shorter time steps. However, for the
longer MD simulations of water, we are able to achieve
stable integration with a time step of 0.5 fs, as shown
in Fig. In this case we use a generalized “first-level”
approximation of the Born-Oppenheimer potential [97]
and the more accurate electronegativity model with the
ACE coefficients trained to generate the partial atomic
charges directly. The first-level approximation for the
shadow Born-Oppenheimer potential may be obtained by
performing one extra summation of the Coulomb poten-
tial and has an error that in the ideal case scales as §t®
compared to the “exact” Born-Oppenheimer potential.
More information about the modified first-level shadow
shadow potential may be found in Ref. [97]. The simu-
lation provides excellent long-term stability with no sys-
tematic energy drift.

To demonstrate the accuracy of the ACE+XL-QEq
shadow molecular dynamics simulations for water we can
compare the values of the shadow Born-Oppenheimer po-
tential, Upo (R, n), with the corresponding “exact” reg-
ular Born-Oppenheimer potential, Upo(R), generated
by a matrix diagonalization. This comparison is illus-
trated on the right hand-side of Fig. [0] The simula-
tions were performed for the same set of water sys-
tem as in Fig. but using the first electronegativity
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model, where the ACE coefficients are trained to repro-
duce the calculated atomic electronegativities. In con-
trast to the simulation in Fig. [§] we also use the normal
shadow Born-Oppenheimer potential, i.e. not the gener-
alized first-level shadow potential [07]. The difference,
|Upo(R,n) — Upo(R)|, are shown both for ACE+XL-
QEq shadow molecular with variable ACE electronega-
tivities (upper panel (b)) and for fixed electronegativities
(lower panel (d)). The simulations in Fig. [J] are per-
formed for 4 different integration time steps, §t. On the
right-hand side of each plot, we give the average value
over a 1 ps window. In both cases, (b) and (d), we find
that the error in the sampling of the potential energy
scales as 0t*, with a very small prefactor. The shadow
Born-Oppenheimer potential is thus virtually identical to
the exact fully optimized regular Born-Oppenheimer po-
tential determined by equilibrated partial charges given
through a direct matrix inversion. The same error behav-
ior in the shadow potential has been previously observed
also for quantum-mechanical molecular dynamics simu-
lations based on XL-BOMD [21] [33].

The 6t*-scaling of the potential sampling error can be
explained from how the error in the Born-Oppenheimer
potential energy depends on the residual error. The er-
ror in the Born-Oppenheimer potential scales with the
square of the RMS of the residual error function, i.e.

[Uso (R, n) — Upo(R)| o< [n™"[n] —nf*,  (47)
where the RMS of the residual function, [n™®[n] — n| o

§t2, scales with the square of the integration time step,
0t. This quadratic scaling with dt of the residual function
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is demonstrated in the two left panels of Fig.[0] The up-
per panel shows the results for flexible ACE electroneg-
ativities and the lower shows the results for fixed elec-
tronegativities. The right-hand side of each plot shows
the average value over a 1 ps window, which increases
approximately by a factor of four as the size of the inte-
gration time step is increased by a factor of two.

The ACE+XL-QEq shadow molecular dynamics sim-
ulations for liquid water show a close agreement with the
“exact” regular Born-Oppenheimer molecular dynamics
simulations, in the same way as they did for UO5. Us-
ing flexible ACE electronegativities does not change the
behavior.

VII. SUMMARY AND CONCLUSIONS

We have presented a shadow molecular dynamics
scheme for flexible charge models, where the shadow
Born-Oppenheimer potential is derived from a coarse-
grained approximation of range-separated Hohenberg-
Kohn density functional theory. The short-range parts
of the energy terms are well-suited to be modeled by the
linear ACE, which provides a highly efficient and system-
atically improvable alternative to many machine learning
methods. To demonstrate the theory we used a second-
order QEq model in combination with XL-BOMD, where
the ACE was used to model the short-range charge-
independent parts of the force field and the per-site elec-
tronegativities. We used this ACE+XL-QEq scheme to
model the dynamics of SCC-DFTB UO; and HyO. The
ACE+XL-QEq scheme provides a stable dynamics that
avoids the explicit solution of an all-to-all system of equa-
tions that normally is required to determine the relaxed
ground state charges prior to the force evaluations. This
drastically reduces the computational cost, while the ac-
curacy in the charges and in the sampling of the potential
energy surface remains high.

The ACE-based electronegativity model for UO5 yields
accurate predictions of Coulomb energies per atom, with
an average discrepancy of only 1 meV/atom compared to
the SCC-DFTB reference data. This is attributed to the
excellent fit of the electronegativity for this system, which
exhibits a training error of 106 mV. This electronega-
tivity model is capable of predicting differences in the
electronegativity in a variety of bond environments in-
cluding high-temperature structures and structures con-
taining vacancies. This is in contrast to a typical fixed
electronegativity model, which is not able to capture the
effects of the shift and larger fluctuations in the elec-
tronegativity of an oxygen atom close to an Uranium
vacancy in the UOq system.

The choice of training for the ACE electronegativity
model affects the accuracy of the resulting model. Train-
ing the ACE parameters on the calculated ground truth
electronegativities must include an additional unknown
reference chemical potential parameter, p*", for each
new atomic configuration. Training the ACE parameters
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directly on the net partial charges instead [22], avoids
this additional step. Both training methods provide good
electronegativity models, but the latter approach seems
to be provide a more accurate parameterization using the
same amount of training data. Including flexible elec-
tronegativities in the second-order charge equilibration
model improves the modeling of the charge relaxations,
as observed around the U vacancy in UOs. The flexible
electronegativities may also help avoid spuriously large
transfer that can appear in fixed electronegativity mod-
els, e.g. where the electronic charge transfer from a single
hydrogen surpasses 1 e. However, the main purpose of
our testbed systems, is not to provide new and more ac-
curate simulation models for nuclear fuel and water, but
only to demonstrate how our shadow molecular dynam-
ics approach can be used to generate reliable and consis-

tent trajectories compared to the corresponding “exact”
Born-Oppenheimer dynamics. In this sense, the testbed
systems are only intended to represent two archetypal
model problems, one for solids and the other for liquids.

The ACE+XL-QEq scheme demonstrates excellent
long-term stability in the simulations with very small en-
ergy drifts both for UO, and H2O. The shadow molecular
dynamics follows closely the “exact” Born-Oppenheimer
molecular dynamics both with respect to the potential
energy surface and the charges.

The use of machine learned electronegativities in QEq
models has been considered before [22H24], but to the
best of our knowledge no demonstration of molecular dy-
namics simulations have been performed using flexible
electronegativities. The shadow molecular dynamics and
ACEs for flexible charge models presented in this article



represent an efficient approach to atomistic simulations
and it opens the door to a broad range of new applica-
tions.
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IX. APPENDIX

In the equation of motion for the extended electronic
degrees of freedom, Eq. 7 we need to approximate
the kernel, K, and how it acts on the residual function,
f(n) = n™[n] —n. This can be achieved using a precon-
ditioned Krylov subspace approximation [I0§]. First we
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rewrite the equations of motion in Eq. in an equiv-
alent form,

it = —w? (KoJ) ' Ko (n™"[n] — n), (48)
where we have introduced a preconditioner Ko ~ J~1. If
we use the notation

£, (n) :W‘H — Jv, (49)
fy, (n) = Kof,, (n) (50)

f(n) = Kof(n) = Ko (n™"[n] —n), (51)

it is possible to show that the preconditioned Jacobian,
KyJ, can be approximated by a low-rank (rank m) ap-
proximation,

m

KoJ ~ > (Kofy,) Luvi =Y fo, Luvi,  (52)
kl kl

for some set of vectors {v;} [108]. Here L = O~!, where
0ij = vZij. The corresponding inverse is given by the
pseudo inverse,

K= (KoJ) ' = > viMufl, (53)
kl

where M = S7!, with Sij = ETE .
By choosing the vectors, {v}, from an orthogonalized
preconditioned Krylov subspace [108],

{vi} € K+ = span* {?(n), (Kod)E(n), (KoJ)*E(n), .. } ,
(54)

we can rapidly reach a well-converged and accurate ap-
proximation for the integration of the electronic equation
of motion, where

= —w? <; Vkﬂle‘Tl> Ky (nmi“[n] - n) . (55)

The Krylov subspace vectors are calculated using the ex-
pression for the Jacobian in Eq. and requires one
Coulomb potential calculation per vector, vy.

There are many options for how the preconditioner can
be constructed. For example, we may use a regularized
exact kernel, Ko = (J — eI)fl, calculated for the system
at the initial time step, where € is a small constant. The
cost of this preconditioner can be high, but because the
preconditioner can be reused over and over again during
a molecular dynamics simulation, the overall computa-
tional overhead of constructing the preconditioner is in
general very small. In all our demonstrations of molecu-
lar dynamics simulations the preconditioner used € = 0.
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