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We pursue forecasting of discrete events that involve
small subgraphs within a network (for example, raiding 2 A N T
parties by a cligue of players in an online game).

We search for hypothesized relationships between data

elements (e.g., prior player behavior and future raiding Multidimensional Bayesian Networks (BNs)
narty occurrences) and then build multilabel Bayesian based on network subgraph phenomena
Network (BN) time-shifted classifiers from the results. * act as multilabel classifier of future events

* provide probabilistic forecast from prior data
* can perform better than traditional ML

- " pipelines as well as algorithmically built BNs
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