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METHODS/DATA RESULTS

Architecture overview, COI
data model and data
access concepts, and the
legacy data bridge to the
US NDC database

Architecture context for the
GMS data access
components and example
architecture descriptions for
the Event COl class
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CONCLUSION

The COI data model and
data access architecture
supported the system'’s
migration to using a legacy
data bridge to the US NDC
system’s data and file
storage. In the future, it
may support migration to
new GMS data persistence
solutions.
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Sandia National Laboratories is developing the Geophysical Monitoring
System (GMS) to modernize the United States National Data Center
(USNDC) waveform processing system. The United States is providing
the common architecture and processing components of GMS as a
contribution-in-kind to accelerate progress on International Data Centre
(IDC) Re-engineering. A key aspect of GMS architecture is the Common
Object Interface (COI) specification, which includes a Data Model and an
Access Application Programming Interface (API). The Data Model is a
collection of data structure definitions describing all the data stored by
GMS and the Access API specifies the available query and storage

operations. The COI specification is independent of any storage solution.

This decoupling facilitates changes to the storage solution with minimal
impact to the GMS application software; likewise, the Data Model and
GMS applications can be updated with minimal changes to the storage
solution or schemas. One GMS COIl implementation, the data bridge,
provides clients access to legacy system data through web services. This
poster describes GMS COI and data bridge architecture.

GMS
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Our primary objective is to specify a programming language independent Common Object O
Interface (COI) for GMS using both a data model and an APl describing the available query
and storage operations (create, read, update, and delete). The API declares both service
interfaces and the repository interfaces directly encapsulating the data persistence solution.
Our secondary objective is to define a Legacy Data Bridge to provide an implementation of
the COIl repository interfaces using the legacy US NDC system’s database and waveform file
storage.
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The following slides describe the GMS COI architecture and how the Legacy Data Bridge is an

extension of the COI architecture concept. 0

The COI consists of two primary elements:
COI Data Model - a collection of data structure definitions that together describe all the data stored
by the system, including acquired data, processing results, provenance, etc.
COI Access API - consists of library and network service interfaces providing Create, Read, Update &

Delete (CRUD) access to persistent COl Data Model objects.

The Legacy Data Bridge is an implementation of the COl Access API.
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COIl Data Model

* Motivation: the legacy US NDC system et
|aCkS Sepa ration between the application :Z":giz:l:l:;lg'\a DetectionAssodiations : SignalDetection [*] O
data model and physical database schema, A = -
a critical impediment to cost-effectively ' " ‘
maintaining and extending the system. T T antiwpptneses
. . . : overallPreferred sgrdered fcollections
. Th.e GMS archltec_ture avoids this pro_blem et e
using an abstraction layer encapsulating G age: WorlouOstond History
the underlying physical storage solution. - Y
. |
b The COl Data MOdel |nC|UdeS ObJeCt parentEventHypotheses - - e‘tld = ’ i 5
. L. | efaceted entitys 27 -.aueo_jel:t-_
oriented data structure definitions TP - W e
L. A deleted or refected | Eg deleted : boolean . Eg eventid : UUI
describing all the data stored by GMS, Eventypothesis ey o reves >\ Episcen;huoless | | Leghmotnessi: o
including acquired data, processing '
results, provenance, etc.
associatedsignalDetection Hypot preferredLodationSolution locationSelutions
* The COI Data Model specification is { e o roced resttrpethcst T : V| peteretoctonsobtin s e
independent from the physical schema of Sonalbctectiontiypotheses ~ e~
the underlying storage technology, S SomDeecionitypomess | | Stomimsonien
insulating GMS applications from storage

implementation details.
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COIl Access APl Architecture

Consists of library and network service interfaces providing Create, (

Read, Update & Delete (CRUD) access to persistent COIl Data Model , Browser App,
objects. Deskiop App, Research External system
Code, efc. O
* The Repository/Accessor/Manager pattern defines a standard —
structure and allocation of responsibilities for data services that Requestresponse
provide access to persistent COl Data Model objects. HTTP ("web") senices
¥
. . . . . Data Manager Service
. !Data Reposm_)rles provide |nterfacg§ with replgceable . ——Publish
implementations for access to entities stored in the underlying Data Accessor Entity updates
persistence solution. They encapsulate the details of accessing
underlying storage technologies and converting between the storage Data Repository
schemas and the COI Data Model.
Receive
Entity updates
* Data Accessors provide aggregation across Data Repositories (e.g. to

provide Signal Detection Hypotheses together with associated !

measured Waveform Channel Segments) and may provide forward
caching of retrieved Entities to reduce access latency. D

* Data Managers provide network service packaging for Data Accessors.
Service interfaces may include HTTP request-response (“web”)
services and asynchronous publish-subscribe message queues. W
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Legacy Data Bridge

Motivation: the GMS project is currently prioritizing
development of the interactive analysis tools used by
Analysts. Since the GMS data acquisition and
automatic processing components are too immature
to support the interactive analysis tools, GMS
temporarily includes the Legacy Data Bridge to
provide the interactive analysis tools access to the
legacy US NDC database and waveform file storage.

The set of Data Manager Services the interactive analysis
Ul depends on for data have been modified internally to
provide access to data from the existing US NDC data
store while preserving the COl interface.

Specifically, the Repository implementations and related
software in the Data Manager Services provide the COI
Data Access operations through read/write operations
against the legacy data store, converting between the
legacy schema and GMS COI data model.

This concept enables the interactive analysis Ul to use the
raw data and processing results created by the legacy
system’s acquisition and automated processing software.

Methods

-

.

=interfaces

Event Repository

+ findBylds{UUID[*]): Event[*]

+ findByTime(start:Instant, end:Instant): Event[*)

Fa

Event Repository

«FEpOsitorys

Bridged

GMS Platform

A

"Bridge" between
GMS COI & US NDC
data formats —-/II

USNDC
_ Datastore

uUs NDC
Waveform
Files

Legacy US MDC Platform
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The following slides show example architecture descriptions for a portion of the GMS COI Data
Model, COI Access Interface, and Legacy Data Bridge.

The architecture describes COI Data Model classes using diagrams along with textual O
descriptions discussing the purpose of each class in GMS and how it relates to a concept from
the explosion monitoring domain. Each class attribute is described in detail, including its
datatype, units, range, whether it is optionally populated or must have a value in each class
instance, and a description of what its values represent. T
The architecture describes COI Data Access interfaces using diagrams along with textual
descriptions of each operation discussion the operation’s behavior, constraints on its input

parameters, and guarantees about its output parameters.

The Legacy Data Bridge is an implementation of the COIl Data Access interfaces. The
architecture descriptions for these components focus on mappings between the legacy and
COl data models.
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Example COIl Access Interface — Event Manager

asarvice interfaces

| EventManagerinterface
= : _ — — - sfaceted entitys
i, findEventsByassociatedSignalDatection Hypotheses | request : EventeByAstociatedSignalDatection HypothasesRequest | : Event ['] -------3 [ LoctionSolution
” 5 - L 1
{f, findEventsByTime ( request : EventsByTimeRequest ) : Event [*]
5, findEventsWithDetectionsAndsegmentsByTime [ request : EventsWithDetectionsAndSagmentsByTimeRequest | : EventsWithSignalDetectionsAndSegments
&5 predictfeaturesForlocationSolution { request : PredictFeaturesForlocationSolutionRequest | : LocationSolution svalue objects
> pradictFesturesFarEventlocation [ request : PredictFesturesForEventlocationRequest | - FeaturePradictionsByRecsiarilams — PredictFeaturesForl ocationSolution Request
= 4 ¥ i
&, lindEventStatusinfoByStageidAndEventids | eventStatusinfoRequest : EventStatusinfoByStageldAndEventidsRequest | : EventStatusinfoByStageldAndEventidsResponse lacationSolution © LocationSolution
: . Ea tion :
{EE, updateEventStatus ( eventStatusUpdateRequest : BventStatusUpdateRequest ) I Ecnanncls.--,fhanncl [1.7]

[Eg phases : PhaseType ]

Example — Event Manager Operation Description
lmmﬂu;g;‘;:'mmmm“m findEventsWithDetectionsAndSegmentsByTime(startTime : Instant, endTime : Instant, stageld :

€3 scurcelocation : Eventiocation WorkflowDefinitionld) : EventsWithSignalDetectionsAndSegments - this operation finds the Event
Egphases: PhaseType [1.] objects matching the time range and Stage provided in the query predicate following the same
.«tam semantics as EventRepository's findByTime(...) operation. However, this operation populates the
1.4y EventHypothesis objects in each Event's eventHypotheses collection rather than populating them as
| RecelverL ocationAdTypes version references. Additionally, this operation returns a collection of SignalDetection objects (each

g receiverDataType : ChanneiDataType (0.1 including populated SignalDetectionHypothesis and Channel objects), for each SignalDetection

[ receiverBandType : ChannelBandType [0..1]

' Event collection. Further, this operation returns a collection of ChannelSegments containing the
receiverLocationsByName P e T e S e T Y SRR SRS
) measured ChannelSegment objects referenced by the FeatureMeasurements of the
<value objects . returned SignalDetectionHypothesis objects. Within the returned ChannelSegment objects, this
— ReceiverLocationsByName " Be

e Operation populates the maskedBy ProcessingMask objects, leaving their

maskedQcSegmentVersions populated as identifier-only instances.
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Example Legacy Data Bridge Component - Event Bridge

Database Connector components
provide read/write access to the USNDC
data stores, encapsulating access details,
including credential management; SQL
queries, inserts and updates; file access
to the US NDC waveform files (for
waveform-related repositories)

COI Converter components support
conversion between the USNDC data
formats exposed by the Database
Connector and the GMS COI data model
format.

ID Utility components manage mappings
between COIl format and legacy format
object identifiers.

=coi interfaces
EventRepository
%find Bylds { uuids : UUID [*], stageld : Workflow Definitionld ) : Event [*]
%find HypothesesBylds [ eventHypothesislds : EventHypothesisld [*] ) @ EventHypothesis [¥]
%find ByTime ( startTime : Instant, endTime : Instant, stageld : Workflow Definitionld ) : Event [*]

'? findByAssociatedDetectionHypotheses ( signalDetectionHypotheses © SignalDetectionHypothesis [*],
o excludedEvents : Event [*], stageld : Workflow Definitionld ) : Event [*]

autilitys

| EventRepositoryBridged )

eventBridgeConfig

zconfigurations
Q EventBridgeConfiguration

EventHypothesis Attribute

id

How to assign attribute values

Use EventldUtility to deterministically generate an EventHypothesis id
using the ORIGIN record and the legacy database account associated
with the EventDatabaseConnector used to load the ORIGIN.

Q E“nm;ggjat;:(;unnmr ; parentEventHypotheses a. Empty if all of the ORIGIN records associated with a particular evid
; were loaded using a single EventDatabaseConnector.
eutilitys : b. Empty if the ORIGIN record was loaded using the
Q EventConverter EventDatabaseConnector with the persistence unit for the
1 previous Stage to the Stage provided in a query predicate.
‘ c. If the ORIGIN record was loaded using the EventDatabaseConnector
Q Ei::iﬂt:lyaﬁlity with the persistence unit for the Stage provided in the query

associatedSignal DetectionHypotheses

predicate, and an EVENT record with the same evid was also loaded
using the EventDatabaseConnector with the persistence unit for the
previous Stage, then use EventldUtility to generate an

EventHypothesis id for that EVENT record's prefor ORIGIN record (i.e.

an ORIGIN record from the previous Stage) and add that id to the
parentEventHypotheses collection.

a. Find the ASSOC records associated to the ORIGIN record.

b. Use SignalDetectionldUtility to generate the
SignalDetectionHypothesis id corresponding to each ASSOC.

C. Use the SignalDetectionHypothesis ids to populate the
associatedSignalDetectionHypotheses collection.

L |
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Example COI Data Model — Event

B ) _ «faceted entitys
1. preferredbyis the name of the Analyst __| Event

marking the EventHy pothesis a5

preferred. It is set to "System” for [Eg id : UUID

EventHypotheses preferred by an Eg rejectedSignalDetectionAssociations : SignalDetection []
automatic processing component. (g monitoringQrganization : String

2. preferredEventypothesistyStage MY " ‘ )
contains at most one entry per Stage. 1 0.1 1 INTRODUCTION
Update the entry ¥ the preferred
EventHypothesis for & Stage . preferredEventHypothesisByStage

changes. “\ _. eventHypbtheses OBJECTIVES
- overaliPreferred sordered [collections METHODS!DATA

svalue objects

— PrefemedEventHypothesis
= . o finalEventHypothesis RESULTS
=T stage : WorkflowDefinitionig History

=) preferredBy : String

prefermed

parentEventHypotheses "

__«faceted entitys P evalue objects
.| EventHypothesis id .| EventHypothesisid
i ) - 1 T
& deleted or rejected A Eg deleted : boolean . 3 ._EE".E"l‘tld.JJI:)
EventHy pothesis may onky have a - = rejected : boolean =] hypothesisid : UUID

single parent EventHy pothesis, - A

associatedSignalDetectionHypotheses  PrefermedlocationSolution locationSolutions
A deleted or rejected EventHy pothesis . .
has no associated v 1. preferredlocationSolution must be in
SignalDetectionHy potheses, -~ the locationSokdtions collectian.

sfaceted entity= «faceted entitys ’
- SignalDetectionHypothesis | LocationSolution P4.3-375
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Example COl Data Model — Event (Magnitude ,

avalue objects avalue objects

=faceted entity= networkMagnitudeSolutions Q NetworkMagnitudeSolution *__g—ﬁma nitude = Q DoubleValue
] LocationSolution 1 Y 7 1 O
4 4 [Eg value : double
T}'I:'E =] sta_ndard :?E-'.- ation : double [0..1]
senumerations [ magnitudeBehaviors g untts 1 Unfs INTRODUCTION
[:£:] MagnitudeType
=
= MB_CODA W OBJECTIVES
= MB_MB ayalue ol:tjectn .
=1 MB_MLE Q NetworkMagnitudeBehavior METHO DS:’DATA
= MB_PG [Eg isDefining : boclean 1. resiglralis "station
= MB_REL T g residual s double maqnguge"- netwark RESULTS
ML Eg weight : double (= ILIE=T
= =] 2. weightis 0.0 when
= MS 1 sDefiningis false.
= MS_MLE CDNCLUSIUN
= M5_VMAX stationMagnitudeSolution
= MW_CODA 1 .
type T magnituage includes the
=enumerations «value objects modelCarection and
[:E] MagnitudeModel Q StationMagnitudeSolution stationCorrection values.
= NUTTU 1 4 (Eg modelCorrection : double [0..1] Subtra_ct these values from
= P_FACTOR < model 2 stationCorrection : double [0..1 magniude to find the
- Eg stationCorrection : double [0.1] uncorrected magnitude value,
(= REZAPOUR_PEARCE J N | w
= RICHTER *
=1 UNKNOWN -

magnitude -
= USNDC
i measurament
= VEITH_CLAWSON stdtion <
phase R 5 B
. =4 =value cbjects
«faceted entity= |- . Q DoubleValue
Station L
Q 1 {2 valueType : Class Eg value : double
B standardDeviation : double [0..1]

- = wvalue objects B
Llir;'nera]_lon» ]| FeatureMeasurement [Eg, units : Units
aseType

=
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Sandia National Laboratories is developing GMS for the US NDC.
The US is providing the common architecture and processing components of GMS

as a contribution-in-kind to accelerate progress on IDC Re-engineering. O
The GMS COIl Data Model and Data Access Interface describe new data structures
. . . GBJECTIVES
and access operations for GMS acquired data, processing results, provenance, etc. mmsse
The COl is agnostic to the underlying data persistence solution.
The Legacy Data Bridge is a COl implementation using the legacy US NDC data
stores.
The COIl concept allowed GMS to pivot from an initial implementation using a new
database structure to temporarily focus on the Legacy Data Bridge implementation.
The COl abstractions support other implementations. Possible implementations oriieie
include replacing the Legacy Data Bridge with new GMS data persistence solutions, suondicall

or a data bridge to the IDC database and file storage solutions.
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