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Sandia National Laboratories is developing the Geophysical Monitoring 
System (GMS) to modernize the United States National Data Center 
(USNDC) waveform processing system. The United States is providing 
the common architecture and processing components of GMS as a 
contribution-in-kind to accelerate progress on International Data Centre 
(IDC) Re-engineering. A key aspect of GMS architecture is the Common 
Object Interface (COI) specification, which includes a Data Model and an 
Access Application Programming Interface (API). The Data Model is a 
collection of data structure definitions describing all the data stored by 
GMS and the Access API specifies the available query and storage 
operations. The COI specification is independent of any storage solution. 
This decoupling facilitates changes to the storage solution with minimal 
impact to the GMS application software; likewise, the Data Model and 
GMS applications can be updated with minimal changes to the storage 
solution or schemas.  One GMS COI implementation, the data bridge, 
provides clients access to legacy system data through web services. This 
poster describes GMS COI and data bridge architecture. 
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Our primary objective is to specify a programming language independent Common Object 
Interface (COI) for GMS using both a data model and an API describing the available query 
and storage operations (create, read, update, and delete). The API declares both service 
interfaces and the repository interfaces directly encapsulating the data persistence solution.
Our secondary objective is to define a Legacy Data Bridge to provide an implementation of 
the COI repository interfaces using the legacy US NDC system’s database and waveform file 
storage.
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The following slides describe the GMS COI architecture and how the Legacy Data Bridge is an 
extension of the COI architecture concept.

The COI consists of two primary elements:

COI Data Model - a collection of data structure definitions that together describe all the data stored 
by the system, including acquired data, processing results, provenance, etc. 

COI Access API - consists of library and network service interfaces providing Create, Read, Update & 
Delete (CRUD) access to persistent COI Data Model objects. 

The Legacy Data Bridge is an implementation of the COI Access API.



COI Data Model
• Motivation: the legacy US NDC system 

lacks separation between the application 
data model and physical database schema, 
a critical impediment to cost-effectively 
maintaining and extending the system. 

• The GMS architecture avoids this problem 
using an abstraction layer encapsulating 
the underlying physical storage solution. 

• The COI Data Model includes object 
oriented data structure definitions 
describing all the data stored by GMS, 
including acquired data, processing 
results, provenance, etc. 

• The COI Data Model specification is 
independent from the physical schema of 
the underlying storage technology, 
insulating GMS applications from storage 
implementation details.
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COI Access API Architecture
• Consists of library and network service interfaces providing Create, 

Read, Update & Delete (CRUD) access to persistent COI Data Model 
objects. 

• The Repository/Accessor/Manager pattern defines a standard 
structure and allocation of responsibilities for data services that 
provide access to persistent COI Data Model objects. 

• Data Repositories provide interfaces with replaceable 
implementations for access to entities stored in the underlying 
persistence solution. They encapsulate the details of accessing 
underlying storage technologies and converting between the storage 
schemas and the COI Data Model. 

• Data Accessors provide aggregation across Data Repositories (e.g. to 
provide Signal Detection Hypotheses together with associated 
measured Waveform Channel Segments) and may provide forward 
caching of retrieved Entities to reduce access latency. 

• Data Managers provide network service packaging for Data Accessors. 
Service interfaces may include HTTP request-response (“web”) 
services and asynchronous publish-subscribe message queues.
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Legacy Data Bridge
• Motivation: the GMS project is currently prioritizing 

development of the interactive analysis tools used by 
Analysts. Since the GMS data acquisition and 
automatic processing components are too immature 
to support the interactive analysis tools, GMS 
temporarily includes the Legacy Data Bridge to 
provide the interactive analysis tools access to the 
legacy US NDC database and waveform file storage.

• The set of Data Manager Services the interactive analysis 
UI depends on for data have been modified internally to 
provide access to data from the existing US NDC data 
store while preserving the COI interface.

• Specifically, the Repository implementations and related 
software in the Data Manager Services provide the COI 
Data Access operations through read/write operations 
against the legacy data store, converting between the 
legacy schema and GMS COI data model. 

• This concept enables the interactive analysis UI to use the 
raw data and processing results created by the legacy 
system’s acquisition and automated processing software.
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The following slides show example architecture descriptions for a portion of the GMS COI Data 
Model, COI Access Interface, and Legacy Data Bridge.

The architecture describes COI Data Model classes using diagrams along with textual 
descriptions discussing the purpose of each class in GMS and how it relates to a concept from 
the explosion monitoring domain. Each class attribute is described in detail, including its 
datatype, units, range, whether it is optionally populated or must have a value in each class 
instance, and a description of what its values represent.
The architecture describes COI Data Access interfaces using diagrams along with textual 
descriptions of each operation discussion the operation’s behavior, constraints on its input 
parameters, and guarantees about its output parameters.

The Legacy Data Bridge is an implementation of the COI Data Access interfaces. The 
architecture descriptions for these components focus on mappings between the legacy and 
COI data models.
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Example COI Access Interface – Event Manager
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Example Legacy Data Bridge Component - Event Bridge
Database Connector components 
provide read/write access to the USNDC 
data stores, encapsulating access details, 
including credential management; SQL 
queries, inserts and updates; file access 
to the US NDC waveform files (for 
waveform-related repositories)

COI Converter components support 
conversion between the USNDC data 
formats exposed by the Database 
Connector and the GMS COI data model 
format.

ID Utility components manage mappings 
between COI format and legacy format 
object identifiers.
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Example COI Data Model – Event
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Example COI Data Model – Event (Magnitude)
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Sandia National Laboratories is developing GMS for the US NDC.
The US is providing the common architecture and processing components of GMS 
as a contribution-in-kind to accelerate progress on IDC Re-engineering.
The GMS COI Data Model and Data Access Interface describe new data structures 
and access operations for GMS acquired data, processing results, provenance, etc. 
The COI is agnostic to the underlying data persistence solution.
The Legacy Data Bridge is a COI implementation using the legacy US NDC data 
stores.
The COI concept allowed GMS to pivot from an initial implementation using a new 
database structure to temporarily focus on the Legacy Data Bridge implementation.
The COI abstractions support other implementations. Possible implementations 
include replacing the Legacy Data Bridge with new GMS data persistence solutions, 
or a data bridge to the IDC database and file storage solutions.


