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» | DevOps for National Security High-Performance Computing

Sub-program Elements

The Advanced Simulation and * Infegrated Codes (IC)

Computing (ASC) Program provides * Physics and Engineering Models (PEM)
hioh-fielit ot ! simulat « Verification and Validation (V&V)
1gn- e/ y compuiariona S/mU.O on « Computational Systems and Software Environment
capabiliifies for safety and security of (CSSE)
our nuclear deterrent « Facility Operations and User Support (FOUS)

Participating Laboratories

5 : \ EDVF"-":ED & . Sor;dlo National Laboratories (Design Agency -
= imuLA/ATIan DA
NA'S‘E'*‘% /‘ ComPUuTING™ « Los Alamos National Laboratory (DA)
SR * Lawrence Livermore National Laboratory (DA)

* Production Agencies (PA) Integration
Kansas City Plant + Y-12 + Pantex

The focus of this presentation is on the Program Platforms Top 500 Rankings

Sandia National Laboraftories infermal " odlerra#o
ASC DevOps initiali hich is ber o Trinity #29
eveips mimanve, Whicii is Leing » Upcoming Platforms

designed fo it info the nafional ASC . Crossroads & El Capitan
program



5 | Advanced Simulation and Computing (ASC) DevOps Initiative

ASC cod d ASIC Dole \T/O’rpcsj \QSIOIn d drel d Complic:a’red cffort

codes are developed, tested, deployed, and release . : .

quickly, efficiently, and robustly with established credibility MU”'Ple prior Oﬂemst

on all key ASC platforms. Codes are efficiently coupled and « Required a new, different
infegrated in the ASC DevOps ecosystem, which is approach

governed by well-defined processes, practices, and
standards. Ultimately, end-users will be able to seamlessly .
run recently released credible ASC code(s) on key ASC ESSSBK&J%Z%?E?}SZ
platforms. *
Governance Structure
* Broad consensus, from technical
staff up to senior management

Unified ASC DevOps Hardware « Team Building & Managing
Environments
Continuous Integration (Cl) C h O n g e
. : « See Thorson's presentation Friday
Continuous Deployment (CD) . )
‘  Managing complexity & Effort I
Continuous Improvement

« Software ecosystem and library
dependencies

Containers



4 ‘ASC and a Unified Environment at Sandia [Ei
Sub-program Integration |

 Codes + Models + Credibility
« + HPC Systems, Operations, & Software Stack

Imphioiy g
g puasyr

Scope
« 31 Scientific & Engineering Code Teams and

multiple systems admin. teams
HPC: Prototype, Advanced, and Commodity
Desktop: Windows, Linux, Mac

« 200+ Developers
* Partner daily with users (designers & analysts)

&

oupy L &

P P
tatigna) Foun

Charon CHEETAH EIGER EMPIRE Gemma HlSTory I

e e e « Some teams on build systems pre-date 1995
« Multiple attempts at unified ASC DevOps
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5 ‘ASC Technical Leadership Team (TLT) and Stakeholders Eﬂq

Sub-Program

Manager

Technical
Leadership Team

Stakeholders

Computing
Manager Manager Manager
[ TLT SMEIMembers | | TLT SME Members | | TLT SME Members |
| I |
Applications | Libraries/Software | CompSim Applications CompSim Product Owner
POs Leadership Team
i ITS | | Alegra | | Dakota
| SPARC | | CompSim Architect
— Cheetah | | Aleph | | DARMA
| Cubi/GMTK | |compSim Product Owner|
— SCEPTRE | | LGR | | Kokkos
| Solid Mechanics (Adagio) | |l::ompSIm Scrum Master |
— NUGET | | LAMMPS | | Kokkos Kernels
|Structural Dynamics (Salinas)|
—] EMPIRE | | SPARTA | | Trilinos —  Other 1500 Codes |
| Thermal Fluids (Aria) |
_| Gemma | Software Stack/Programming | Viz Tools, R&D | cTH |
Environments | PLATO |
—| Charon | — DevOps |
|Anwu-|=nu Arch. Testbeds (DOE) | | Inverse Optimization |
— Q | | SEMS O&M
|  ATS ART Systems | |  NGSDevelopment |
—| Xyce | | Trilinos Framework
| CTS (TriLab) | | SIERRA DevOps |

Published: 14 June 2023

| vanguard 1 (1400)

| vanguard 2 (1400)

I
SAW
|
NGW

Work Flows
Manager
I

[ TLT SME Members |

TLT & Stakeholders
* 13 member body of staff SME’s
* Distinct by sub-program
* Stakeholders needs communicated I

through TLT representatives

Manager

—{ TLT SME Members |

—  FOUS Integration |

— ASC DevOps |

—{ Tri-lab Collaborations |

—|ATS Application Suppor|

| CCE |

— FOUS Platforms |
— HPC Systems
| CEE Systems




¢ | Governance Structure

ASC DevOps Governance ASC Stakeholders

. [Stakeholders:

ASC Executive

« Analysts

« Applications developers

« DevOps developers

« Platform systems designers/administrators
« Platform cyber security staff

Governance Board

Appeals Process

Juaweabeuepy

Programmatic & line management (L1s, L2s, Directors)

Management Team (DO-MT)

tactical direction
» Established adjudication process
 DO-ITs
*  AUtO-RAFTS I
« Containers
« Solver Common Configuration I

« Technical Staff part of strategic and
Technical Leadership Team (DO-TLT)

Standard Process

Implementation Team (DO-IT)

ASC Code Teams

ASC DevOps Implementation




7/

Continuous Integration

ASC Unified Environment

Heterogenous Architectures

86 ARM @ PowerPT

The ASC Unified Environment Stack

Tooling, Profilers, & Debuggers
9 tooling products
5 profilers & debuggers

Compilers & MPI @
5 compilers NVIDIA.
2 flavors of MPI CUDA
TPLs ||
* 13TPLs .J—lJ
B
netCDF

&

OPEN CLASSIFIED

Network Hierarchy

") ANACONDA. 0 git ~=TotalView

N\ /4

oneAPI OPEN’JMPI

_ LI\ O\N

NMJ/= ©

SuperlLU

34 products, multiple architectures, multiple networks, many

combinatorics



g ‘ 3-Year Roadmap
ASC DevOps 3-Year Roadmap

JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP

TLT Communication

& HAP Panel + MT + TLT RRP * * * * * * * * * * * * * * * * * *
& Strategy MT + TLT Strategy & & & ¢ % ¢
TLT FY Roadmap Update e Release Updated Roadmap e Release Updated Roadmap | —

Unified Environments

MVP/Tooling Infrastructure (Phase 1) Production Unified Environment

External Packages (Phase 2)
Tooling (Phase 3)
Unification (Phase 4)

Ci tR P (Examaic)

Supported Production Compilers

;e
B N

[l Fre-Release GCC o H

[ Development Gcc 1o —

[ Qualrication Geen —

I Production GCC 12 —
GCC 13

New Vendor Compiler (example)

' :
DO-IT Podman Configuration —
Environment Containers _
Containers Standards & Practices i [——
Production HW & SW Infrastructure | ——

Production Container Support

ASC Development Platform Strategy
Major System Procurement

ATS & ATS3 & ATS4
@ Major Platiomm Acceptance
[l Procurement TS & CcTs2 CTs2 CTs2
W ODoFi
[0 CEE Setup AAPS VAN-2
A Avall o code teams T

ASCIC B+T Farm

Major Systems Platform HW AN

|

Hardware Alignment

ay. & I
RAFTS ASC DevOps Service [ % RAFTS Service Production Release
ASC DevOps compiler+MP1 support Roadmap | — 1 Release
Jacamar Runners Configuration S&P % S&P Release
Supported DevOps Tools & Infrast. Roadmap [ #* R Release
External Tooling S&P [ # S&P Release
Tooling S&P % S&F Release

Pre-built Lib. Packages S&P 3% S&P Release




11

I
i

-
I I
ESEE==R

N N —

=8 ES88
B B T T T 7T

B B [ [ 71

|
-
e T
I
B B [ T 71
N [ ¢
IS [N [N [

5 -}
B B [ 1 T T
| I —— -
| I
S| SISTE

I
[
I
I
I
frr— ]| [ ]
—1
I

nd Mipnar Bymsems

—
=
=
1
i_i

dashleamare 3

e | e | el |

1
I

i |

LR O LT LR THTE
]

Ty
ni

= I 2 T ) e
=
—
j
T I
I

O
) anu(oy {upfaumh (& 00 oo EANY R
i

==
T T
|
| I
I [
I I
—

[
“hs
s

are
[EIE

sk

L
anem

e e =
=
=T
w| e

: P —
Lama | Loa T om Tmma Tomm T o T a0 T aw T 3 T a3 T wa Ton[om] ||
|
= B
T I
BT -
1 |
L1
I [
=TT -
I I
Loam |
o —
I |
1
I
T |
||
I
[ [T
IEE

I I
-E

—
L
e
-
| s |
| —
e
S S S S —
I
I

1
|
I
I
|
1
I
I
I
I
[ [ |
I
I I
[ ]
]
[ o T omines [ puaiingi] = = egerna]
(o |
I I
I I

=
s £

—
I 1 I
I T I
— —
I I I
| T
— T
[ma ] I
T T T
——
1 I I
I I |
I |
I I I
| I ]
| I
] I ]
I I |
I | I

| [ |

LAl

-

L]

ans

v

|_ama_ |

[

o]

IFLLEL3E

=] ]
b
iy
-
[ama ]
—
|
[aaa |
—
[maa |
I
|
I I
b
| 1
] |
| |
[ome [ 1
I 1
=

104 B L 1 1 7% 1w SRR et e

i AR

H I
i

i
]

wE [

I I
I -
—
I
I
—
I | I
I I
- —
(=TT 1
P I
I I
toutr |
I I
I I
I I
I
Imimi
EETTIN ST ST Y
I I
I I
I I
I I

[ oo | woem [ aema |

1 0

=] I

I I

— ——
J I T =T |

I

i
|

-
|
|
|
T
|
I
I

I

I I

|

I

[ T v |

| |

I I

I I
.

I T I

I I

I |

[ |

| -

I I

[ I I

I I I
————
[ [

s e s [ | e [ o

ASC DO Landscape — Motivating Down-selection of Tools and Utilities

Comer

9 ‘ Managing Complexity



10 ‘ Minimizing Cost & Effort

‘ I
Solver Library (Trilinos) Builds:| Solver go?flgurohon Code Tefo nr;)s. o
Motivating down-select of | Packag 2F7> |or;s f ]/LZOH e orwhich nave
configurations e (27 out o ©same
326) COVEI
=5 |37 |8 =
¢| 2|3 £ =
L o o a ls
Amesos2 Amesos2 ENABLE_Epetra ON C
EpetraExt EpetraExt_BUILD BTF ON C
Galeri Trilines_ ENABLE_Galeri ON C
Intrepid2 Trilines_ENABLE_Intrepid2 ON C
Isorropia Trilines_ENABLE |sorropia ON C
Kokkos KokkosKernels_ENABLE_SUPERNODAL_SPTRSY ON c
Kokkos Kokkos_EMABLE_CUDA_UWVM ON c
Kokkos Kokkos_EMABLE_DEPRECATED CODE_3 ON c
Kokkos Kokkos_EMABLE_OPENMP ON c
Kokkos Trilinos_ENABLE_Kokkos ON C
Muelu Trilinos_ENABLE_Muelu ON C
NOX NO¥_EMABLE_LOCA ON C
Pamgen Trilinos_ENABLE_Pamgen ON C
Panzer Panzer EMABLE_TESTS ON C
Panzer Trilinos_ENABLE_Panzer ON C
SEACAS Trilinos_ENABLE_SEACAS ON C
STK Trilines_ENABLE_STK ON C
STK Trilinos_ENABLE_STECoupling OFF C
STK Trilines_ENABLE_STESimd OFF C
Stokhos Trilinos_ENABLE_Stokhos ON c
Teuchos Trilinos_ENABLE_TeuchosKokkosComm ON C
Teuchos Trilinos_ENABLE_TeuchosKokkosCompat ON C
Tpetra Tpetra_ENABLE_DEPRECATED_CODE ON C
Tpetra Trilines_ ENABLE_Tpetra ON C
TrilinesCouplings |Trilines_ENABLE_TrilinosCouplings ON C
Zoltan2 Trilinos_ENABLE_Zoltan2 C




11 Building Towards Code Team Adoption
# of Module

Lo@d Sy
2.5M
2.0aM
Saftware Type
B 15M
T B Compllers
L JEIS)
B Tookng
BTFL
1.0M
0.5M
]
OO :.




2 | Effective DevOps Requires Collaboration Across NNSA

Programming Environments
TOSS 4
Spack
Flux
CSSE/FOUS Programming Environments

Remote Computing Enablement (RCE)

Increasing Collaboration

- Configuration Exchanges (sharing ;
CDash and OpenShift configurations)

«  Development working groups (Kitware
GitLab Runners, CMake/CDash)

 ASC S3C + NLIT with special thanks to:
«  Mike Lang (NNSA)
Ben Santos (LANL)
Nicholas Jones (LANL) I
Todd Heer (LLNL)
Cyrus Harrison (LLNL)
Todd Gamblin (LLNL).



13 1 What is Next: Raising the Bar

Evolving from a unified environment... i i S S R o

Mach 15, altitude 20 km

* Provide centralized DevOps personnel and o S, S —

Q

services to help teams adopt and fully
leverage common ecosystem

« CMake

. Modified Newtonian Aero RANS
° C O m p | |er U pg rO d eS Runtime ~10 seconds, 1 core  Runtime ~10 minutes, 8 cores Runtime ~100 minutes, 288 cores
« New services

» Unified Environment Containers

« Common infrastructure across all code tfeams
* Build system
« Common test harness

 Dashboards and metrics support
 Data management plan

e Reduce build & test times
 Find economies of scale across code teams
 Standards, Best Practices, Policies




2 | Advanced Simulation and Computing (ASC) DevOps Initiative

ASC cod d ASIC Dole \T/O’rpcsj \QSIOIn d drel d Complic:a’red cffort

codes are developed, tested, deployed, and release . : .

quickly, efficiently, and robustly with established credibility MU”'Ple prior Oﬂemst

on all key ASC platforms. Codes are efficiently coupled and « Required a new, different
infegrated in the ASC DevOps ecosystem, which is approach

governed by well-defined processes, practices, and
standards. Ultimately, end-users will be able to seamlessly .
run recently released credible ASC code(s) on key ASC ESSSBK&J%Z%?E?}SZ
platforms. *
Governance Structure
* Broad consensus, from technical
staff up to senior management

Unified ASC DevOps Hardware « Team Building & Managing
Environments
Continuous Integration (Cl) C h O n g e
. : « See Thorson's presentation Friday
Continuous Deployment (CD) . )
‘  Managing complexity & Effort I
Continuous Improvement

« Software ecosystem and library
dependencies

Containers
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16 ‘ Unified Environment

o1 Q2 Q3 Q4 o Qz
OCT | NOV | DEC | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | JAN | FEB | MAR

ASC Unified Environment

Build, Test, & Deploy Pipeline Infrastructure [
AUE Tooling Products
Compilers + MPI

XB6 Systems

aArche4 Systems

gpu Systems |

Common Trilinos Builds
TPL's



17 ‘ Containers

a Q2 Q3 Q4 a1 Q2
OCT [ NOV | DEC | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | JAN | FEB | MAR

ASC Unified Environment
Build, Test, & Deploy Pipeline Infrastructure NN
AUE Tooling Products
Compilers + MP1
¥E6 Systoms [ |

aArche4 Systems |

gpu Systems [ |

Common Trilinos Builds e
_

TPL's

Container Strategy
DO-IT Podman Configuration |
Base Images /0
Base Images + AUE e
Base Images + AUE + ModSim Code |




8 ‘ Hardware

ASC Unified Environmeant

Q

al Q2

a

R
8
£

OCT | NOV | DEC | JAN

FEB | MAR | APR | MAY | JUN

Build, Test, & Deploy Pipeline Infrastructure [

AUE Tooling Products
Compilers + MPI

XBE Systems

aArche4 Systems

gpu Systems

Common Trilinos Builds
TPL's

Contalner Strategy

JUL | AUG | SEP | OCT | NOV | DEC | JAN

FEB | MAR

DO-IT Podman Configuration |

Base Images
Base Images + AUE
Base Images + AUE + ModSim Code

ASC Development Platform Strategy

Solicit requests from code teams
TLT Review, Strategy, & Prioritization
Solicit Quotes

Procure Hardare

Install

Solicit requests from code teams
TLT Review, Strategy, & Prioritization

T TLT Final Decision
/"
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DevOps for National Security High-Performance Computing

Unified Environments

Coordinated Development Teams

Long-Term, Inter-ModSim-Team
Collaboration/Communication

ASC DevOps

Continuous Integration (Cl)
.|.

Continuous Deployment (CD)
.|.

Continuous Improvement

Containers

Unified Environments + Software Systems

Long-Term, Collaboration/Communication w/System W
Software Teams (e.g. TOSS, ATSE, ATS)

Hardware

Unified Environments + Containers + System Hardware

|

Long-Term, Collaboration/Communication w/System
Hardware Teams (e.g. CEE, HPC Systems, HAPPs)

o
:
!



