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Quantify variance in model output and attribute it to different uncertainty sources

Variance-based global sensitivity analysis

Identical inputs produce different results

Stochastic computational models

Separate variance contributions from stochastic solver and uncertainty sources

Variance deconvolution
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• Consider 𝑄 = 𝑄 𝜉!, 𝜉", 𝜉# , function of 3 uncertainty sources

• Statistics with respect to 𝜉
• 𝔼$ 𝑄 , mean
• 𝕍𝑎𝑟$ 𝑄 , variance



BACKGROUND – GLOBAL SENSITIVITY ANALYSIS

3/19

• Consider 𝑄 = 𝑄 𝜉!, 𝜉", 𝜉# , function of 3 uncertainty sources

• Fix 𝜉! as constant → conditional mean 𝔼$!,$" 𝑄|𝜉! = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

• Statistics with respect to 𝜉
• 𝔼$ 𝑄 , mean
• 𝕍𝑎𝑟$ 𝑄 , variance

Conditional statistics for 𝜉!



BACKGROUND – GLOBAL SENSITIVITY ANALYSIS

3/19

• Consider 𝑄 = 𝑄 𝜉!, 𝜉", 𝜉# , function of 3 uncertainty sources

• Fix 𝜉! as constant → conditional mean 𝔼$!,$" 𝑄|𝜉! = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

• Variance over all possible 𝜉! → conditional variance 𝕍𝑎𝑟$# 𝔼$!,$" 𝑄|𝜉! 	≝ 𝕍!

• Statistics with respect to 𝜉
• 𝔼$ 𝑄 , mean
• 𝕍𝑎𝑟$ 𝑄 , variance

Conditional statistics for 𝜉!



BACKGROUND – GLOBAL SENSITIVITY ANALYSIS

3/19

• Consider 𝑄 = 𝑄 𝜉!, 𝜉", 𝜉# , function of 3 uncertainty sources

• Fix 𝜉! as constant → conditional mean 𝔼$!,$" 𝑄|𝜉! = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

• Variance over all possible 𝜉! → conditional variance 𝕍𝑎𝑟$# 𝔼$!,$" 𝑄|𝜉! 	≝ 𝕍!

• Statistics with respect to 𝜉
• 𝔼$ 𝑄 , mean
• 𝕍𝑎𝑟$ 𝑄 , variance

Conditional statistics for 𝜉!

• Effect of 𝜉! → first-order sensitivity index (SI)
𝕍!

𝕍$ 𝑄
≝ 𝑆!
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not 𝑖Consider 𝜉& and 𝜉∼&

General case
𝑄 = 𝑄 𝜉!, 𝜉", … , 𝜉(

Total sensitivity index (SI) 

Fractional contribution of 𝜉& and all of its 
interactions

𝑇& = 1 −
𝕍$~$ 𝔼$$ 𝑄|𝜉∼&

𝕍𝑎𝑟$ 𝑄
= 1 −

𝕍∼&
𝕍$ 𝑄

First-order sensitivity index (SI)

not 𝑖
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1. Given 𝑄 = 𝑄 𝜉!, 𝜉", … , 𝜉( , generate a 𝑁$, 2𝑑  matrix of independent input samples and 
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3. Compute model output vector 𝑦 of dimension 𝑁$, 1  for 𝐴, 𝐵, and all 𝐶&

𝑦' =
𝑄 𝜉!

(!), … , 𝜉"
! , … , 𝜉#

(!)

⋮
𝑄 𝜉!

($!), … , 𝜉"
$! , … , 𝜉#

($!)
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