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MOTIVATING STOCHASTIC + DETERMINISTIC TENSOR ALGORITHMS
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Recent trend in theoretical computer science & numerical linear algebra (and 
elsewhere!):
• Use randomization to solve very large, hard problems 
• data mining, information science, compression, scientific computing

• Often faster with equivalent levels of  error
• Examples: low-rank matrix decompositions, streaming, regression, linear systems [1]

How can we extend the existing approaches to 
low-rank tensor decompositions?

Typical approach: use stochasticity for a fast approximation and determinism 
for refinement to yield effective algorithms with theoretical guarantees.

[1] Martinsson and Tropp, Randomized Numerical Linear Algebra: Foundations & Algorithms, Acta Numerica, 2020.



LOW-RANK TENSOR APPROXIMATION

Canonical polyadic decomposition (CPD)
CP model Sum of 𝑟 outer product tensors

≈

Data

Low-rank CPD

Poisson CPD
<latexit sha1_base64="oDd4ROBvO0sE0QwMMsD3we8zdUE=">AAADPnicbVLLjtMwFHXDawivDizZWFQjDZuqYRCwLGIDC6Qi0ZlKTVRs56a16kdkO0AV5Rv4DH6D1Wz4An6AFYgViCVOWqpJZ64U3ZNzfa5P7g3NBbduMPjWCS5dvnL12t718MbNW7fvdPfvHltdGAZjpoU2E0osCK5g7LgTMMkNEEkFnNDli7p+8h6M5Vq9dascEknmimecEeepWfddTLVI7Ur6VMaSuIVlppxU1ayMHXx0NCt5VeHYcokbohxpbq1W1eGFytc7yoezbm/QHzSBz4NoA3rDV58o/fr5aDTb75zGqWaFBOWYINZOo0HukpIYx5mAKowLCzlhSzKHqYeKSLBJ2YyiwgeeSXGmjX+Uww17VlESaWvP/mRjebdWkxfVpoXLniUlV3nhQLH1RVkhsNO4nitOuQHmxMoDwgz3XjFbEEOY89MPwwM82qzFQ0fqfPZmqvXSs7Zq+zGGrKpaXH9M2yuV7UlsFpCUUPjEc9foiJhrb2Yh233/s+0WSoNKk7qaWyj8DnRaj9u/G1DwgWkpiUrjrZqzrFCs/o+2G3++7VyFfvPR7p7Pg+NH/ehJ//GbqDekaB176D56gA5RhJ6iIXqJRmiMGDpFP9Bv9Cf4EnwPfga/1keDzkZzD7Ui+PsPkwgZqg==</latexit>

Xi ⇠ Poisson(Mi)

<latexit sha1_base64="MvyLCR5W/t0PE4/sa1yF1FKdz0A=">AAADdXicbVLbbhMxEPUmXEq4pfCIkCySoiK1IRsh4AWpFS88BqlpI8WryOv1JlZ8WdleIFj7HfwR/8CX8ISEvV2ibosly+MzPuOZOZMWnBk7Hv+KOt1bt+/c3bvXu//g4aPH/f0n50aVmtAZUVzpeYoN5UzSmWWW03mhKRYppxfp5mPwX3yh2jAlz+y2oInAK8lyRrD10LL/A6V0xaRjlgr2nVY9FCx4akwpKBwiS79Zp7HcVIcOpYpnZiv84ZDAdm2IdvOqql7BD1APRw33bFv48JxvIVkrZXwUDRHnEAkmkZPL+AjK5eTIY5myJlwyVAU2ldkuj2V/MB6N6wVvGnFjDECzpsv96CfKFPFZS0s4NmYRjwubOKwtIzwUVhpaYLLBK7rwpsSCmsTVHazggUcymCvtt7SwRq8yHBYmVO5f1oVf9wXwf75FafP3iWOyKC2V5PKjvOTQKhjkgBnTlFjfq4xhopnP1XcNa0ysF63XO4DTRk1vWhzOqz+nSm08aqp2PlrjbRXIoZh2rqlod6KRMXG09AcrbM3DfKV8MmvRjvsPbYeQyguXBG9haOk1UFlot79rKulXooTAMkM7NiN5KUkYP1ePV5q7013kqueVj6/rfNM4n4zit6M3nyeDk7SZgT3wDLwAhyAG78AJ+ASmYAYI+BMNoqPouPO7+7w77L68fNqJGs5T0Frd138BSL4gwA==</latexit>

• Assume rank(X) = r.

• Typically choose r ⌧ min{n1, n2, . . . , nd}.

<latexit sha1_base64="EYaOMkb1zmH2h6s1hWXHiiLD+0Q=">AAAD93icfVNba9RAFE66Xup6aasvgi+Du4UKddkUUV+Eii++CBVsu9CEZTKZ7A47lzBzol1D8Kf4pPik+Cf8D/4bz6SxbVpxXubLuXznzHdO0kIKB+Px73Cld+XqteurN/o3b92+s7a+cffAmdIyvs+MNHaSUsel0HwfBEg+KSynKpX8MF288v7D99w6YfQ7WBY8UXSmRS4YBTRNN8L7ccpnQlcCuBIfed2PPSLDODUyc0uFVxUrCnPHbDWp6yERjsCck4wCJcC1M5YITYbZkGRC4TfyOoJGZTLuRv/le3OOz4fLlvAsC/gxpHn1sp4umkiKlfR0QWLAWo7YIckpA1+NghXHlxJFTV6QLTGNtsV0ZzuWmQGHMHt0wkZUKUE8Fjrjx/2Y6+xMh+n6YDwaN4dcBlELBkF79lDLX3FmWIkaAJPUuaNoXEBSUQuCSa9s6XhB2YLO+BFCTfEFSdXMsCabaMlIji/JjQbSWM9nVFQ5Lx9GNupd9Hnjv3xHJeTPk0rookRt2UmhvESlDfELgUOznIFcIqDMCuyVsDm1qCquTb+/SfbafUII1N/nK6fGLNDq6m4/1tJl7ZP9Y7q9pqqrRLsLScVLvEQBTR6VM4PNzFWX96+1S6ENTi7x3sLxEmeAq4QR+G255h+YUYrqLD7NFiwvNfM/QHW6YKfMzeSji3O+DA52RtHT0ZO3O4PdtN2B1eBB8DDYCqLgWbAbvA72gv2AhZ/CL+H38Edv2fvc+9r7dhK6ErY594LO6f38A4msUAs=</latexit>

• X is the data tensor in d dimensions or modes.

• M is the model tensor.

• Ak is an nk ⇥ r factor matrix.

• i = (i1, i2, . . . , id) is a multi-index
3



LOW-RANK TENSOR APPROXIMATION
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• This a nonlinear, nonconvex optimization problem. 
• The maximum likelihood estimator (MLE) corresponds to the global optimizer       

for this problem.
• The typical approach is to flatten or unfold the tensors into matrices and use local methods.
• Stochastic: Generalized Canonical Polyadic (GCP) tensor decomposition [2, 3]
• Deterministic: Canonical Polyadic Alternating Poisson Regression (CPAPR) [4]

Statistical method to compute low-rank Poisson CPD

Poisson tensor maximum likelihood estimation

<latexit sha1_base64="pt1LMwiABDEnDnIkr/8Istn67Oc=">AAAEAnicdVJLb9NAELZrHsU82sKRy4qoVXKgiqMKuFQq4sIFKUikjRSbaL1eJ6vsw9pdtw0r3zjxUziBOIE48x/4N+w6JsIpXcnamW/mmx1/M2lBidL9/m9/K7hx89bt7Tvh3Xv3H+zs7j08VaKUCI+QoEKOU6gwJRyPNNEUjwuJIUspPksXr1z87BxLRQR/p5cFThiccZITBLWFpnt+J2aET02cCpqpJbOXiRnUc4WkeVNVFQD5NdGxi3avI/bAwTFwtUGsSmZLaHyp09wQS9pwn4LLNhBTMeu2k3ogjsPaNxdzLDGoQjg1ZBpV70036lWg9gbOG1gvzoRWKyxzWGaxA3C8+fKqIIC2np5jIApNGPlQSwPOoSTQyqiqcLrb6R/26wOuGlFjdLzmDK2sv2wHqGSYa0ShUpOoX+jEQKkJorgK41LhAqIFnOGJNTlkWCWmHmcF9i2SgVxI+3ENavRfhoFMOcVtZi34ZsyB/4tNSp2/SAzhRakxR6uH8pICLYDbDZARiZGmS2tAJIntFaA5lBBpu0FhuA+GzWpZUzttWi+nQiwsqqp2P1LCZeXI7mfavaasrUSzPonBpb1IoWsepDNhm5mzdt2/aLsEF5hniYsWCpd2BiJzcltfYo4vkGAM8ixeswnKS47cwNeL8XJduZ58tDnnq8bp4DB6dnj09qhzkjY7sO099p54XS/ynnsn3mtv6I085H/yv/jf/R/Bx+Bz8DX4tkrd8hvOI691gp9/ANleWxE=</latexit>

min
M

fX(M) = min
X

i

mi � xi log(mi)

where a(1)i1
a(2)i2

. . . a(d)id
= mi are the optimization variables

<latexit sha1_base64="G9TZvLgwLEVr4B+/CVpB/qNmTvQ=">AAAC+nicbVLLbtQwFPWEVwmvKSxhETGthFiMJhWiLIvYsEEaJKatNAkjx7mZscaPyL4pjEI2fAorECsQ38A/8DfYaaialitF9+Rc3+vjY2el4BYnkz+D4MrVa9dvbN0Mb92+c/fecPv+odWVYTBjWmhznFELgiuYIUcBx6UBKjMBR9n6la8fnYCxXKt3uCkhlXSpeMEZRUctho92kkyL3G6kS3UiKa4sM/Wbpnn/dGcxHE3GkzaiyyDuwIh0MV1sD34nuWaVBIVMUGvn8aTEtKYGORPQhElloaRsTZcwd1BRCTat22M00a5j8qjQxn0Ko5Y931FTab1Qt7LVebHmyf/V5hUWL9Kaq7JCUOx0o6ISEerIexLl3ABDsXGAMsOd1oitqKEMnXNhuBtNO0sdROrz+Z0zrdeOtU1fjzF00/hmf5i+1kz2nehcT2uoXOIltn1ULLUTs5L9uf/Y/gilQeWpr5YWKncHOvd2u38DCj4wLSVVeXLWzVlRKebfQJ0gfMSsqF+eTW5Cd/PxxXu+DA73xvHz8bO3e6ODrHsDW+QheUyekJjskwPymkzJjDDymXwlP8jP4FPwJfgWfD9dGgy6ngekF8GvvzBX9p4=</latexit>

M⇤

[2] Hong, Kolda, and Duersch, Generalized Canonical Polyadic Tensor Decomposition, SIAM Review, 2020
[3] Kolda and Hong, Stochastic Gradients for Large-Scale Tensor Decomposition, SIAM Journal on Mathematics of Data Science, 2020
[4] Chi and Kolda, On Tensors, Sparsity, and Nonnegative Factorizations, SIAM Journal on Matrix Analysis and Applications, 2012



OUR NEW STOCHASTIC + DETERMINISTIC TENSOR ALGORITHMS
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How can current local methods be leveraged together to improve
likelihood of  finding the MLE/global optimizer?

Restarted CPAPR with SVDrop

Proposed methods
Hybrid GCP-CPAPR

• Inspired by Simulated Annealing.
• Improves probability of  

convergence to global optimizer 
and reduces cost compared to 
standalone methods.

• Uses novel heuristic to avoid suboptimal 
solutions w.r.t. global optimizer.

• Saves computation by restarting when the 
iterates are detected to be headed to a 
suboptimal solution.



HYBRID GCP-CPAPR
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1. Use stochastic optimization to compute a fast approximate solution.
2. Use deterministic optimization to refine approximate solution.

Hybrid GCP-CPAPR (HybridGC) intuition

<latexit sha1_base64="pewH41ViPZuUmKY8E7lqYU2iUxs=">AAAE83icpVPNbtNAEHZNgBJ+2gI3LiuaSgVVUVwh4ILUKoL2ghQK/ZHqEK3X42QV7661O6ZElp+EE4gTiNfgHXgbdt201C0pB/bgHc/OzDcz30yUpdxgp/Nrzr/SuHrt+vyN5s1bt+8sLC7d3TMq1wx2mUqVPoiogZRL2EWOKRxkGqiIUtiPxl33vv8BtOFKvsNJBn1Bh5InnFG0qsGSfz+MYMhlQdOh0hxHgrOyGb7KJXMGxfYk0jze6pYFgjRKk1YYqTQ2E2GvIhQUR4bp4qAsW2tEUzkmLW0lLjlympJhDsbM8HldloNOy4K9RYpwiVFAwiGgISHCRzSs2Or2ytVZaayRcE27z2zMR61/Y66fw+z2Nns7/4Ma/EENdwBzLYlQMaTk0r6GRzyGEUUXoiQvyOx8W4QaAga5cBCoZtf2/rHN5KWMTzhuhiDjOv+DxeVOu1MdclEIpsKyNz29wdLczzBWLBcgkaXUmMOgk2G/oBo5S8GSnBvIKBvTIRxaUVIBpl9U81uSFauJSWK7kCiJpNKe9SioMK4Qa1nVcf7NKf/2dphj8rxfcJnltsvsGCjJU9cetwwk5hoYphMrUGar54ywEdWUoV2ZZnOF9Ka7ZEWk7j6LHCk1tlpT1vPRmk5K5+yKqecaiXonpqz0C8jtxTOs/E6pqMc90dZDSGXZ67vXzEBuObBDZS3svwYJR0wJQWUcnqE3OdntarajpNg8jVwxH5zn+aKwt94OnrafvFlf3oimMzDvPfAeeqte4D3zNrxtr+fteswv/M/+N/97I298anxpfD029eemPve82mn8+A2yyLWM</latexit>

Algorithm HybridGC(tensor X, rank r, initial guess M0)
M1  GCP(X, r, M0)
M2  CPAPR(X, r, M1)

return model tensor cM = M2 as estimate to M⇤



NUMERICAL EXPERIMENTS WITH HYBRID GCP-CPAPR
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• Based on loss function values.
• Probability estimate of  finding MLE/global optimizer.
• Spectral properties of  unfolded tensor.

1. Generate N random starting points.
2. Compute decompositions with CPAPR & GCP separately.
3. HybridGC step: refine GCP decompositions with CPAPR.
4. Analyze average behavior of  our experiments.

Datasets

Methodology

Error measures

1. Small: 4 x 6 x 8, 17 nonzeros, r = 3, N > 110k
2. Large: 1k x 1k x 1k, 98k nonzeros, r = 20, N = 100



HYBRID GCP-CPAPR RESULTS: OPTIMIZATION VARIABLES VIEW

8

Ex. 1 Ex. 2



PROBABILITY OF FINDING MAXIMUM LIKELIHOOD ESTIMATOR (MLE)
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For small choices of  𝜖, HybridGC 
is the most likely to estimate 

MLE/global optimizer.

Small dataset (𝑁 > 110𝐾)

Large dataset (𝑁 = 100)

<latexit sha1_base64="6xMA3aflqfumCjmxgTLVUANyiVM=">AAADyXicpVLNbhMxEPZ2+SnLXwpHLhZVpBaJKkEIuCAVcUFCSKlE2kjxErze2cSK115sL2mwVgLxCLwQJ96hL8CFA6+ANwlVN+0JLK1mPDPf+Nv5JikEN7bTOQk2wkuXr1zdvBZdv3Hz1u3W1p1Do0rNoM+UUHqQUAOCS+hbbgUMCg00TwQcJdOXdf7oI2jDlXxr5wXEOR1LnnFGrQ+NWr8IFIYLJfFzTDJNmWtHRHiExdnIkUSJ1MxzbxzJqZ0Ypt2gqqqdCzNkxlOYUOve+JJd/PAfWnjkuwe7mOiaQlS1o//hs9Zs1Nru7HUWB593uitne//975/fv51kvdFW8IOkipU5SMsENWbY7RQ2dlRbzgRUESkNFJRN6RiG3pU0BxO7hSoVbvtIijOl/SctXkTPIhzNTc3YVy4Ir+fq4EW5YWmzZ7HjsigtSLZ8KCsFtgrXEuOUa2BWzL1DmeaeK2YT6rW1fhGiqI17qw3xrqW1PftyotTUR03V5KM1nVc1uP6ZJtckb05iNf7YQekNL+wCR8VYeTKTvNn3b7TZQiqQaVxnCwOl10Cl9bj9XYOEGVN5TmVKTtGcZaVk9Uo7YuHYJpl7cdq5irzy3XWdzzuHj/a6T/YeH/gVSNDybKJ76D7aQV30FO2jV6iH+ogFB8Es+Bx8CV+HH8Lj8NOydCNYYe6ixgm//gFW8Uul</latexit>

✏ =
|fX(cM)� fX(M

⇤)|
|fX(M⇤)|

Relative distance from MLE

<latexit sha1_base64="Xy5bS2g7lDIYFTI0/0LUyQx4hUA=">AAAENnicnVNLbxMxEN5teDTLoy0cuVgkRVyIdtOqaW+tcmiPAZGmUjdUttdJrPixsr1AtNr/xYkj/4ELJxAnED8BO9lG2RSBhKXVfJ7x93k8M4tSRrUJw8/+Ru3W7Tt3N+vBvfsPHm5t7zw61zJTmPSxZFJdIKgJo4L0DTWMXKSKQI4YGaBp18UHb4nSVIrXZpaSIYdjQUcUQ2NdVzv+oF6PERlTkRuIMgZVkWOlVBHUbcDIVGWMONyMSaopk6IJnoFu76T3ytrTbg8Aa2ND3huN87MZUjQ57RYgjucCnCZLgSh8k7+IiqYjhK2jg70VOxdAo9ztO4XVLAUWpPb/kPbWSYedo3+S9tdJYfi3m2IkjZG8fGJMRLKs4tV2w7HdAjdBVIKGV66ebcWnOJE440QYzKDWl1GYmmEOlaGYkSKIM01SiKdwTC4tFJATPcznI1CAXetJwEgq+wkD5t5VRg651jOO7EkOzUSvx5zzT7HLzIwOhzkVaWaIwIuLRhkDRgI3TyChimDDZhZArKjNFeAJVBAbO3VBsAt65ThaaGtj7erNSMqp9eqimo9ScFY4sntMNVfEq5WYZ4zVMCeZNTQ1cx5kY2mTmfCq7rW3KiGkbdzQRVNNMtsDmbhy270igrzDknMoknjJpniUCez+n/x6ME6WykVgOx+t9/kmOG+3ooPW/st24xiVM7DpPfGees+9yOt4x96Z1/P6HvY/+l/9H/7P2ofal9q32vfF0Q2/5Dz2Kqv26zd5nUeA</latexit>

✏ CPAPR GCP HybridGC

10�1 0.963 0.963 0.967
10�2 0.963 0.963 0.967
10�3 0.963 0.879 0.967
10�4 0.963 0.003 0.967

<latexit sha1_base64="Vhc8BurWYqfrgdQlX+nQYXmMV20=">AAAEWnicfZNfb9MwEMDTrkDbAVsHb7xYtJt4oUq6auNxUx+2x4LoNqkpk+24rVX/iWwHqKJ8Pb4DEk98EuwkLf2DOCny+c6/u7PvgmJGtfH9n5XqQe3J02f1RvPw+YuXR8etkzstE4XJCEsm1QOCmjAqyMhQw8hDrAjkiJF7tBg4//1XojSV4rNZxmTC4UzQKcXQWNNjq5I2GiEiMypSA1HCoMpSrJTKmg3rMDJWCSNO74Qk1pRJ0QFnYDC8Hn4CKzkDN4OhW0JDvhuN09slUjS6GWQgDPM4nEbrOIH/JX0fZB0HBF3fBxtx8v2u2UkRp2B7BZsnQ9PU7/YvMrv3u35/z7zLnhesPXu+mdcv8v5lg8t9tr9m/f+yfrDJhkgaI3l5/ZCIaP3QzcfjtqOdgH0lKJW2V8rQtutHGEmccCIMZlDrceDHZpJCZShmJGuGiSYxxAs4I2OrCsiJnqT5mGTg1FoiMJXKfsKA3LpJpJBrveTInuTQzPWuzxn/5RsnZvphklIRJ4YIXCSaJgwYCdzMgYgqgg1bWgViRW2tAM+hgtjYyWw2T8GwHFmr2sex62ZmJOXCWnW2XY9ScJk52F1mu1bEt18irxirSUoSu9DY5BxkM2mLmfPtuCvrdgghbecmzhtrktgeyMg9t90rIsg3LDmHIgrXNMXTRGD3j6WrybheR847H+z2eV+563WDi27/Y699hcoZqHtvvLfeOy/wLr0r79YbeiMPV35X69VW9eTgV61aa9QOi6PVSsm88rak9voPFr1E4Q==</latexit>

✏ CPAPR GCP HybridGC

10�1 1.00 1.00 1.00
10�2 0.46 0.04 0.46
10�3 0.03 0.00 0.17
10�4 0.00 0.00 0.01



OUR FUNDAMENTAL (YET SIMPLE) QUESTION
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Why and when do 
these methods fail?

We’ll try to answer this for CPAPR.



CONVERGENCE DEPENDS ON NUMBER OF STEPS IN SEARCH DIRECTION
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CHALLENGING BEHAVIOR ON SMALL DATASET
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“Optimal” # of  inner iterations: 
leads to MLE

Too many inner iterations: 
leads to other local minimizer

Spectral property
The ratio of  successive 
singular values may be 

a useful heuristic. 

Related work
• Two-factor degeneracies (2FD)5
• Heuristic to detect 2FD6

[5] Kruskal, Harshman, and Lundy, How 3-MFA data can cause degenerate parafac solutions, among other relationships, in Multiway Data Analysis, 1989
[6] Mitchell and Burdick, Slowly converging parafac sequences: Swamps and two-factor degeneracies, Journal of Chemometrics, 1994



RESTARTED CPAPR WITH SVDROP (OVERVIEW)
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While (not converged), compute a rank-𝑅 decomposition with CPAPR:
1. Every step, update current model.
2. Every 𝑗 steps, compute spectral properties of  current model.
3. If  (spectral properties) < 𝛾, checkpoint	and continue. 
4. Otherwise, choose a new initial guess and restart.

Choose the following parameters:
• 𝑘!"# : Maximum number of  outer iterations
• 𝑙!"# : Maximum number of  inner iterations
• 𝑗: Compute spectral properties every 𝑗 ≤ 𝑙!"# inner iterations
• 𝛾: Maximum threshold of  spectral properties for acceptable search 

path (e.g., 𝛾 = 10$)



RESTARTED CPAPR WITH SVDROP (DETAILED)
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1. Choose an initial guess
2. While not converged, compute a rank-𝑅 decomposition with CPAPR:

a. At the 𝑖-th iteration in mode-𝑘, compute the 𝑅-th largest singular value 𝜎(") 𝑅 ($).
b. Proceed for 𝑗 iterations.
c. At the (𝑖 + 𝑗)-th iteration in mode-𝑘, compute the 𝑅-th largest singular value 𝜎(") 𝑅 ($%&).
d. If   𝜎(") 𝑅 ($)/𝜎(") 𝑅 ($%&) < 𝛾, set 𝜎(") 𝑅 ($) ← 𝜎(") 𝑅 ($%&)	and continue. 
e. Otherwise, restart: go to 1.

Choose the following parameters:
• 𝑘!"# : Maximum number of  outer iterations
• 𝑙!"# : Maximum number of  inner iterations
• 𝑗: Compute spectral properties every 𝑗 ≤ 𝑙!"# inner iterations 
• 𝛾: Maximum threshold of  spectral properties for acceptable search 

path (e.g., 𝛾 = 10$)
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CONVERGENCE AND PERFORMANCE RESULTS

Probability of  convergence to MLE vs. local minimizer with SVDrop; 
<latexit sha1_base64="rHZhpKqISSs4pjVPNoBaTwMFlYk=">AAAF43icbVRLb9QwEE67LHSXVwtHLoY+xKVVHtt93ECAhASF8mgpalaV43h3TRM7sh1oiXKAKzfElR/GiR/An2Acp0t3iyVnJjOe+T6Px46yhCntur8WFhuXmpevLLXaV69dv3FzeeXWvhK5JHSPiETIgwgrmjBO9zTTCT3IJMVplNB30fEj43/3kUrFBH+rTzM6TPGYsxEjWIPpaGXxTyuUVLHPNBInRajpif7EYj0pi7tlsb7ebrXCiI4ZLzSO8gTLskgS+W+UsKAVapHJPKFGR9OxgebHBgrTPNEMWOcpLzyvLEhpMRUp3uw/liKrEjLOqURMU1mxVGgt1Dhfs2AhCknKYgNYBJteUKJHgsMWxzQGhB3GWQq7kVNM10RtIM/++XOMAis6MLcv0O3a0J796895BzA913KqvjUro7+narpu5/mTuciaUsf1DW5VgGhUdNzOoDRc3GC7En7fCgMUDNxuJXpuJfoB2jBZgsHAGgZ9ZGmch36pJ1CJZ8/eokwwrm2ebYvu1lzmuf1PeK5fVSmwNTO1rNCBf1VUs8yivxD/Um1eKKjXqUvq92w/1Fv3y9rftfksju+j86h9K3pn4FZDQTAFDyOhtUjrQwgpj6dtC51cto+WV90ttxroouLVyqpTj92jlYXfYSxInlKuSYKVOvTcTA8LLKGLE1q2w1zRDJNjPKaHoHKcUjUsqmtZonWwxGgkJEwofmU9H1HgVKnTNIKVKdYTNe8zxv/5DnM96g8LxrNcU04s0ChPkBbI3HEUM0mJTk5BwUQy4IrIBEtM4Eapdnsd7dZPBKhQIJDnkSMhjsGqylk+UuLT0gSbzcxyjdLZSlSMiRwWNAfBMl3F4WQsgMwknc17Zp1NwQWc3tB4M0VzOAMRm3LDv6ScfiIiTTGPw2k0I6OcE/NaFGdN9XCaGeBnIOMPudLw3oEdWsKbb4CLyr6/5XW3Oq/81QdR3RxLzh3nnnPf8Zye88B56uw6ew5pvG6cNL40vjZp81vze/OHXbq4UMfcdmZG8+dfLsuXbw==</latexit>

SVDrop inner iterations ⌧

Converged Minimizer 0 1 2 3 4 5 6 7 8 9 10

Yes MLE 0 4024 4049 4035 4028 4029 3906 3970 3983 3990 3998

Yes Other KKT point 3905 0 0 0 0 0 102 43 31 24 20

No - 146 27 2 16 23 22 43 38 37 37 33

<latexit sha1_base64="OScJyoq4jzJ2Yf27RrYB4Mc5bPw=">AAADJHicbVJLb9NAEN6YVwmvFI5cVqSVOLSRXYXCpVIRF04oSKStFJtovR4n2+zD2gc0svwr+A/8B65w5YY4cIG/wjoxVd0y0mq//Wa/mdnZSQvOjA3DX53g2vUbN29t3O7euXvv/oPe5sMjo5ymMKaKK32SEgOcSRhbZjmcFBqISDkcp4tXtf/4A2jDlHxnlwUkgswkyxkl1lPT3u5WPCNCEHyAo/D9/k68E0NhGFdyzZS7w8qTbw6G4bNoa9rrh4NwZfgqiBrQR42NppudP3GmqBMgLeXEmEkUFjYpibaMcqi6sTNQELogM5h4KIkAk5Srd1V42zMZzpX2S1q8Yi8qSiKMWYrU3xTEzs1lX03+zzdxNn+RlEwWzoKk60S549gqXDcJZ0wDtXzpAaGa+VoxnRNNqPWt7Ha38ajpsYeW1PvFzKlSC8+aql2P1mRZ1eL6Me1aU9HuxKpiqpMSnN9YYVc6wmfKFzMX7bj/2HYIqUBmSe0tDDj/Byqr2+3PGiR8pMp/usziczWjuZO0HooytnBm07x8eR7Zp2+lzE6dsak687wfiejyAFwFR3uDaH8wfLvXP0yb4dhAj9ET9BRF6Dk6RK/RCI0RRZ/QF/QVfQs+B9+DH8HP9dWg02geoZYFv/8CtysDHw==</latexit>

� = 106, ✏ = 10�4, N = 4051

Sensitivity of  SVDrop to 
<latexit sha1_base64="s2KyfottjYX9YSBNS0d3u5u5/a4=">AAADDXicbVLNbtQwEPaGv7L8bUHiwsViW6lcVskKARJCKuLCcZHYttImWjnOZNfd2I7sMXQV9hl4B65w5Ya48gyceBWcNFRNy0iRv3zjb2Y8M2lZCIth+LsXXLl67fqNrZv9W7fv3L032L5/YLUzHKZcF9ocpcxCIRRMUWABR6UBJtMCDtPVm9p/+AGMFVq9x3UJiWQLJXLBGXpqPni4Ey+YlIzGL+lejMzRV3T8ZGc+GIajsDF6GUQtGJLWJvPt3p8409xJUMgLZu0sCktMKmZQ8AI2/dhZKBlfsQXMPFRMgk2q5gEbuuuZjOba+E8hbdjziopJa9cy9Tclw6W96KvJ//lmDvMXSSVU6RAUP02Uu4KipnU3aCYMcCzWHjBuhK+V8iUzjKPvWb+/SydtMz1EVp/nM6darzxrN916jGHrTS2uH9OtNZXdTjQVc5NU4PwhSmx0rFhoX8xSduP+Y7shlAaVJbW3tOD8DHRWt9v/G1DwkWs/XZXFZ2rBc6d4Pf0qRjjBNK9en0X26Tsps2NnMdUnnvcrEV1cgMvgYDyKno2evhsP99N2ObbII/KY7JGIPCf75C2ZkCnh5BP5Qr6Sb8Hn4HvwI/h5ejXotZoHpGPBr79lSfuN</latexit>

� (⌧ = 2)



CONCLUSIONS

• SVDrop has the highest likelihood of  finding MLE in our experiments.
• The method can be prohibitively expensive when it does fail, but this is rare.

16

Contact: {jermyer, dmdunla}@sandia.gov
Paper (to be updated soon): https://arxiv.org/abs/2207.14341

FUTURE WORK

• It’s unclear how sensitive SVDrop is to the complex interplay parameters.
• Experiments on Small dataset are very limited – do they generalize?
• Are low-accuracy singular values useful?

https://arxiv.org/abs/2207.14341

