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Abstract

High-resolution imaging with secondary ion mass spectrometry (nanoSIMS) has become a
standard method in systems biology and environmental biogeochemistry and is broadly used to
decipher ecophysiological traits of environmental microorganisms, metabolic processes in plant
and animal tissues, and cross-kingdom symbioses. When combined with stable isotope-labelling
—an approach we refer to as nanoSIP— nanoSIMS imaging offers a distinctive means to quantify
net assimilation rates and stoichiometry of individual cell-sized particles in both low- and high-
complexity environments. While the majority of nanoSIP studies in environmental and microbial
biology have focused on nitrogen and carbon metabolism (using *°N and *3C tracers), multiple
advances have pushed the capabilities of this approach in the past decade. The development of a
high-brightness oxygen ion source has enabled high resolution metal analyses that are easier to
perform, allowing quantification of metal distribution in cells and environmental particles. New
preparation methods, tools for automated data extraction from large data sets, and analytical
approaches that push the limits of sensitivity and spatial resolution have allowed for more robust
characterization of populations ranging from marine archaea to fungi and viruses. NanoSIMS
studies continue to be enhanced by correlation with orthogonal imaging and ‘omics approaches;
when linked to molecular visualization methods, such as in situ hybridization and antibody
labeling, these techniques enable in situ function to be linked to microbial identity and gene
expression. Here we present an updated description of the primary materials and methods used
for nanoSIP, with an emphasis on recent advances in nanoSIMS applications, key
methodological steps and potential pitfalls.

Key Words: nanoSIMS, isotope assimilation, metal imaging, single cell biology, sample
preparation, SEM, TEM, FIB, FISH, O ion source

1. Introduction

Understanding biological exchanges at the single cell scale, especially in complex
systems, is one of the grand challenges of microbial ecology and systems biology. This challenge
includes characterizing cell-cell interactions, linking phylogenetic identity to ecophysiology for
uncultured organisms, and quantifying rates of elemental transfers within and between cells and
their surrounding matrix. Recent advances in ‘omics techniques have enabled unprecedented
access to gene transcripts, metabolites and proteins, but rarely at the level of individual cells or
mineral particles. These data have also enabled insights into the genomic potential of uncultured
organisms that exist in complex systems, however, quantitative measures of metabolic functions
of these organisms and within-population variability remain largely untested. Isotope tracing
techniques are unique in their ability to identify in situ ecophysiology of microorganisms and
biogeochemical exchanges, making them some of the most powerful techniques in microbial
ecology®®. Amongst these approaches, the development of high-resolution secondary ion mass
spectrometry’, specifically with a CAMECA NanoSIMS 50 and later the 50L, has opened up
new capabilities for taking on the challenge of single cell scale isotope imaging and has become
a standard method for assessing in situ metabolic activity.

Nanoscale secondary ion mass spectrometry (nanoSIMS) 7 is a quantitative imaging
technique where a high-energy primary ion beam is used to sputter small volumes of sample
surface material, generating secondary ions that are used to create atomic or molecular ion maps.
Its high lateral resolution (~ 50 nm) and parts per million to high parts per billion detection limit
enables in situ characterization of isotope enrichment and elemental composition at the single
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cell level. The NanoSIMS 50 and 50L (CAMECA, Gennevilliers, France) can image 5 - 7
elements or isotopes simultaneously; additional species can be imaged using a magnetic peak
switching approach®. These characteristics enable mapping of trace element and isotopic
variations with submicron-scale resolution, including in subregions of individual cells (Fig. 1, 2,
3). Measurement precision in submicron regions is typically 1 % for isotope ratios; higher
precision can be achieved in larger volumes. As such, nanoSIP studies typically involve isotope
or rare element labeling, although microscale imaging of naturally occurring elemental or isotope
fractionation patterns is possible® 1°,

NanoSIMS was first intensively applied to meteoritic material 1%, and in the early 2000’s
to biological materials ranging from cell membranes to bacteria, eukaryote symbionts, archaea,
cyanobacteria, spores, biominerals and soils %28, Interest in nanoSIMS applications for
microbial ecology, cell biology and environmental science has grown quickly between that
period and the present, with multiple CAMECA nanoSIMS instruments in use specifically for
these applications. Today, nanoSIMS analysis is a well-accepted technique, and has been
discussed in over 1000 publications from many disciplines. Multiple literature reviews have been
published that focus on applications including soils®: 2°, biofilms®, marine ecology?, cell
metabolism3?, plant elemental distribution®3, the combination of nanoSIP with fluorescent in situ
hybridization (FISH)*, general biological applications®-3" and cell membranes®. An updated list
of nanoSIMS literature in environmental biology and cell biology may be found at
https://www.cameca.com/products/sims/nanosims®. In this updated version of our 2012
chapter?, we discuss advances in nanoSIMS analysis techniques, new applications, and
methodologies that are becoming standardized.

Recent Developments in nanoSIMS Systems Biology Research

With nanoSIP, metabolic activities of single microbial and eukaryotic cells and their
symbionts can be tracked by imaging natural isotopic and elemental composition or isotope
distribution after stable isotope probing “°. Most nanoSIP environmental microbiology studies
have targeted nitrogen and carbon metabolism (using °N and 3C enriched tracers) (e.g. 3 41-43),
but a growing number discuss patterns of sulfur, phosphorous, and metals (e.g. 444°) or use D20
as a means to track active cells 551, While many of the earliest nanoSIP microbiology studies
were focused on aquatic bacterial and archaeal communities 18-20.52 and 3C and °N fixation in
diazotroph cultures such as Trichodesmium spp. (Fig. 1) and Anabaena oscillarioides (Fig. 2)
25 recent years have brought a large expansion in the types of microbial study systems. These
include: methane producers and consumers in aquatic and industrial waste treatment systems (‘&
53-8 ‘many types of symbionts*® 5961 and taxa found in the human gut microbiome®? and insect
gut®3 84 NanoSIMS imaging has proved particularly useful for studies of elemental exchanges
between symbionts, and has been applied in sponges and corals®-7°, algal-bacterial interactions’*-
73, ant-plant-fungus interactions’* and microbial mat studies of multi-functional group
interactions’®.

In the past decade, nanoSIP approaches have been used to support a systems-level
understanding in a substantially expanded pool of study systems, including plants, fungi, soils
and viruses. In plants, elemental distributions of Zn, Cd, Fe, Mg, K, Cu, As, Si and U have been
mapped at the cellular and subcellular scale as a means to understand patterns of
hyperaccumulation, toxicity and metabolism (reviewed in Nunez et al.®”). Transfers of carbon,
nutrients and water between plant roots and mycorrhizal fungi, first imaged by Nuccio et al. in
2013 78, are particularly well suited to nanoSIMS analyses, as these exchanges occur across a
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microscale interface 7584 In soil, nanoSIMS imaging has the potential to measure
biogeochemical exchanges between diverse phases, including bacteria, fungi, minerals, organic
matter and phages, although the extreme spatial complexity demands a large number of analyses
to provide statistically robust conclusions. Since Hermann et al.’s early perspective article?,
many dozens of nanoSIP studies have explored soils, including the fate of isotopically enriched
plant amendments to soil?® 888 so-called ‘rock-eating’ microbes that weather primary
minerals®®, the incorporation of microbial necromass into soil organic matter®’, and soil clay
minerals that exhibit antibacterial properties®® °°. Creative applications, including nanoSIMS
analysis of pl quantities of soil porewater®® and cells separated from the soil matrix via
Nycodenz gradients*® ! can help to deconvolve the isotope enrichment or elemental
stoichiometry of distinct soil pools. Viral and phage particles are a final frontier for nanoSIMS
imaging, since their size is at the outer limit of technical feasibility®2-%4. Novel approaches, such
as low energy ion implantation (see below), may help to preserve material from such tiny
particles, which are so thin that much of the sample is sputtered away in the initial moments of
an analysis, when the sputter rate can be 100 times higher than the equilibrium rate °*.

Environmental systems biology studies using nanoSIP have also expanded in breadth in the
past decade, and now reach far beyond queries of C and N fixation and elemental distribution.
Using imaging of time-resolved isotope tracing studies, Stuart et al., Hong-Hermesdorf, Miethke
et al., and Finzi, Pett-Ridge et al. all illustrated that cells can hold resources in temporary storage
molecules (respectively—extracellular polymeric substances, acidocalcisomes, cyanophycin)
until needed for later use?® 48 9-97 NanoSIMS analyses have also been used to characterize the
ecophysiology of novel uncultivated organisms®® ®°, and the cell to cell variability of growth and
fixation rates within populations** 190-103 " As these studies illustrate, individual cells can have
widely different assimilation patterns even within highly clonal and synchronized populations. In
recent years, studies of cellular metal uptake and intracellular distribution have proliferated*’: 4¢
104 (see also citations in Nunez et al.®"), in part due to advances in O" primary beam sources (see
below). Many such studies have explored Fe metabolism, and the spatial localization of
organisms using Fe as an electron donor or acceptor 195-107,

Multiple innovations have advanced the use of nanoSIP for systems biology applications.

These include more accurate isotope assimilation enrichment calculations 4% 1% automated
particle analysis software (and thus more highly-replicated studies)*! 1%, and use of various
forms of spatial statistics (where phenotypically similar features are grouped based on their
nanoSIMS chemical and isotopic fingerprints)*® 119, Below, we discuss these and several other
notable methodological advances, including a new negative oxygen ion source, low energy ion
implantation, improvements in sample preparation and combined imaging and correlated
analyses.

Recent nanoSIMS Instrumentation Innovations

The most notable technical advance for nanoSIMS in the past decade was the
development of a high-brightness negative oxygen ion source, which enables positive secondary
ion imaging with 50 nanometer resolution. In the CAMECA nanoSIMS instruments, imaging
resolution is determined by the ion optics, and originally, only the micro Cs* ion source had
sufficient brightness to achieve a 50 nm spot size; the lower brightness of the duoplasmatron
source (used to generate O ions) allowed 100 nm resolution at best, with lower stability and
reliability. As such, many researchers prioritized Cs" analyses for electronegative elements like
C and N over O™ analyses for metals.
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In 2013, Oregon Physics (Hillsboro, OR, USA) produced a high-brightness O™ source
called the Hyperion I1, which generates ions from oxygen gas using a radiofrequency (RF)
inductively coupled plasma (ICP)!% 112, The Oregon Physics system substantially suppresses
electron extraction while producing a high-brightness O™ beam. Based on tests with Lawrence
Livermore National Laboratory’s NanoSIMS 50, the Hyperion 11 was modified to achieve ~50
nanometer spatial resolution, and allow imaging of low micromolar concentrations of metals in
biological materials with ~250 nm resolution (Fig. 4). Furthermore, the Hyperion Il output is
very stable (<1% drift over 24 hours) with a low maintenance requirement (every 1 to 3 years).
As a result, it is now the preferred O source for the CAMECA NanoSIMS 50L*2, The superior
performance of this new source has the potential to attract more researchers to trace metal
analysis in biological systems. In our own research, it has enabled higher throughput, as well as
spatial resolution sufficient for sub-cellular imaging*’.

Another notable technological advance is the new low energy ion implantation capability
for the CAMECA nanoSIMS instruments (extreme low impact energy, or EXLIE) which opens
the potential for analysis of smaller and thinner samples. In dynamic SIMS instruments like the
NanoSIMS 50, the analysis ion beam controls the yield of desired secondary ions, with a Cs*
beam used for negative secondary ions, and an O™ ion beam for positive secondary ions.
However, this enhancement effect is weak at the sample surface because ions from the analysis
beam are implanted some 10s of nanometers below the surface. This is problematic for samples
that are only 10s of nanometers thick, such as viruses. To overcome this challenge, Cabin-
Flaman et al. demonstrated that initial Cs® deposition resulted in a ~10 increase in ion yield at the
surface, allowing them to image strands of combed DNA!!# 115 |n response, CAMECA has
released a hardware and software package that allows the operator to reduce the analysis beam
energy to only a couple hundred volts so that the beam effectively coats the sample locally. In
our experience, this system works well, but Cs* is incompatible with gold coated samples
(presumably the Cs interacts with the gold, not the biological sample). Further use of EXILE
should enhance quantitative analysis of extremely other extremely thin particles such as phage
and viruses, DNA and RNA, cell membranes and lipid rafts, exudates, and other small and thin
biological materials.

Moving toward standardized methods

While nanoSIP has become widely used by the fields of systems biology and microbial
ecology, due to the limited number of instruments, the application of high spatial resolution
SIMS to biology is still limited to a couple dozen labs and user facilities, each with its own
protocols for analysis, standardization and data treatment. A number of important issues are still
not codified in the literature and not widely reported in nanoSIMS-based publications:

1. Standards to demonstrate proper operation and tuning of the instrument and for

quantification of isotopic ratios and elemental concentrations.

2. Effective mass resolving power (see Section 3.4.1) and demonstration of negligible
collection of isobaric interferences
Pre-analysis ion implantation and sputtering equilibrium
Demonstration of sample performance (charging, flatness, orientation)
Data extraction protocols, including defining regions of interest
Effects of sample preparation
As the systems biology community continues to elaborate on the nanoSIP approach, it will serve
the community to have a more standardized approach. In the methods description that follows,

o Ul AW
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we describe a series of protocols that could serve as a basis for standardization.

2. Materials
2.1 Sample selection and experimental design

1.
2.
3.

Cultures, co-cultures, natural communities from soil, water or sediment, tissues
Treatments and controls, harvests from a temporal series (if desired)
Final preparation must fit within a 50 mm circle and be vacuum compatible.

2.2 Incubations for stable isotope probing cultures and microbial communities

1.

2.

3.

Substrates labeled with stable isotopes. These can be purchased from companies such as
Cambridge Isotopes, Isotec-Sigma or JPT Peptide Technologies. Substrates may also be
grown (e.g. *C and N plant litter) or purified in house®®.

To label cultures with gasses or gas-exchangeable compounds: sealed vials, gas bags, or
environmental chambers. For gas injection: gas tight syringe, gas tank regulator, and
extraction port.

Any inert container can be used for labeling experiments with non-gaseous compounds.
Field labeling is also possible if a portion of the system can be at least partially sealed off.

2.3 Sample preparation and pre-analysis characterization

1.

wn

6.
7.

While fixation is not always necessary, when used, fixation options include:
glutaraldehyde, paramformadehyde, formaldehyde, ethanol, fast freezing, and high
pressure freezing.

Embedding options; epoxy, acrylic, elemental sulfur, sucrose, OCT, paraffin.
Cutting options: Cryostat, ultramicrotome, razor blade, focused ion beam (FIB) %6,
Sample support options: Si wafers; Transmission Electron Microscopy (TEM) grid; filter;
indium tin oxide (ITO) coated glass slides; vector bond, poly-L-lysine, egg white.
Sample mapping options: epi-illumination, phase contrast, fluorescence, electron
microscopy.

Coordinate encoding; light and electron microscopy systems can be used
Conductive coat options: Evaporator or sputter coater with carbon, gold, iridium, or
platinum.

2.4 High spatial resolution SIMS

1.

The NanoSIMS 50 and NanoSIMS 50L (CAMECA) are state of the art instruments for
isotope and elemental imaging. These nanoSIMS instruments are a form of magnetic
sector SIMS with high spatial resolution (down to 50 nanometer), high mass resolving
power and transmission, and simultaneous detection. They use a high-energy primary ion
beam to interrogate the sample (sputtering). In this process, a small volume of the sample
is impacted by the primary ion beam, breaking bonds and ejecting atoms and small
molecules. A fraction of the sputtered material spontaneously ionizes, in proportion to the
element-specific ionization probability. The ions are extracted by an electric field into a
secondary ion mass spectrometer. The sensitivity ranges from detecting 1 in 20 nitrogen
atoms to 1 in 1,000,000 helium atoms, and mass resolving power (specificity) can be up
to 15,000 M/AM in corrected units (see Section 3.4.1) -1, Imaging is achieved by
scanning the primary beam over the sample (in a region < 50 pm2) and reconstructing the
ion images digitally.

2. Certified standards can be acquired from the U.S. National Institute of Standards and
Technology (NIST) or equivalent agencies, though few are relevant for systems biology
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nanoSIP studies. Reference standards can be generated ‘in house’ by characterizing
samples by bulk methods and verifying high resolution homogeneity by replicate SIMS
analyses. A further option is ion implantation in epoxy or other surrogate biological
materials 7. Tuning samples can be cell cultures or other materials of known
composition (e.g., NBS610 from NIST or a piece of metal) used for instrument tuning
and mass selection.
2.5 Data analysis

1. NanoSIMS image analysis software (L’image, L. Nittler, Carnegie Institution of
Washington

2. Winlmage, Cameca

3. OpenMIMS (https://nano.bwh.harvard.edu/openmims), an add-on for Image J, a free-
ware program available from the U.S. National Institutes of Health
(http://rsb.info.nih.gov/ij/download.html)

4. Look@NanoSIMS™ 8, a free-ware program developed for MatLab (MathWorks)

3. Methods

3.1 Sample selection and experimental design

A wide range of biological samples can be analyzed by nanoSIMS if properly prepared (see 3.3).
Experimental effects should be maximized to allow for high spatial resolution analysis: ideally
with isotope enrichment >1 atom % or trace element concentration differences that are >2-fold.
Typically, treatment samples are referenced to control samples. For nanoSIP experiments, useful
controls include no-heavy isotope addition controls (e.g. *2C), and time-zero isotope addition
controls. If an isotopically labeled solid substrates has been used as an amendment (e.g., *C
plant material, necromass, EPS87: % 118-121) "it is essential to analyze some of the same material
‘neat’—to understand its microscale heterogeneity. For trace element studies, no-treatment
controls are likely sufficient. For many experiments, time course analyses aid data
interpretation?? 95 100-102 Finally, while nanoSIMS analysis time is frequently costly and limited,
biological replicates are essential for each timepoint and treatment and will substantially improve
statistical power.

3.2 Isotopic labeling of cultures and microbial communities

If an isotope label is to be tracked, the labeled substrate will depend on the experimental goals,
but can range from dinitrogen gas to amino acids to complex biomolecules such as cellulose.
Typically, $3C and/or *°N are added as tracers in nanoSIP studies because they can be used
without altering cellular function (Figs. 1, 2). Other options include 02 and ?H labeled
substrates and water. Elemental labels such as F, Br and | can also be used as tracers 2> 122, For
example bromine-labeled deoxy-uradine (BrdU) may be used as a DNA tag to track cellular
division 24123124 "and can be used to track the fate of a Br —labeled nucleic acids (Fig. 5).
Methods for introducing isotopically labeled substrates can follow the pattern established by
stable isotope probing (SIP) 125126 3 set of widely accepted techniques used in microbial
ecology. As a general principle, incubation experiments must last significantly longer than the
time of diffusion into the sample, however a balance must be struck in order to avoid cross-
feeding effects. Depending upon the research goal, each labeling experiment will necessarily
have minor differences, though many may resemble the following example protocol, which was
used to 3C and *N label a freshwater cyanobacteria culture 2° (Fig. 6).
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A. oscillarioides was grown in liquid culture with standard conditions, nutrients,
buffer and trace element amended media 2. Exponential phase cultures were transferred
to sealed serum vials with no gas phase. Thereafter, a 24 hr incubation occurred with a
12 h light: 12 h dark illumination regime. At the outset of the pulse labeling, 0.07 ml of
NaH3COs (~99 atm % *3C, 0.047M, final enrichment of 1.7 atm % **C-dissolved
inorganic carbon) and 0.3 ml of 99 atm % °N2, 0.57 mM, final enrichment of 13.6 atm %
15N2) were injected into each vial. Basic environmental factors (irradiance, temperature,
pH, starting inorganic N and C pools) were measured during the incubation period. At
multiple time-points (0 min, 15 min, 30 min, 1 hr, 2 hrs, 4 hrs, 8 hrs, and 24 hrs), a vial
was destructively sampled and cells were fixed with 2 % glutaraldehyde in order to
determine uptake rates over the diel cycle.
Following a *3C and/or >N tracer experiment (e.g. with compounds such as *C-substrate,
N or *NH4"), the rate of C or N assimilation may be quantitatively determined with
nanoSIMS data. In general, exposure periods should be kept brief relative to the doubling
time of microbial populations, and sub-samples should be harvested at multiple time-points
during the isotope incubation in order to measure and minimize recycling and leakage, which
for N can approach 35% of newly fixed material °2. As the nanoSIMS measures total
elemental or isotopic signal, and does not discriminate between nitrogen derived from NOs’,
NHa4", or amino pools, measurements yield net uptake only, not gross assimilation. The
amount of C or N lost from a cell due to secondary metabolite production, denitrification,
leakage, or sample preparation effects cannot be precisely measured with nanoSIMS
analysis. If we define assimilation strictly as the uptake of exogenous C or N and its
conversion into organic forms, nanoSIMS measurements will bulk all new *C or **N taken
up regardless of whether the organism has utilized it for organic biosynthesis or not.

3.3 Sample preparation and pre-analysis characterization

Sample preparation is critical to the success of any nanoSIP experiment, and in some cases is the
most challenging step. SIMS is an ultra-high vacuum (=10 Torr) technique, and samples must
be prepared for the vacuum chamber in a way that preserves the molecular and elemental
distribution of interest. NanoSIMS imaging cannot be used for in vivo studies, and samples
cannot be analyzed in an aqueous phase without a cryogenic stage!?’. To prepare samples, it is
often necessary to stabilize biological components (fixation), remove water (dehydration) and
salts (derived from growth media or sea or sediment water), mount samples on a conductive
support (Si wafer, TEM grid) and then proceed to either an intact sample analysis, or follow with
embedding and sectioning. For some non-agqueous sample types (soils, fungal hyphae), we have
found it workable to analyze unfixed samples?® &7. For other samples, it is ideal to separate cells
or particles from a matrix prior to nanoSIMS analysis; in these cases, a Nycodenz gradient, flow
cytometry or microfluics approach can be used #6: 91103, 128,129

3.3.1 Sample flatness and conductivity

While ideal samples are flat with no more than nm-scale variations in surface topography, in our
experience, it is possible to work with non-flat samples. The primary concern topography
introduces is increased error in isotopic measurements, which result from spot to spot variations
in ion extraction conditions, and effectively detune the mass spectrometer. On a perfectly flat
sample (e.g., individual spores), ~1 permil (%o) precision is possible when imaging with electron
multipliers. However, with large cells, soil particles or other sources of surface irregularity, only
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percent level precision is often possible. For a given sample type, it is necessary to establish the
precision of the measurement conditions by using comparable samples to the samples of interest.
In most cases, control samples that were not exposed to isotopically labeled substrates are the
best option. In many nanoSIP studies, the goal is to achieve isotopic enrichment of 10% or
higher (100 permil); at these enrichment levels, even many um of surface topography can be
tolerated® 110,

Because SIMS instruments use an ion beam to interrogate the sample and extract ions and
electrons, sample charging is a critical consideration. If the sample charges, the extracted
secondary ions will have the wrong energy with respect to the tuning of the secondary mass
spectrometer, resulting in a loss of mass resolving power and potentially a shift in the mass line.
This is primarily an issue for the analysis of negative secondary ions because a significant
current of electrons are extracted while a beam of Cs* ions are being deposited in the sample. If
the sample is nonconductive, the sample will rapidly charge, ruining the analysis. As a practical
matter, sample charging can be identified when there are sample regions that appear to have
close to zero secondary electron counts. To minimize charging during nanoSIMS analysis,
samples (whether intact or sections) are typically coated in an evaporator or sputter coater with a
2 — 20 nm layer of gold or other conductor (e.g. carbon, iridium, and platinum). As a general
rule, the more topography the sample has, the thicker the conductive coat needs to be to bridge
topographic gaps.

For biological samples in the absence of minerals, sample charging is generally not a
problem (even though biological materials are inherently non-conductive). After sputtering
equilibrium is reached, the sample becomes sufficiently conducting to perform high quality
analyses. For this same reason, analyses can be performed on filters without having to do more
than deposit a conducting coat on the surface to enable the charge to dissipate to ground. In fact,
monolayers of cells on a conducting substrate can be analyzed (without a conductive coat)
because the sample stops charging after sputtering. Nonetheless, at LLNL, we normally apply a
conductive coating our samples to facilitate initial imaging.

Samples with a high mineral or salt component often present a greater challenge. Most
minerals will charge under Cs* analysis after the conductive coat is sputtered away. In these
cases, an electron flood gun is needed for charge compensation. While not overly difficult, the
electron flood gun does add complexity to the analysis and secondary electron imaging cannot be
performed at the same time.

For samples that are to be analyzed intact, some will need to be washed in deionized
water to remove salts or other compounds that could coat cells or mineral particles and interfere
with ion extraction. For cells or particles, washing on a filter is very efficient, and nucleopore or
polycarbonate filters can be used as a sample substrate if they are flat at the micron scale. Other
ideal sample substrates include Si wafers, plastic slides, and indium-tin-oxide (ITO) coated glass
slides. Conductive sample substrates are preferred to insulators, which will charge as soon as the
conductive coat is sputtered away. Cell cultures grown on a solid substrate can be gently washed
with repeated immersion in deionized water. Poly-L-lysine, vector bond, egg white or other
surface coatings are useful to enhance adhesion to the sample substrate.

3.3.2 Fixation

Fixation of biological tissues is designed to preserve cell morphology and immobilize analytes of
interest for imaging analysis. Chemical fixatives (glutaraldehyde, paraformaldehyde,
formaldehyde, ethanol, osmium tetroxide 130-132) work well if proteins and other structural
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molecules are the targets. For these analyses, any fixation approach that is suitable for Scanning
Electron Microscopy (SEM) imaging will likely work for SIMS imaging. However, more
complex methods such as low temperature methods (flash freezing, and high pressure freezing,
133-135) are sometime warranted to preserve the distribution of small molecules and diffusible ions
in biological samples. It is best to avoid applying the stains typically used in EM imaging (e.g.
uranyl acetate) in cases where the elemental composition of the sample is of interest. It is also
important to recognize that fixatives can cause significant isotope dilution; several nanoSIP
studies have shown a stepwise dilution of isotopic composition after chemical fixation, FISH and
CARD-FISH protocols 34 136,137,

The selection of a fixation procedure is a practical matter—if no fixation is necessary,
none should be used. When needed, chemical fixatives can be added directly to samples in
solution at concentrations ranging from 2-4%. But the effects of fixatives may be highly sample
dependent, and the SIMS community has reported widely differing experiences. Glutaraldehyde
IS a very aggressive cross-linking agent and is thought to be incompatible with other treatments,
such as FISH. Osmium tetroxide is known to cross-link phospholipids. Fixation is not necessary
for bacterial spores 26 and potentially encysted microbes. By contrast, vegetative cells are prone
to lysis without fixation, especially during washing to remove salts®. Herman et al 1* report
only 35% of photosynthetically fixed 3C was retained as protein in symbiotic algae, following
chemical fixation in a glutaraldehyde: paraformaldehyde mixture. In our experience at LLNL,
mean nanoSIMS isotope ratios of cyanobacteria fixed with glutaraldehyde correspond well with
the isotope enrichment measured in the same cells via IRMS 2325 as long as enrichment values
are less than 50 atom %.

Cryogenic methods of tissue fixation are presumed to be more conservative, but are
substantially more laborious, and flash freezing and high pressure freezing can only be applied to
sample aliquots or very small samples 3L, In studies where significant migration of the element
of interest is likely to occur during sample preparation, low temperature methods such as freeze-
drying may be the best solution 47- 3% but more work is needed to demonstrate quantitative
elemental distribution retention.

3.3.3 Embedding and Sectioning
In cases where the goal is to target intercellular elemental or isotopic distribution (e.g. Figs 1, 2,
3, 7), embedding and sectioning will likely be needed prior to nanoSIMS analysis. As with other
aspect of sample preparation, the embedding and sectioning method should be chosen with the
target ions and molecules in mind. Key questions to consider are:
i.  Will in situ hybridization or antibody labeling be performed on the section?
ii.  Are diffusible ions or molecules of interest?
iii.  Will the embedding medium be a significant source of interference with the target
species?

If none of the above cases apply, then standard embedding methods will likely work and have
previously been used to localize *C- and *°N-labeled structural molecules 2% 2427 and fragile
marine aggregate 4°. Samples can be embedded in a number of polymers for room temperature
sectioning (e.g., epoxy, acrylic, paraffin $34). Where larger areas need to be analyzed, histological
methods can be used 4. In situ hybridization or antibody labeling require the fewest
modifications to standard embedding methods for successful labeling. The fixative should
minimize cross-linking of the target (e.g. paraformaldehyde instead of glutaraldehyde), and the
embedding medium should allow exposure of the target molecules. For resin embedding, acrylic
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tends to penetrate samples more readily in our experience. Even better nanoSIMS results can be
achieved if the embedding medium is porous or removed after sectioning, such as with most
histological and cryogenic methods 34 141,

If diffusible ion and molecules are of interest, embedding methods that employ room
temperature liquids should be avoided. FIB (focused ion beam) sectioning is likely the best
option for preserving the distribution of diffusible species because a fully dry sample can be
sectioned, however, the method requires specialized equipment and limited sample material can
be processed (TEM sections are particularly time consuming to make by FIB sectioning). If the
samples are only destined for SIMS analysis, top-cutting may be a more rapid option 6. One
other potential alternative is sulfur embedding 42144 which we have used to section
heterogeneous soil aggregates?.

A final embedding/sectioning option is cryogenic sectioning, which can be performed
with sucrose, OCT or similar compounds. Cryosectioning of water-ice embedded samples is also
an option, but is challenging. Cryogenic methods will only preserve the distribution of diffusible
ions and molecules if there is no cyro-protectant infiltration and fast freezing is employed; both
are major changes from standard protocols and not easily implemented. In particular, removing
the cryo-protectant (e.g., sucrose) from these protocols leaves the frozen section brittle and very
difficult to section.

Sectioning can be performed with an ultramicrotome, a standard “histological”
microtome or cryostat, or even with a razor blade, depending on the type of pre-nanoSIMS
imaging that is desired. Standard TEM-grade ultrathin sections (~100 nm) can be analyzed by
nanoSIMS, however more data can be collected from thicker sections (up to 500 nm) if lesser
TEM image quality is acceptable. Thicker sections are also desirable if large areas (millimeters?)
need to be imaged or analyzed. If transmission light imaging is necessary during the sample
mapping phase, indium tin oxide (ITO) coated glass slides are preferable to uncoated glass slides
because they do not charge in the SIMS. An adhesive surface coating (e.g. poly-L-lysine) is
necessary to retain cryogenic sections during washing or staining. Focused ion beam (FIB)
milling can be used as an alternative to embedding and sectioning !¢, particularly where the user
needs to have precise control over the location and orientation of the section. All thin sections
can be laid onto a TEM grid or directly on a solid substrate prior to nanoSIMS analysis.

As an example of a general procedure for sample preparation, before nanoSIMS
microanalysis, the filaments of A. oscillarioides (described above) were fixed with
glutaraldehyde, filtered, washed with Milli-Q (18 MQ) H20, transferred onto a silicon wafer and
dried. Since the filaments were sufficiently large, light microscopy was used for navigation and
target identification (Fig. 6).

3.3.4 Sample mapping

Sample mapping is the final critical step prior to nanoSIMS analyses; it can greatly enhance
operator efficiency and is often essential to interpretation of results. Most nanoSIMS instruments
have the equivalent of an epi-illumination microscope for sample navigation, and therefore epi-
illumination micrographs provide the best reference images for general navigation. SEM
mapping (and TEM, or Scanning Transmission Electron Microscopy (STEM) for thin sections)
can also positively identify targets for analysis; these images are often comparable (though with
higher resolution) to the secondary electron or ion images generated in the nanoSIMS. An ideal
series of mapping images should capture the whole sample scale, as well as individual target
analysis locations, with reference points that can be used to translate from one image scale to the
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next. For target points that are difficult to find in the nanoSIMS light imaging system, such as
very small or complex targets, coordinate encoding (relative to obvious fiducial points) can aid
navigating for analysis. Matrix-based coordinate transformations simplify the translation of
coordinates to the nanoSIMS, which has a somewhat non-intuitive coordinate system. When
analyzing samples on Si wafers, we often make faint scratch marks with a diamond-tipped pen
before the sample is deposited, this helps to provide unique reference points.

3.4 NanoSIMS analyses
High spatial resolution SIMS (better than 0.5 micron lateral resolution) is necessary to
characterize the isotopic and elemental composition of individual microbial cells. The CAMECA
NanoSIMS 50 and 50L are the state-of-the-art for combining high lateral resolution, high mass
resolution and high transmission, and may be used for both stable isotope and trace element
analyses of microbial samples (outlined below). These instruments have two modes of analysis: a
Cs™ primary beam to generate negative secondary ions, or an O" primary beam to generate
positive secondary ions. As a general rule, electronegative elements (e.g., halides) are detected as
negative secondary ions, and electropositive elements (e.g., metals) are detected as positive
secondary ions. Manufacturer manuals and standard references on SIMS can provide additional
guidance on the choice of detection polarity 7. In some cases, an experiment requires both
electronegative and positive elements to be mapped in the same sample. This is possible, but
changing polarities is a multiple-hour effort. Alternatively, at high enough concentrations, some
elements can be imaged with sufficient sensitivity in their non-typical polarity (e.g., FeO instead
of Fe*; C* instead of C, P* instead of P~; Fig. 4) 2647117,

For any analysis, it is useful to have standard samples that are routinely used for tuning.
This allows session to session comparison of transmission, mass resolving power (MRP), and
elemental or isotopic ratios. Standards are also important for finding the correct species, which
can be particularly challenging for higher masses. Simple reference materials (e.g., iron) are
easier to work with than multi-element standards like the National Institute of Science and
Technology’s NBS610, which has 500 ug/g of most elements. However, there are characteristic
spectra for NBS610 that can be used for mass calibration, such as the *®Fe* peak below a ~100x
larger °Cal®O* + Si>* peak at mass 56. Setting up for carbon and nitrogen isotope measurements
can easily be done with any biological sample.

3.4.1 NanoSIMS tuning and estimating mass resolving power

Tuning a SIMS instrument requires expert knowledge. The central aspects of SIMS instrument
tuning are primary ion beam alignment, peak shape, mass selection and resolving isobaric
interferences—all of which are important variables to report on in a nanoSIP article’s methods
description. Here we present the basics issues.

The alignment and focus of the primary ion beam (analysis beam) sets the location of the
ion source for the secondary mass spectrometer and determines the quality of the ion images.
Grid samples are typically used to identify and correct for distortion and calibrate the scanning
scale. If high current sputtering is used to reduce the time to achieve sputtering equilibrium, the
higher and lower current beams need to be aligned. This alignment should be done before
finalizing the tuning of the instrument because sometimes it is better to move the lower current
beam position toward the higher current one to optimize ion current or quality of the focus.

To obtain accurate measurements, the instrument must be tuned and aligned to collect the
ions of a species of interest to the exclusion of other species at the same nominal mass. The
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secondary ion beam for the species of interest must be tightly focused at the detectors and
multiple beam diameters from adjacent masses, and the detector must be aligned to collect
effectively 100% of the transmitted ions of interest and only those ions, with room for small
variations in the magnetic field or other potential shifts in the mass line. The result is a peak that
is flat-topped and steep-sided. A metric of the peak shape is the mass resolving power (MRP),
which is also a metric of the ability to resolve adjacent masses. MRP is defined based on the
nominal mass, M, at which the measurement is made, and the resolvable difference in mass, AM,
between two adjacent species:

MRP = M/AM. 1)

Because of the proportional nature of this metric, the measured MRP of the mass
spectrometer is effectively applicable across all masses. It is important to note, however, that the
resolvable difference in mass increases with mass. The CAMECA NanoSIMS software uses the
steepness of the side slopes of the mass peaks as a measure of the mass resolving power of the
secondary mass spectrometer.

MRP = R/(4-1.90), (2
where R is the effective radial distance of the detector position and L90 is the average lateral
distance between the 10 and 90% height of the peak side slope. This estimate of mass resolving
power is ~1.5 times higher than the effective MRP based on the standard definition of MRP, and
in our publications, we report the MRP of our analyses based on this correction (Fig. 8).
Regardless of the MRP value reported, it is essential to be aware of all potential interferences
and ensure that their contribution to the measured mass line is negligible. Simply observing that
a peak top looks flat on a standard is not sufficient to be sure there is not a significant unresolved
interference. Blanks and control samples are important for checking for interferences, as are
software programs that can calculate potential interferences.

Peak shape is an integrated function of everything from the primary beam location and
size to the gain on the detector. A tightly focused primary beam reduces the abundance of off-
axis ions, which cause angular aberration. A well centered primary beam relative to the
secondary ion collection lenses minimizes potential distortion. The secondary ion beam should
be aligned relative to all the lenses, slits and apertures in the secondary mass spectrometer to
maximize transmission and minimize distortion. The entrance slit width is selected based on the
target MRP, an aperture slit (similar to a field aperture for the CAMECA ims series) is used to
reduce angular aberration, and an energy slit is used to reduce chromatic aberration, along with
other tuning. The detector gain and threshold must be set to exclude noise and register >90% of
the incident ions. In our experience, dimers (e.g. 1*C'?C, or *2C*3C) result in higher gain than
monomers, and the detector voltages must be adjusted accordingly. Incorrect detector settings or
a failing detector can result in sloped peak tops. It is also important to set detector deflector
settings so that the ions strike a region of the detector first dynode with a flat response to
scanning, to achieve a flat top peak. Finally, for a NanoSIMS 50 or 50L, it is important to keep
sustained count rates below ~300,000 counts per second to prevent premature aging of the
electron multipliers. Sustained high count rates can result in dead spots on the detector first
dynode and overall loss of sensitivity from carbon deposition on the other dynodes.

3.4.2 Cs* analysis for electronegative elements and isotope ratios

The vast majority of system biology studies requiring nanoSIMS analysis are focused on
electronegative elements such as H, C, O, N, P and S 3. All of these elements (and their
corresponding isotopes) are analyzed with a Cs* primary beam. Of these, combined C and N
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isotope measurements are the most common and stringent analyses at the low end of the periodic
table; we discuss their analysis in detail below.

For both of carbon-13 and nitrogen-15, the higher sensitivity is achieved using a Cs*
primary beam and extracting negative secondary ions. The rare and major isotopes are both
mapped in the sample, and the ratio of the two reveals the distribution of the incorporated label
in the sample (Fig. 1, 2, 6, 9). Nitrogen is typically detected as the molecular ion CN" because of
the poor yield of N"and N* 145 146_Carbon isotopes can be measured using the monomers (C"),
the hydrides (CH"), the dimers (C2), or the CN species (where mass resolving power
requirements increase respectively). The CN species typically have the highest ion count rate in
biological samples, but because ~12,000 MRP (~18,000 based on the CAMECA software) is
required to resolve BC*N- from B!®0O- at mass 27, these species are typically only used when
the highest surface sensitivity is required4’.

We have found that the C2 dimers measured at mass 24 and 25 are more compatible with
the CN- species (e.g., 2Cz, ¥ C?C, 2C¥N-, 12CN") because of similar secondary ion focusing
(Fig. 10). Simply put, the maximum transmission for the carbon dimers is better aligned with the
maximum transmission for CN- than the carbon monomers are. Physically, this means that the
optimal focusing voltage for the lens used to focus the secondary ion beam in the entrance slit to
the mass spectrometer is more similar for C2" and CN" than for C  and CN". Because the ions are
all detected simultaneously, only a single EQS focusing voltage can be used, and therefore if C
and CN- are measured, the EOS focusing voltage has to be compromised for one or both sets of
species. This compromise not only results in a loss in transmission, but it also very likely results
in lower reproducibility of isotope ratio measurements. Maintaining optimal focus at the entrance
slit is important to isotope ratio measurement reproducibility. The difference in the difference in
EOS focusing voltage for these species is likely due to the differences in energy spectra resulting
from C2” and CN- primarily coming from molecule decomposition during flight, while C is
generated at the sample'#8. We have observed that the offset between C™and CN™ varies, but we
have not succeeded in making this offset acceptably small. We have also observed that there is
often a measurable offset between C2” and CN-, but it has always been relatively small (<10 V;
Fig. 10).

The N/*N ratio can be directly calculated from the ratio of the CN ions (**C*®N/*?C“N-
). The 3C/*2C ratio, however, equals 1>C*3C/(2 x 12C2") based on:

(SE[ )’ = [c]’ + [Pc]” +2[c][*c], ©)
where ['C], the relative abundance of the respective isotopes, and the individual terms on the
right hand side of the equation are the expected relative abundances for the respective
combinations of species 4°.

Typical analytical conditions for nanoSIMS are: a ~2 pA Cs* primary beam focused to a
nominal spot size of ~100 nm, a 256 x 256 pixel raster over a 10 x 10 micron? area, a dwell time
of 1 ms/pixel, the secondary mass spectrometer tuned for five to seven secondary ions (e.g., *?C2"
, BCL2C-, 12C1N-, 12C15N- and 3!P") detected on electron multipliers in simultaneous collection
mode, ~6500 MRP (~10,000 MRP based on the CAMECA software; see above) to resolve
isobaric interferences (e.g. 3C*2C vs. 2CtH" at mass 25; 3C> vs. 12CN- at mass 26; Fig. 8;
B0 vs. 12C15N- at mass 27), and data collection for 10 to 20 serial quantitative secondary ion
images (i.e. layers). For larger areas, the analysis time must be increased proportional to the area.
Hundreds of cells may need to be analyzed in order to account for natural variability in
metabolism from one cell to another (Fig. 11, 12).
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When possible, biological samples should be sputtered to a depth of~60 nm before data
collection to achieve sputtering equilibrium. The depth of analysis during a measurement is
typically between 50 and 200 nm, however whole cells may be consumed to acquire sufficient
counts for high precision analyses, to average over the entire cell, or to generate a cell depth
profile (Fig. 13). The sputter rate for biological materials with a Cs™ primary beam (16 kV,
normal incidence) is 1-2 nm-um?-pA=t-s? at equilibrium % 1, With a 2 pA Cs* analysis beam
and a 1x1 pm? raster, a 1 um cell can be consumed in a few minutes.

In addition to C and N, the distribution of electronegative elements (e.g., H, O, S and P)
or highly abundant electropositive elements (e.g., Fe as FeO") can be imaged during stable
isotope analyses®’. These can also include labeling elements such as F, | or Au (see Section 3.6,
‘immuno-labeling’)?>*?2. In some cases, magnetic peak switching may be necessary to image the
distribution of all elements of interest; at LLNL we have successfully analyzed up to 20 elements
in a single analysis of bacterial spores. Samples can be imaged simultaneously by secondary
electrons with negative secondary ions.

3.4.3 NanoSIMS trace element analysis

Trace element analysis in biological samples is often used to determine the concentration and
distribution of metal cofactors and labels. With the invention of the Hyperion 1l RF inductively
coupled plasma ion source, trace metal analysis with nanoSIMS has become significantly easier
and more attractive. The method of analysis is similar to the stable isotope analysis method
outlined above, except that typically the trace elements of interest are metals, which are imaged
with higher sensitivity as positive secondary ions with an O™ primary beam *’; elements such as
Na, K, Al, Mg and Ca ionize extremely well in this mode. To determine whether metals such as
Mn, Fe, Cu, Mo, Cr, V and Ni (and in the right circumstances, Zn and As) can be detected in a
given system with subcellular resolution depends on their concentration in the sample and
relative sensitivity factor (a.k.a., relative useful yield; see 3.5.2 and 7). At LLNL, we have
imaged a range of trace elements in cells, including Mo (as a proxy for nitrogenase; Fig. 11),
Mg, Si, P, Mn, Fe, Cu, Zn and As 47:48.104.151 " The highest spatial resolution achieved with the
Hyperion Il on a CAMECA NanoSIMS in this mode is ~50 nm with ~0.5 pA O™ primary beam 4"
113 For very low concentrations elements (ppb to low ppm), a >100 pA primary beam is
necessary to acquire enough counts for imaging, with spatial resolution >250 nm (Fig. 4). The
sputter rate for biological materials with an O" primary beam is ~0.2 nm-um?pA=-s1 1%, For
many metals, low ppm-level cellular concentrations can be imaged, but great care must be taken
to ensure detectors only collect the isotope or element of interest, as opposed to isobaric
interferences.

3.4.4 Standards and controls.
Standards and controls have distinct but related roles that are important to obtaining reliable
results. Standards are used to check instrument operation, quantify absolute composition, and
provide a reference for other experiments. For high precision isotope measurements or trace
element measurements, at least two matrix-matched standards with distinct known compositions
are necessary to insure accurate and meaningful results 47152, Experimental controls are used to
test for experimental artifacts and the statistical significance of treatments.

Standards are not readily available for biological SIMS because certified biological
samples are not appropriate. As a result, standards typically need to be produced and
characterized ‘in-house’ or borrowed from other laboratories. In cases of large effects relative to
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analytical uncertainty, no-isotope experimental controls can sometimes take the place of
standards. For elemental analyses, it is necessary for the measured ratios of interest to be on the
order of 10x higher than background to be confident the effects are real 3 1*° Furthermore,
correct instrument operation is hard to verify. One stop-gap option is to always analyze the same
sample at every session, even if the absolute composition is uncertain or it is not relevant to the
biological sample (e.g., NBS610) 48 139,

For C and N isotopic measurements, we at LLNL originally used a well-characterized
Bacillus subtilis spore preparation as a reference standard for 3. Measurement precision, c(internal)
for this standard is 0.4-1.4 % (2o for individual *C/*2C and ®>N/**N measurements), and
replicate analyses yielded an analytical precision, ostd), of 2.1 % (2c for an individual
measurement) (Fig. 8). More recently, we use an in-house characterized culture of Pseudomonas
stutzeri deposited on a Si wafer because these cells provide a better matrix match for our typical
experiments.

For high spatial resolution elemental analyses of biological samples, absolute
concentration standards are more difficult to establish for multiple reasons. First, concentrations
are typically low and therefore prone to contamination. Second, elemental concentrations can
vary spatially, making it difficult to relate high resolution analyses with bulk composition. Third,
the composition of the elemental concentration standards needs to closely match the unknowns.
Beyond these constraints, it is ideal to have multiple concentrations in the relevant range to
establish a calibration curve to control for potential isobaric interferences.

The combination of achieving sample homogeneity and matching the composition of the
unknown is typically the hardest problem. Concentration standards should be compositionally
equivalent to the unknowns because matrix and composition effects are well known to affect
relative ion yields 117153155 Recently Ackerman et al. used homogenized fish tissue mixed with
dilute copper solutions to make multiple concentration standards (Fig. 4) . Repeated analyses
of the material correlated well with bulk concentration data.

In case where biological standards are not available, the NIST glass standard NBS610 is
useful for mass alignment of metallic elements and for detector gain control, but not
quantification in biological samples. NIST also produces trace element standards for biological
materials, but these are large, heterogeneous particle samples designed for bulk analysis and are
challenging for SIMS. Reference samples normally have to be made and characterized by the
interested lab. A good but expensive alternative for elemental quantification is to have the
element of interest implanted in epoxy or another surrogate biological material. The ion implant
is then analyzed by depth profiling and integrating over the ions collected from the implanted
species 1%,

3.5 Data processing and image analysis

NanoSIMS researchers have developed multiple programs that allow nanoSIMS ion images to be
displayed and processed to extract the quantitative data (see 2.5). Data processing should include
corrections for detector dead-time and image shift and should enable regions of interest (ROISs) to
be defined. The isotopic composition for each ROI is calculated by averaging over all of the
replicate scans. ROI definition algorithms can be used to identify cells, partition images into
uniform subregions, or define threshold cutoffs for extracting data automatically. Notably,
Arandia-Gorostidi et al. and Dekas et al. both used auto-identification to select many 100s of
putative cells in their analyses* 19, far more than in many early nanoSIMS studies.
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3.5.1 Quantifying and reporting isotopic data

As discussed in section 3.4.4, standards are a critical part of ensuring good instrument
performance and accurate data. For isotopic ratios, standards should be used to calculate
instrumental mass fractionation (IMF), which can be expressed as:

IMF — RsTD—meas 1 (4)

RsTD—true

where Rerp_meas @Nd Rerp_irue are the measured and true isotopic ratios for the standard,
respectively. There is cause for concern if the IMF differs from 1 by more than a few percent.
Considering the precision of nanoSIMS (>0.1%), the true isotopic ratio in the unknown,
Rynk—est» Can be estimated from the ratio measured for the unknown, Rynk—meas @nd the IMF

using a gain correction:

RUNK-meas
Rynk-est = ————. 5
UNK-—est IMF ( )

The resulting isotopic data can be presented as ratios, delta values, and atom percent
excess (APE) (e.g. Fig. 6). For tracer experiments, APE provides the clearest indication of the
uptake of a stable isotope tracer. APE is calculated based on the initial isotopic ratio of the
sample (or organism) at T = 0 (Ri) and the final isotopic ratio in the sample, Ry, 23

APE = R—f—i] - 100%, (6)

Rf+1  Rj+1
Note that R is the ratio of the rare isotope to the abundant isotope (e.g., **C/*?C) and that R/(R+
1) is the fraction, f, of the rare isotope of element X, which can be written fx.

Data can also be presented as net incorporation of the labeled element in the substrate if
its isotopic composition and amount are well constrained and it is uniformly available to the
sampled organisms. In Popa et al, we defined the term Fx,,.; as the net incorporation of an
element (e.g., net carbon incorporation is “Fcnet””) 2°. Assuming a two-isotope system, we derived
Fx,.: based on a two-component mixing model that accounts for the minor (Eq. 7) and major
isotopes (Eqg. 8) of element X incorporated from the initial biomass and the spiked pool:

fxf =Fi- fxi +Fs- fxs & (7)
[1-fe l=Fi-[1-fi,]+Fs-[1-£i], (8)
where Fi is the fraction of the labeled element that was initially in the sampled organism and Fs
is the fraction of the labeled element that was taken up from the spiked pool. In Popa et al., we
originally derived Fx,,; as a function of initial biomass, solving equations 7 and 8 for Fs/Fi,,
yielding
_F Rf(l_fxi)_fxi
Fxnet - F; - fxs_Rf(l—fxs) ' (9)
where Rs is the isotopic ratio in the spiked pool, %. Here we suggest both a correction and a
change to that original equation. The correction is that here we restore the “1-" in the last term of
the denominator, which was accidentally omitted in the Popa et al. article. The change is that
here Fx,,.; is expressed as a fraction, as opposed to a percentage. While technically this equation
applies only to the labeled element, it can be used to estimate change in biomass assuming no
change in stoichiometry. We note that it is not necessary to quantify the actual biomass to use
this equation.

Unfortunately, defining net incorporation as a function of initial biomass tends to cause

confusion because Fx,,.; exceeds 1 (i.e., 100%) after biomass doubles. Therefore to avoid
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confusion, we defined a new parameter, Xnet, Which is net incorporation of an element as a
function of total final biomass*:

Fs Fxne
Xnet = = —net- (10)

Fg+F;  Fyp,,+1
Using this formulation, net incorporation of carbon is notated as Cret.

3.5.2 Quantifying and reporting elemental data

For biological samples, relative and absolute elemental concentrations are typically determined
based on the relative ion count rates for the element of interest, X, compared to a uniformly
distributed major element—typically C in most biological samples. This approach may not be
valid if the element of interest is in a structure that is low in C relative to the average matrix
concentration (e.g. if metal is sequestered in a vacuole). In rare cases, implantation of a reference
ion has been used to enable direct quantification in biological samples'®®. To the extent SIMS is
used to quantify trace elements in biological samples, researchers tend to use matrix-matched
elemental standards.

If a matrix-matched standard for element X is available, the concentrations of element X,
[X]Junk, can readily be determined based on proportionality using a parameter known as the
relative useful yield (RUY)®’. This approach works because SIMS typically yields a linear
change in relative ion count rates as the concentration of that species increases in the sample.
Ideally linearity is demonstrated in the relevant range using a set of standards. Resolving isobaric
interferences is an important aspect of getting a reliable, linear response. The ion yield for the
element of interest is normalized to a reference ion. The RUY is defined as ratio of the
concentrations of element X and the reference element—here C—to the corresponding ion ratio
measured for a standard:

[ClsTp
where [X]sto and [C]sto are the concentrations in the standard of element X and carbon,

+ _1
RUY; = Blsto (’C<_+> (11)
STD

+
respectively, and (z—+> is the measured ion ratio, here shown as positive ions. Note that the
STD

concentrations can be in any units, and the ion ratio can be for the measured species (e.g., *°Fe*
and 2C*) or it can be corrected for the isotope abundances, as long as these choices and the
measured species are consistent for the standard and the unknowns. The RUY is then used to

calculate the concentration of element X in the unknown using:
X+
[Xlunk = (c_+) [Clynk - RUY (12)
UNK
Note that ideally [Clunk = [C]stp, or else [CJunk needs to be determined by an independent
method. In some work, the RUY is define as the inverse, with the appropriate change in Eq. 12.
Relative sensitivity factor (RSF) is a related parameter used in the semiconductor

industry!!’ that is generally not applicable as defined, but which can be used to estimate the RUY.

RSFy
RUYX:ref ~ RSFref (13)

where RSF, and RSF,.f are for the element of interest, X, and the reference ion, which was C
above. We have used this approach obtained reasonable estimates of copper in Chlamydomonas
reinhardtii cells using calcium as the reference ion “2.
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In the absence of a standard for absolute quantification, elemental data are typically
reported as ion ratios, which is indicated by maintaining the charge symbol (e.g., $3Cu*/*?C").
The mass superscripts are removed if the ratio is corrected for isotopic abundances.

3.5.3 Measurement precision

Measurement precision should be determined based on replicate measurements of the ratio of
interest during the analysis by calculating the standard error of the mean (SE). This statistic can
be compared to Poisson statistics error for a ratio, cratio, calculated from Gaussian error
propagation:

0.5
Xo.s ¢ 2 Xg'S . 2
— . numerator enominator
Gratio = R ( ) +( ) (14)

Xnumerator Xdenominator

where R is the calculated ratio and X is the number of ion counts for the numerator and
denominator, respectively, which would typically be the minor and major isotopes, respectively.
Because this calculation is based on a sum of squares, the error for the minor isotope will
dominate Gratio if Xminor << Xmajor (€.9., 2*C vs. 12C) and oratio can be estimated directly from Xminor
and R:
0.5
Oratio = R - (M) (15)

Xminor
oratio Should be compared to the standard error (SE) for replicate measurements of the ratio in the
sample. If the measured SE is significantly worse (>2 o), then there is potential for improving
the precision of the measurement based on tuning, sample flatness, or other factors. In practice,
the precision of isotope ratio measurements by ion counting is no better than ~1 permil under the
best conditions.

In addition to considering these factors, measurement reproducibility from sample to
sample and even from subregion to subregions within an image has to be included in the
measurement precision when two measurements are being compared, even within the same
image. For example, two cells within an image can only be considered statistically different if
the difference between the two measurements is greater than the variability of measurements on
comparable samples. The potential exists for measured isotopic ratios to vary across a nanoSIMS
image for an isotopically homogeneous sample because of sample and tuning problems. This
error can formally be incorporated into the measurement precision, by summing measurement
error and the location to location variability in quadrature:

SE = [SEmea32 + SDtestsz]ll2 (16)

where SDrests IS the standard deviation of test measurements for location to location variability.
The summed errors must be expressed in fractional units, such as permil. While this calculation
is simple, ensuring that all the sources of potential error are included is not, and care should be
taken when making inferences from small differences in ratios, or large differences with large
but seemingly statistically significant precision estimates.

The error discussed so far is internal error, meaning that it only accounts for the
variability of a particular set of measurements. For comparison to other measurements and
absolute values, external measurement error is estimated from standard measurements using the
sum in quadrature approach used above. Because of the potential for shifts in measured isotopic
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ratios relative to an absolute value (i.e., IMF) for slightly different samples, caution must also be
exercised when using the external error estimates. With all of these issues to consider,
researchers typically focus on achieving large relative isotopic enrichments in nanoSIP
measurements.

3.6 Combination with synergistic techniques

Coupling nanoSIMS with other imaging or bulk characterization methodologies provides an
enormous opportunity to extend inferences and understanding of a sample!8. By combining
nanoSIMS analysis with approaches such as FISH, SEM, TEM, X-ray microscopy, or immuno-
methodologies, systems biologists can also explore the physiology of known and uncultured
microorganisms by simultaneously collecting functional, phylogenetic, and molecular
information from individual cells or particles. While the list of synergistic approaches discussed
here is by no means exhaustive, the following technologies have been used in combination with
nanoSIMS:

1. “Bulk analysis” (IRMS and ICP-MS): For many studies, it is very useful to initially analyze a
bulk sample mass by isotope ratio mass spectrometry (IRMS) to ensure that some isotopic
enrichment occurred, and to determine average APE and net-fixation values. To perform
isotopic bulk analysis IRMS with small samples garnered from cultures or environmental
samples, samples may be filtered onto pre-combusted glass fiber (GF/F) filters, dried, and
then analyzed. In our experience, absolute isotope enrichment values of a cell concentrate
measured via IRMS can differ significantly from the nanoSIMS analyses because of cell to
cell variability and surface contamination; close attention is necessary make quantitative
comparisons 7. Similarly if, trace metal distribution is of interest, it is important to constrain
the likely concentrations in individual cells or particles by first analyzing an extract of whole
cells or target molecules by inductively coupled plasma mass spectrometry (ICP-MS) 152,

2. Light microscopy: Light images can be useful for navigation in the nanoSIMS CCD view,
which also uses light microscopy. Images should be collected at multiple levels of
magnification to identify analysis targets and aid in locating them. Post-analysis imaging can
be used to confirm targets.

3. SEM: SEM imaging is a relatively fast screening tool and allows pre-identification of
particles of appropriate size and morphology with higher resolution than light microscopy
(e.g., hyphal and bacterial surfaces; filamentous vs. single cells, amorphous vs. crystalline
minerals). SEM images are also frequently useful to guide both pre- and post-SIMS analysis,
after regions with unique isotopic or molecular signatures have been identified. If necessary,
SEM-EDS mapping can additionally be used to identify basic elemental distribution. Low
voltage imaging (<5kV) typically provides better surface characterization of biological or
soil samples. SEM can be very useful for guiding and confirming analysis of small or
complex targets. SEM images are readily correlated to SIMS secondary electron images,
although harder to correlate to nanoSIMS CCD images.

4. TEM, STEM and analytical TEM 23 48.63,159,160: EM imaging is useful for identifying
ultrastructure in thin and FIB sections, but correlation with nanoSIMS is more challenging
than for light microscopy or SEM. Light micrographs are typically needed to help find
desired location on transmission electron micrographs.

5. Atomic force microscopy (AFM)% 161: While it has only rarely been used in combination
with SIMS, AFM imaging provides nanometer-scale topographic information and can be
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performed in liquid under controlled conditions. A group in Luxemburg took the step to
incorporate an AFM into a NanoSIMS 50 to allow correlated height measurements without
exposing the sample to vacuum 92,

FISH, EI-FISH and BONCAT: In 2008, several research groups independently developed
new approaches which combined nanoSIMS analysis with in situ hybridization(EL-FISH 22,
SIMSISH 122, and HISH 2%); in each, a phylogentic probe is linked to a highly electronegative
elemental label (fluorine, iodine, gold, selenium, or bromine) instead of the typical
fluorophore. These approaches enable simultaneous localization of the tag via Fluorescence
in situ hybridization (FISH) 163 164 or Catalyzed Reporter Deposition-Fluorescence In Situ
Hybridization (CARD-FISH) 65 and chemical mapping in the nanoSIMS. These approaches
can help overcome problems with background autofluorescence in FISH images, because
nanoSIMS is used to detect the elemental tag linked to the oligonucleotide probe. The key to
this approach is to use highly electronegative elements, such as halides, sulfur, selenium,
tellurium and noble metals, which can be detected with very high sensitivity (1 in 20 atoms)
in concert with carbon and nitrogen isotopes (for functional characterization). When
choosing which elemental tag to apply, care should be taken to ensure the natural background
of these elements in low in the sample (e.g. marine sample often have high F background).
To date, introducing multiple probes simultaneously (with multiple elemental tags) has
proven difficult. It is often possible to simply correlate fluorescent featured in FISH/CARD-
FISH images with the isotope ratios of the same locations in nanoSIMS images3* 4154 75, 137,
166 1t may be possible to use FISH-SIMS approaches in embedded samples; the work of
Lemaire et al 167, where fixed samples were embedded in TissueTek® and then cryosectioned
and FISH labeled, suggests this may be possible. We caution however, that the application of
CARD-FISH may also reduce original cell enrichment by 60-80% for *C and 30-60% for
15N34.136, 137 Other molecular tagging methods (e.g. BONCAT) may also be combined with
nanoSIP studies, particularly for targeting active cells®? 168,

. Synchrotron imaging (e.g. STXM and NEXAFS) 8169171 Spectroscopic techniques allow

precise, quantitative measurement of molecular and isotopic patterns in an undisturbed
sample, at high resolution, and may be particularly useful for imaging of microbial
populations in mineral matrices such as soils and sediments. Scanning Transmission X-ray
Microscopy (STXM) can map organic C distribution, image associations of organics with
specific mineral types, and has been used to trace organic matter of differing origins into the
soil matrix 172173, Research at LLNL shows that nanoSIMS and STXM are quite synergistic,
have similar resolution, and together yield data on both molecular class and elemental
quantity; STXM data is based on transmission (integrates total volume under the beam),
while nanoSIMS can characterize either surfaces or a 3-D volume depending on the method
of preparation and analysis conditions. NanoSIMS may be preceded by synchrotron-based x-
ray imaging techniques such as Scanning Transmission X-ray Microscopy (STXM) and Near
Edge X-ray Absorption Fine Structure (NEXAFS) to determine mineral oxidation state or
dominant organic constituents. Sample specimens can be mounted on silicon nitride (SisN4)
windows or standard TEM grids without a chemical adhesive. Samples should be analyzed
by STXM, then coated with a thin conductive layer of gold or iridium and imaged by SEM,
and then by nanoSIMS.

Molecular and structural imaging (e.g. MALDI, Raman, TOF-SIMS, X-ray tomography)®
174,175 Multiple imaging technigques now have the capability to map a molecular landscape
with subcellular resolution®8. While the majority of these approaches do not have the spatial
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resolution of NanoSIMS, the sample preparation requirements are similar enough that a
single preparation can often be imaged first for molecular distribution, and later by
nanoSIMS for elemental or isotope distribution.

9. Antibody labeling or “immuno-labeling” "¢ 177: Antibody-labeled immuno-gold tags can
also be used to target the locale of specific proteins within a cell 3% 178 Initial mapping may
be performed by TEM (Fig. 7) or SEM with a back scatter detector 17° before nanoSIMS
analysis for validation and higher resolution sample mapping.

10. Microarrays (Chip-SIP)t 79 147, 180-182: Microarrays, while less commonly used than a decade
ago, are very compatible with nanoSIP studies and a creative means to measure the isotope
ratios of individual biomolecules (RNA, DNA, peptides, proteins, sugars, lectins, etc). They
are typically printed with microscopic spots of a biomolecule tethered to a surface (often a
glass slide). Our group uses Chip-SIP?, a technique where community RNA (extracted
following an isotope tracing experiment) is hybridized to an ITO-coated slide surface
derivatized with either functionalized alkylphosphonates and/or organosilanes and printed
with custom 16S rRNA probes!#’. Then, a nanoSIMS is used to quantify the amount and
isotope enrichment in the hybridized RNA. Many 1000s of probes can be analyzed in a single
nanoSIMS session, and like all nanoSIP studies, Chip-SIP is compatible with dual-label (i.e.
13C and **N) experiments—unlike the traditional SIP method. Because of the unpredictability
of probe binding, it is best to design a suite of probes for each taxon of interest. ITO slides
and Si slides can also serve as a substrate for DNA deposited and hybridized, or combed
DNA, as descried by Cabin-Flaman et al. via ‘combing-imaging by SIMS” (CIS)4 115,

4. Future Directions

Continued development of the NanoSIMS and related technologies, such as sample
preparation and data processing, can broadly benefit systems biology research, and expand the
potential for nanoSIP studies. The success of the CAMECA NanoSIMS 50 and 50L has resulted
in a steady growth in the number of instruments worldwide, and most scientists with an
interesting nanoSIP research problem and some funding can likely gain access to a nanoSIMS
through a user proposal, a collaboration, or a fee-for-service arrangement. Other large- and
small-geometry SIMS instruments can also be made to work for biological applications (e.g. 7f
with hyperion; LG-SIMS; TOF-SIMS). Looking forward, SIMS instrumentation is also
continuing to evolve, such as MS-MS ToF-SIMS?? and FT-ICR SIMS'#, and there are new
capabilities for nanoSIMS in development that will lead to higher spatial resolution and
instrument sensitivity: in-situ atomic force microscopy (AFM)*®2, brighter reactive ion
sources®®*, a cryogenic stage'?’, and the extreme low implantation energy approach discussed
above. These advances will particularly benefit those looking to analyze ever-smaller particles
(e.g., viruses, DNA), and do quantitative elemental analysis where cryo-preservation is ideal
(e.g., subcellular trace metals).

Advances in the technologies that support the NanoSIMS can also make a big difference
in the quality and throughput of nanoSIP experiments. More studies with multi-isotope
simultaneous labeling can help to distinguish overlaps in metabolism and activity (e.qg.,
heterotrophs, autotrophs, mixotrophs*!), and differential elemental stoichiometry*¢. Sample
preparation is a perennial challenge and any new methods that make it easier to prepare high
quality samples for nanoSIMS analysis would advance the field. On the output end, data
processing can be time consuming, and improved software and automation would be beneficial
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as researchers seek larger data sets. Finally, standardization continues to be an area that needs
more effort, but the wide breadth of need and challenges of production are serious hurdles.

The nanoSIP method we describe here is a highly flexible and adaptable approach,
enabling the study of isotope and element exchanges and transformations at single cell and sub-
cellular level. In microbial assemblages, it can enable identity and function to be directly related
to community structure, microgradients, and substrates, and has broad relevance for microbiome
studies, both in nature and in laboratory, human, or industrial settings. Researchers using
nanoSIP and nanoSIMS can answer basic but previously inaccessible questions about where
organisms are within a community and what they are doing there. In many cases, these advances
in our scientific understanding require coordinated use of multiple approaches, including
sequencing and synergistic visualization techniques. After two decades of application, it is a
fully standard method in systems biology, microbial ecology, soils and plant research and cell
biology. Researchers have seen the value of this approach and are making the necessary efforts
to design experiments and supporting analyses to take advantage of its insights into biological
function.
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Figure Captions

Fig. 1. Correlated NanoSIMS nitrogen isotopic composition and TEM images of a
Trichodesmium thin-section incubated for 8 hrs with **C-HCO3™ and *N-N2. The cyanobacterial
filament was resin embedded, ultramicrotomed into 200 nm thick sections, imaged by TEM, and
then analyzed by nanoSIMS. The nitrogen isotope data are shown as deviations from the natural
abundance value in parts per thousand, as indicated in the legend (5°N). Areas of *°N
enrichment indicate localization of newly fixed nitrogen, which is accumulated in cyanophycin
granules (arrows) apparent in the TEM image. (Reprinted with permission from: Finzi-Hart, Pett-
Ridge et al. PNAS 2008).
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Fig 2. Thin section isotope imaging illustrates how newly acquired C and N is allocated to
regions of active growth or maintenance. Correlated TEM and NanoSIMS images of a
filamentous cyanobacterium, Anabaena sp. SSM-00 (larger cells) infected by an epibiont

(Rhizobium sp. WH2K) that attaches to the Anabeana heterocyst, the site of N fixation. The §°C

and 3N images show that newly acquired PC and "N fixed by Anabeana is used by the
epibiont, in addition to being allocated for active growth or maintenance in the Anabeana. Scale

bar is 2um. In collaboration with A. Spormann and W.O. Ng, Stanford University.
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Fig. 3. TEM and NanoSIMS images illustrating the potential for analysis of subcellular
elemental distribution in resin-embedded and microtome-sectioned cells. Top row, left to right:
TEM of ultramicrotome section of mouse brain tissue, (a) a glial cell nucleus, (b) a blood vessel,
and (c) myelinated axions are indicated; *2C**N- ion image; 3!P- ion image of the same region. (In
collaboration with B. Anderson, SUNY Stony Brook). Bottom row, left to right: NanoSIMS
secondary ion images showing the distributions of N (measured as CN") and P in sectioned non-
Hodgkin’s lymphoma cells (Raji). (In collaboration with G. L. DeNardo, University of
California, Davis.)
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Fig. 4. (i) Zebrafish embryo retina sections for wild type (A, C, E & G) and copper deficient

Cal® e embryos, (B, D, F, H). Left to right orientation is from inner to outer retina. A, B:
Anatomical nuclear staining for reference. NanoSIMS images include: C, D: copper (Cu); E, F:
phosphorous (P); G, H: overlay of copper and phosphorous images. GCL: Ganglion cell layer;
IPL: Inner plexiform layer; INL: Inner nuclear layer; OPL: Outer plexiform layer; ONL: Outer
nuclear layer; RPE: Retinal pigmented epithelium. Scale bar 25 pum. NanoSIMS copper ion
image (D) for the copper deficient embryos show reduced copper in megamitochondria relative
to the wild type in ONL, but elevated relative to other organs (not shown). These images provide
evidence for copper prioritization for vision. (ii) Standard curve for copper generated by
nanoSIMS analysis of matrix-matched standards plotted against copper concentrations
determined by liquid ICP-MS. N > 3 measurements per point. Error bars represent standard
deviations. (Reprinted with permission from: Akerman et al. Metallomics 2018).
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Fig. 5. NanoSIMS ion images showing co-localization of bromine (' Br ) with phosphorus (31P_)
in a HeLa cell, indicating the incorporation of BrdU into DNA. The high P signal shows the

location of the DNA in the nucleus. The lack of correlation between bromine and chlorine (35Cl_)
indicates that the distribution of bromine is not the result of being a trace constituent in the major
halide-bearing molecules. Results also showed the Br accumulates in the nucleus, suggesting that
the DNA-RNA hybrid was being degraded. The cells were grown on a Si wafer, treated with
BrdU, fixed and dried, and analyzed in the NanoSIMS by sputtering with high beam current until
the nucleus was reached. (In collaboration with L. Dugan, LLNL).
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Fig. 6. (A) Chain of 5 cells from a filament of A. oscillarioides analyzed with NanoSIMS after 4
hours of incubation with H**COs™ and '°N2. Het = Heterocyst. Individual cells are numbered to
correspond with the numbering in part C. (A.1) = Image reconstruction based on secondary
electrons. (A.2) = The distribution of *C enrichment. (A.3) = The distribution of **N
enrichment. Enrichment is expressed as atom percent enrichment (APE). (B) = Post-analysis
NanoSIMS secondary electron image of a filament of 50 cells of A. oscillarioides showing 3
heterocysts (Popa, 2007 #1969) after 4 h of incubation with H*3COs and ®N2. The white box
indicates the area shown in the images A.1, A.2 and A.3. (C) = The cell-to-cell variation in *3C
(diamonds) and *°N enrichment (squares) along the same 50 cells filament. There are 1 to 6
independent replicate measurements per cell. Error bars represent two standard errors (Reprinted
with permission from: Popa et al. ISME Journal 2007).
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Fig. 7. Correlated SEM and NanoSIMS micrographs showing the localization of Rubisco,
labeled with 5 nm immuno-gold in thin sections of the cyanobacterium Trichodesmium IMS 101.
The immuno-gold can be image in the NanoSIMS, allow stable isotope probing and immuno-
localization. Note that the gold enhances the production of CN- ions. (In collaboration with G.
Sandh & B. Bergman, Stockholm University).
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Fig. 8. Flattop peaks and ultimate precision. (a) Logarithmic and linear plots of a mass scan at
mass 26. >’C¥*N- is readily resolved from H*C*3C-, which is 0.007 amu heavier. 3Cz " is only

0.004 amu heavier than *?C**N- and could be resolved, but typically is 4 to 5 orders of magnitude
less abundant, and therefore is negligible. Note that the 2C*N- peak is flat-topped, which means

that a range of mass lines from the top of the peak can be aligned with the detector and precise

measurements still be achieved. (b) Measurement precision is affected by instrument tuning and
stability and sample characteristics, but the ultimate limit on measurement precision is the

number of ions collected for the minor species. Therefore, in this example, the precision of the
measurements of bacterial spores is lower than the precision for the graphite standard because

the spores have less mass, and therefore less *3C” counts.
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Fig. 9. NanoSIMS images of a filamentous cyanobacterium, Anabaena sp. SSM-00 (larger cells)
infected by an epibiont (Rhizobium sp. WH2K) that attaches to the Anabeana heterocyst, the site
of N fixation. A and B are replicate filaments from the same culture, illustrating that cell to cell
variation in isotopic enrichment may be extremely large, even while relative enrichment patterns
remain consistent. (In collaboration with A. Spormann & W.O. Ng, Stanford University).

3000 15000

7500

1500

-25

3000 2000

1500 1000

46



1711
1712
1713
1714
1715
1716
1717
1718

1719

Fig. 10. Scan of the secondary ion beam focus voltage for lens EQS, showing the relative change
in detected counts. The maximum transmission for *>)C*N- and '?C" coincide here, whereas the
maximum transmission for 12C- is offset. While the 1?C**N- and 12C> scans are not always this
well aligned, C is typically offset, resulting in either reduced transmission for C or CN if the two
are detected simultaneously. The difference in count rate among these species varies from
sample to sample, but in biological samples, CN typically has a higher count rate, and C and C>
are similar.
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Fig. 11. Molybdenum distribution in an Anabaena oscillarioides. Filaments were fixed in
gluteraldehyde and sputtered with O beam to a depth of 1um on a Si planchette (wafer). Data
for multiple Mo isotopes were collected to assess for isobaric interferences. Top: ion ratio map
of %Mo" normalized to *2C- for quantification. A thin white line outlines each individual cell.
Grey triangles indicate heterocyst cells. Bottom: data summary for two replicate filaments.
Heterocyst cells are consistently enriched in Mo, a critical nitrogenase co-factor, suggesting
active N-fixation. Mo concentrations are estimates based on published relative sensitivity factors
(Wilson, 1989). Mean Mo concentration is 64 (+4) ug/g in heterocysts (n = 5) and 18 (+0.9) ng/g
in vegetative cells (n = 46).
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Fig. 12. Representative nanoSIP images demonstrating high-throughput metabolic screening of
cells filtered from Pacifica, California seawater incubated with *3C-bicarbonate and **N-amino
acids for 6 days. *N2C- ion counts reflect all carbon- and nitrogen-containing particles, **C
atom percent indicates cells enriched in 3C, and °N atom percent indicates cells enriched in °N.
The same four cells are indicated with arrows in each panel, with letters in the first panel
indicating putative metabolism: I (no enrichment; inactive cell), C1 (enrichment in only **C;
chemoautotroph), H (enrichment in only °N; heterotroph), and C2, (enrichment in **C, minor
enrichment in ©*N; chemoautotroph). Scale bar is 11 pm. (Reprinted with permission from:
Dekas et al. Frontiers in Microbiology 2019).
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Fig. 13. Comparison of NanoSIMS-based characterization of sectioned versus whole Bacillus
thuringiensis (Bti) spores. (A) TEM image of a sectioned Bti spore showing its layered
architecture and overall dimensions. Scale bar 200 nm. (B) Lateral profile across the surface of a
sectioned Bti spore showing the distribution of *2C, 3'P, and **CI. The dashed lines identify the
core region based on the 3P profile. The whole spore is defined based on the 2C profile and
identified by solid lines. Profile: length 1200 nm; width 200 nm. (C) Model representation of a
sectioned spore with the highlighted rectangular region representing the location of profile data.
(D-F) NanoSIMS secondary ion images showing the distribution of 12C, 3'P, and %Cl across the
sectioned spore surface. Scale bar 200 nm. (G) SEM image of a whole Bti spore. Scale bar 200
nm. (H) Depth profile of whole spore showing the distribution of *2C, 3'P, and **Cl as a function
of depth in the spore. (1) Model representation of a whole spore with the highlighted column
representing the location of the profile data. Profile diameter 200 nm. (J-L) NanoSIMS
secondary ion images showing the spatial distribution of *C, 3P, and *Cl in the spore. Scale bar
500 nm. Both profiles were acquired with the Cs?? primary ion beam. (Reprinted with permission
from: Ghosal et al. Analytical Chemistry 2008).
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