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On the Sb-layer of the Kagome superconductor CsV3Sb5, pair density wave states have been ob-
served. When the high-temperature charge orderings are treated as static backgrounds, these PDW
states exhibit the same wavevector in the effective 2D Brillouin zone. Interestingly, these PDW
states break the same symmetry on the surface. Considering the presence of this non-degenerate
PDW, we investigate the implications for the possible existence of a vestigial charge-4e phase with
a non-zero center-of-mass momentum. To distinguish between different vestigial phases, we propose
scanning tunneling microscopy experiments. We aim to provide insights into the nature of the vesti-
gial phases and their distinct characteristics in CsV3Sb5. This research sheds light on the interplay
between PDW states, charge orderings, and superconductivity of the Kagome superconductor.

I. INTRODUCTION

The recently discovered Kagome superconductor
CsV3Sb5 (CVS)1,2 is a highly intriguing material that
has attracted significant experimental and theoretical
interest due to its exotic charge and superconducting
orderings3.

In its high-temperature phase, the CVS crystalizes
in the P6/mmm space group and exhibits a layered
structure composed of V-Sb sheets intercalated by Cs
atoms1. At a temperature of 94K, scanning tunnel-
ing microscopy (STM) experiments have revealed a 2a0
charge density wave (CDW) state with a 2× 2 superlat-
tice modulation4–7. Notably, the CDW has been found
to possess a three-dimensional character, with reports of
both 2× 2× 2 and 2× 2× 4 modulations6,8–11.

Moreover, different intensity distributions of the CDW
peaks with unusual magnetic response have been ob-
served, indicating the presence of a chiral charge
order7,12,13. Investigations are underway on the time-
reversal symmetry breaking in this system14–22. The dif-
ference in CDW intensity also suggests rotational sym-
metry breaking. The temperature dependence of the ne-
matic transition has been recently explored8,23–27.

Around 60K, an unidirectional CDW with a period-
icity of 4a0 is observed on the Sb-layer through STM
measurements5,6,13,28. However, this CDW is not ob-
served on the alkali layer or in the bulk8–11. Supercon-
ductivity is observed in CsV3Sb5 at a temperature of
2.3K2, and the nature of its order parameter is still un-
der investigation4,5,29–42.

In the context of the superconducting phase, the pres-
ence of pair density wave (PDW) on the Sb-layer has been
reported by STM probes5. Similar to the 4a0 CDW, its
existence on the alkali layer and in the bulk remains un-
confirmed, resulting in unknown 3D wave vectors. Con-
sequently, a comprehensive analysis of the bulk supercon-
ducting phase diagram becomes challenging. Conversely,
the STM results offer valuable insights and provide suffi-
cient information to construct the superconducting phase
diagram on the surface. Therefore, studying the surface

phase diagram can serve as a stepping stone towards a
better understanding and analysis of the bulk supercon-
ducting phase.

In this study, our focus is directed towards the surface
superconducting transitions. To simplify the analysis,
we consider the charge orderings that emerges at signif-
icantly higher temperatures than the superconductivity
as a static background. This treatment effectively en-
larges the unit cell and results in a folded Brillouin zone.
Within this folded Brillouin zone, it is observed that all
PDWs exhibit the same wavevector. These PDWs, be-
ing physically equivalent, can be effectively described by
a single order parameter denoted as ∆Q.

The presence of the unusual PDW has significant im-
plications for the vestigial phases. Traditionally, vesti-
gial phases are constructed using two independent PDW
order parameters43. However, in the case of the non-
degenerate PDW ∆Q and the uniform SC ∆0 in CVS,
both order parameters need to be considered to construct
vestigial phases.

Specifically, if a charge-4e phase exists, it would be
characterized by the composite order parameter ∆4e =
∆0∆Q. The presence of such a phase can be examined
through experimental techniques other than the Little-
Parks oscillation44. In this study, we will utilize STM sig-
natures to differentiate between different vestigial phases
and provide insights into their distinct characteristics.

This paper will primarily investigate the properties of
the non-degenerate PDW state on the low-temperature
Sb surface. A significant focus will be placed on present-
ing a symmetry argument that prohibits the existence
of the conventional uniform charge-4e phase. Further-
more, a comparison of various vestigial phases will be
conducted, emphasizing their distinct STM signatures.
Additionally, the role of CDW disorder in stabilizing ves-
tigial superconducting phases will be discussed, particu-
larly in the context of commensurate systems. The ne-
cessity of CDW disorder for the stabilization of these
vestigial phases will be explored and elucidated.
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II. SYMMETRY ANALYSIS

In this study, our focus is on the low-temperature
PDW state observed on the Sb-cleaved surface of the
Kagome superconductor CVS. On this surface, multiple
CDW states have been reported above the superconduct-
ing phase. The first CDW state, with a 2a0 periodicity,
is observed at 94K2,8,12,13. Its wavevectors, shown as
blue dots in Fig.1, preserve the 6-fold rotational symme-
try. The second CDW state, with a 4a0 periodicity in
the XY-plane, emerges around 60K5,13. Its wavevectors,
shown as red dots, break the 6-fold rotational symmetry.
Both CDW ordering temperatures significantly exceed
the superconducting transition temperature Tc ≈ 2.3K.

FIG. 1: The Bragg peaks from the Kagome lattice structure
(black), 2a0-CDW (blue) and 4a0-CDW (red). Inside the su-
perconducting phase, four additional peaks (black circles at
±Q1,2) are observed in STM.

Deep in the SC phase at 300mK, four additional CDW
ρQi

with peaks at ±Q1,2 have been observed in STM5,
which are signatures for PDW ∆Qi

. The peaks at ±Q3

are higher harmonics of the unidirectional CDW, which
exist above the SC phase (shown in the appendix of
Ref.5), so they do not break any additional symmetry.
Given the existence of a uniform SC component ∆0, these
new CDW wave vectors ±Q1,2 are the same as the PDW
wave vectors through ρQi

∆0∆
∗
Qi

term in Landau the-
ory. The same wave vectors are observed in the spatial
variation of the SC gap magnitude5. The exact critical
temperature for the low-temperature CDW is currently
unknown. However, experimental evidence suggests that
it is between 0.3K and 4.2K5.
In this study, we will only focus on phase transitions at

low temperature: T < 4.2K, which includes the transla-
tional symmetry breaking for±Q1,2 peaks and the super-
conductivity. At such temperatures, the 2a0 CDW and
4a0 CDW (along with its higher harmonics ±Q3) are al-
ready ordered, so it is appropriate to treat them as static
backgrounds. This leads to a larger unit cell, requiring
the Brillouin zone (BZ) folding. In Fig.2, the original
Brillouin zone is depicted as a solid black hexagon. Upon

FIG. 2: The unfolded Brillouin (black line), folded Brillouin
zone due to 2a0-CDW (blue line) and folded Brillouin zone
due to both 2a0 and 4a0-CDW (red line). In the last folded
Brillouin zone, the PDW (black circle) is located at the corner.

folding the Brillouin zone according to the 2a0 CDW
(blue dots), the resulting Brillouin zone (indicated by the
blue line) remains a hexagon, but with a halved size. The
PDWs (black circles) are now folded onto the M points
of the resulting Brillouin zone. Consequently, the PDWs
∆Qi

and ∆−Qi
become physically identical, breaking the

same symmetry.
We now proceed to fold the BZ according to the uni-

directional 4a0-CDW (red dots). The resulting folded
Brillouin zone is depicted as a red rectangle. Interest-
ingly, all four PDWs (originally ±Q1,2) are now located
at the corners of the rectangle (i.e. the (π, π) point).
This implies that these PDWs are physically equivalent,
exhibiting the same symmetry breaking. The peak at
±Q3 is folded to the origin, as it is a higher harmonics
of the unidirectional CDW.
To summarize, the low-temperature phase observed

on the Sb-layer of CVS features a non-degenerate PDW
∆Q=(π,π) and a uniform superconducting order param-
eter ∆0. This differs from the well-known ‘LO’-like
phase45, which exhibits a doubly-degenerate PDW ∆±Q.
Furthermore, the low-temperature phase in CVS is dis-
tinct from the ‘FF’-like phase46 as the wavevector Q pre-
serves time-reversal symmetry.

The non-degenerate PDW ∆Q introduces an interest-
ing scenario for vestigial phases. Traditionally, vestigial
phases require at least two independent superconducting
order parameters43,47–50. In the case of the doubly de-
generate PDW ∆±Q, the two order parameters describe
a SC transition and a CDW transition43. The vestigial
charge-4e phase arises from the uniform SC order param-
eter ∆4e

0 = ∆Q∆−Q. In this phase, the superconductiv-
ity ∆4e

0 is ordered while the CDW ρ2Q = ∆Q∆∗
−Q is dis-

ordered. The phase diagram is depicted in the left panel
of Fig.3, where the blue line represents the superconduct-
ing transition and the red line represents the CDW tran-
sition. The remaining symmetries in each phase are also
indicated. The superconducting transition breaks a U(1)
symmetry, while the CDW transition can either break an
additional U(1) symmetry if the CDW ρ2Q is incommen-
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FIG. 3: (Left) The conventional phase diagram hosting a ves-
tigial charge-4e phase from doubly degenerate PDWs ∆±Q

43.
The blue line denotes the superconducting transition while
the red line denotes the CDW transition. The remaining sym-
metry in each phase is included. Depending on the commen-
surability of the CDW, CDW transition breaks U(1) (incom-
mensurate) or Zm (commensurate) symmetry. (Right) Un-
likely phase diagram hosting a charge-4e phase using only a
non-degenerate PDW. It cannot be achieved since the discrete
symmetry breaking (black line) generically happens above the
continuous symmetry breaking (blue line).

surate or a Zm symmetry if the periodicity of the CDW
is m times the lattice spacing. To support the charge-4e
phase, it is necessary for the superconducting transition
to occur at a higher critical temperature than the CDW
transition. In the case of an incommensurate CDW, this
requirement can be met in a clean system as long as the
superconducting phase has a larger stiffness43, such that
CDW dislocations proliferate while SC vortices do not.
However, for a commensurate CDW, discrete symmetry
breaking generally occurs at a higher Tc than continu-
ous symmetry breaking in a clean system. In such cases,
CDW disorder can be required to suppress the CDW Tc,
allowing the charge-4e phase to persist.

In the case of CVS, the conventional construction of
the charge-4e phase is not applicable due to the pres-
ence of the 2a0-CDW, which makes ∆±Q the same order
parameter. In principle, one could consider a charge-4e
phase where ∆2

Q is ordered while ∆Q remains disordered.
The corresponding phase diagram is depicted in the right
panel of Fig.3. However, this phase cannot be stabilized.
In this charge-4e phase, ∆Q becomes an Ising variable,
leading to the breaking of the continuous U(1) symme-
try into a Z2 symmetry. For this charge-4e phase to be
realized, it would require the U(1) continuous symmetry
breaking to occur at a higher temperature than the Z2

discrete symmetry breaking for the same order param-
eter. However, in practice, this is unlikely to happen
since discrete symmetry breaking, which is less affected
by fluctuations, typically occurs at higher temperatures
than continuous symmetry breaking.

Vestigial phases, if existed, should have alternative or-
der parameters, constructed from two distinct SC or-
ders. In this system, the choice is the PDW ∆Q and
the uniform SC ∆0. The vestigial charge-4e order and
the vestigial CDW order thus should be ∆4e

Q = ∆0∆Q

and ρQ = ∆0∆
∗
Q.

As shown in the left panel of Fig.4, the phase diagram
hosting the charge-4e phase has the same essence as the
conventional phase diagram in Fig.3. The charge-4e SC
transition (blue line) is a U(1) symmetry breaking, where
∆4e

Q = ∆0∆Q is ordered. The CDW transition (red line)

is a Z2 (since 2Q = 0) translational symmetry breaking,
where ρQ = ∆Q∆∗

0 is ordered. It is worth emphasizing
that, the CDW here and below, corresponds to peaks at
±Q1,2. Its critical temperature is below 4.2K. To host the
charge-4e phase, the continuous U(1) symmetry breaking
needs to have a higher Tc than the discrete Z2 symmetry
breaking. This is difficult to achieve for a clean system.
However, CDW disorder can suppress the CDW Tc, al-
lowing the charge-4e phase to survive. A numerical anal-
ysis of the effect of the disorder can be found in Sec.IV.

FIG. 4: Possible phase diagrams with the uniform SC ∆0 and
the non-degenerate PDW ∆Q at low temperature. The blue
line is a U(1) superconducting transition while the red line
is a Z2 CDW transition. (Left) The vestigial charge-4e SC
phase is developed first, with ∆0 and ∆Q coexisting in the
charge-2e SC phase. (Middle) The vestigial CDW phase is
developed first, with ∆0 and ∆Q coexisting in the charge-2e
SC phase. (Right) No vestigial phases are developed, with ∆0

and ∆Q ordered at different temperatures.

III. EXPERIMENTAL SIGNATURES

From the symmetry argument in the previous section,
vestigial phases need to have a composite order param-
eter from both ∆0 and ∆Q. In this section, we will
illustrate the experimental signatures of possible phase
diagrams. We will consider multiple possible phase dia-
grams, since we do not know the exact transition tem-
perature of the CDW at ±Q1,2.
We will focus on the STM probe. In the charge-4e

phase, there is a non-zero density of states for gapless
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excitations, due to the lack of Q = 0 pairing compo-
nents. This has the essence as the previous studies on
the doubly-degenerate PDW phase51. As usual, the STM
gap opening, i.e. vanishing density of states at the Fermi
level, is a signature for the ordering of ∆0. And the
CDW peaks at ±Q1,2 are signatures for the ordering of
ρQ = ∆0∆

∗
Q. We will use these two signatures to distin-

guish phase diagrams with/without vestigial phases.

In the vestigial SC phase ∆4e
Q ̸= 0 (left panel of Fig.4),

the PDW and the uniform charge-2e order can mutually
induce each other through the term ∆4e

Q∆∗
0∆

∗
Q in Landau

theory. Consequently, the gap opening for ∆0 and ∆Q

must happen at the same temperature. The STM gap
opening and the CDW peaks at ±Q1,2 will thus appear
at the same temperature (red line).

If the vestigial charge-4e phase does not exist, there
could be a vestigial CDW phase (middle panel). In this
phase, SC vortices proliferate while CDW is intact. Con-
sequently, ρQ = ∆Q∆∗

0 is ordered, while SC is not. At
the SC Tc, both gaps ∆0 and ∆Q open for the same rea-
son above. In STM, the CDW peaks ±Q1,2 (red line)
will thus appear at a higher temperature than the SC
gap opening (blue line).

If neither vestigial phases exist, then the gaps ∆0 and
∆Q will generically open at different temperatures, as
shown in the right panel of Fig.4. We take ∆0 as a
stronger ordering with a higher critical temperature as
|∆0| is comparable to the superconducting Tc

5. In STM,
SC gap opening (blue line) will appear at a higher tem-
perature than CDW peaks ±Q1,2 (red line).

For simplicity, we only discussed the above three pos-
sibilities. Other possibilities (e.g. charge-6e phase) will
lead to more complicated phase diagrams. As long as
vestigial SC phases (4e or 6e) exist, ∆0 and ∆Q can in-
duce each other in that phase. So the above properties
(same Tc for gap opening and CDW peaks) still provide
a straightforward way to check the possibility of vestigial
SC phases.

Another more direct way to detect the charge-4e phase
is by phase-sensitive measurement. In real space, the
charge-4e order parameter reads: ∆4e(r) = |∆4e

Q | exp(iQ·
r). When putting this charge-4e SC next to a uni-
form charge-2e superconductor ∆2e, it will induce a
PDW order ∆Q = ∆4e

Q∆2e,∗, as well as a CDW order

ρQ = ∆4e
Q∆2e,∗∆2e,∗ at the boundary.

IV. DISORDER EFFECT

For the vestigial SC state to appear, the critical tem-
perature TSC needs to be higher than TCDW . A commen-
surate CDW breaks discrete symmetry while SC breaks
continuous symmetry. In a clean system, thermal fluctu-
ation in SC would likely be stronger than CDW, leading
to TSC < TCDW . In this case, CDW disorder can help
suppress TCDW , thus allowing the vestigial SC phase to
survive. The effect can be described by the following

Landau-Ginzburg-Wilson free energy density:

f(r) = k∆|∇∆|2 + u∆

2
|∆|2 + 1

4
|∆|4

+ kϕ(∇ϕ)2 +
uϕ

2
ϕ2 +

1

4
ϕ4 +

λ

2
|∆|2ϕ2 + h(r)ϕ

(1)

Here ∆ is a complex field, describing the U(1) symme-
try breaking for the charge-4e SC. ϕ is a real field, de-
scribing the Z2 symmetry breaking for the commensurate
CDW near the superconducting transition. The λ term
describes the competition between them.
We include the CDW disorder as a real random field

variable h(r), with the spatially independent h(r) uni-
formly distributed within [−D,D]. The parameter D
then measures the disorder strength. Note that the SC
cannot be coupled to any random-field disorder due to
the gauge symmetry.
This minimal model captures the most straightfor-

ward consequence of CDW disorder, which is suppress-
ing TCDW and thus allowing the vestigial SC phase.
We find it unnecessary to include all symmetry-allowed
terms, originated from the rotational symmetry break-
ing and the possible time-reversal symmetry breaking in
the normal phase. For example, the inclusion of time-
reversal symmetry breaking, represented as an internal
magnetic field, can lead to the formation of magnetic
vortices within the superconducting state. The introduc-
tion of random-Tc disorder on the superconductivity can
also result in the presence of local SC patches, which
can enhance the superconducting Tc under proper condi-
tions. It is essential to clarify that our intention in this
work is not to undermine the importance of these physics.
Rather, our primary objective is to emphasize that, CDW
disorder can help the existence of the vestigial SC phase
through its most straightforward and non-exotic mecha-
nism.
The random-field disorder is known to destroy long-

range ordering in 2D, but more realistically, we will fo-
cus on a finite-sized system. We compute the correlation
functions: c∆(r) =

1
L2

∑
x,y⟨∆(x, y)∆∗(x+ r, y+ r)⟩ and

cϕ(r) =
1
L2

∑
x,y⟨ϕ(x, y)ϕ(x+ r, y + r)⟩. Here ⟨⟩ denotes

the thermal average. Then we obtain configurational av-
erage c∆,ϕ(r) over different disorder samplings.
For a L × L periodic system, we mainly look at the

correlation functions at the longest distance C∆,ϕ ≡
c∆,ϕ(L/2). The phase boundaries can be determined
when C∆,ϕ reaches a threshold value. u∆ = −1, uϕ =
−0.95 are taken for the classical Monte Carlo calculation.
Details can be found in the appendix.
Let us start with zero disorder D = 0. At zero tem-

perature (without thermal fluctuation), SC should be a
stronger order as we choose |u∆| > |uϕ|. With thermal
fluctuation (Fig.5), the commensurate CDW has a higher
Tc, since the discrete symmetry breaking suffers from less
fluctuation. This weak disorder limit corresponds to the
phase diagram in the middle panel of Fig.4, which has a
vestigial CDW phase.
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FIG. 5: Correlation functions at the longest distance, for
(left) charge-4e SC and (right) CDW, as a function of dis-
order strength D and temperature T .

As a strong disorder suppresses the CDW, the charge-
4e SC has a higher Tc. This strong disorder limit cor-
responds to the left panel of Fig.4, with a vestigial
charge-4e phase. There is a tetracritical point (crossing
point between the two continuous phase transitions) in
the disorder-temperature phase diagram, separating the
above two limits. In sum, CDW disorder can be crucial
for stabilizing the vestigial charge-4e phase in a general
commensurate system.

V. DISCUSSION

In this study, our focus is specifically on the low-
temperature surface properties of CsV3Sb5. Our analysis
is solely based on the existing scanning tunneling mi-
croscopy results without making any additional assump-
tions on the 3D wave vectors of the CDW and PDW.
On the surface of CVS, the PDW state is found to be
non-degenerate, implying that there is only one unique
approach to constructing a vestigial charge-4e phase. By
utilizing the experimental STM data, we aim to provide
a comprehensive understanding of the surface behavior
and the specific characteristics of the vestigial charge-4e
phase in CVS.

A natural continuation of this study is to investigate
the behavior of CsV3Sb5 in bulk. It is crucial to explore
the existence of a three-dimensional PDW state and de-
termine its out-of-plane wavevector to understand the
symmetry-breaking phenomena. For instance, one may
question whether the points ±Qi remain equivalent in

the three-dimensional case.
Observations have shown that the 4a0-CDW is con-

fined to the Sb surface5,6,13, indicating that it is unlikely
to be a bulk effect. Consequently, the PDW states at
wavevectors Q1 and Q2 are expected to differ. In the
bulk, with the presence of more than two superconduct-
ing order parameters, multiple scenarios can give rise to
vestigial charge-4e phases. By constructing the corre-
sponding surface phase diagram based on a given bulk
phase diagram, STM probes can play a crucial role in
ruling out certain possibilities in the bulk. A specific
example illustrating this process can be found in the ap-
pendix of this paper. However, it is important to note
that our analysis of the bulk PDW wavevectors involves
certain assumptions, as there is currently a lack of ex-
perimental results regarding the 3D wave vectors of the
PDW in CsV3Sb5.
Although this study primarily focuses on the Kagome

superconductor CsV3Sb5, similar investigations could be
extended to the other two Kagome superconductors,
KV3Sb5 and RbV3Sb5. In KV3Sb5 and RbV3Sb5, the
2a0 CDW has been observed through various experimen-
tal techniques8,9,12,34,52–55. The unidirectional 4a0 CDW
observed in CsV3Sb5 is not detected in these two materi-
als. To date, no PDW has been observed in KV3Sb5
and RbV3Sb5, but there have been reports of disper-
sive scattering wave vectors at Qi in the normal state
of KV3Sb5

28.
To fully understand the superconducting states in

these two materials, it is thus crucial to check the exis-
tence of any non-dispersive CDW peaks at low tempera-
ture. For instance, if the dispersive scattering in KV3Sb5
became non-dispersive at TCDW , this would suggest the
existence of PDW in KVS. Interestingly, due to the pres-
ence of the 2a0 CDW in that system, CDW peaks at ±Q1

are equivalent. So the conventional uniform vestigial su-
perconductivity ∆Q1

∆−Q1
should not exist. The correct

form of the vestigial superconductivity thus depends on
results from future experiments.
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Appendix A: Methods

In this section, we show the detailed steps for the clas-
sical Monte Carlo calculation.

We start with a L × L square lattice with periodic
boundary conditions. At each site r, we initialize the
CDW disorder h(r). The disorder is chosen indepen-
dently from a uniform distribution [−D,D]. We also ini-
tialize a random configuration for ∆(r) and ϕ(r). Here,
∆(r) are complex variables while ϕ(r) are real variables.
We can now compute the free energy, for a given

∆(r) and ϕ(r) configuration. The kinetic terms live
on the bond. For example, the kinetic term for ϕ is∑

⟨rr′⟩
kϕ

2 (ϕ(r)− ϕ(r′))2, summed up nearest neighbored

sites ⟨rr′⟩. The other terms live on sites. For example,
the disorder term is

∑
r h(r)ϕ(r), summed up all sites.

We now propose a random change for ϕ(r) at a par-
ticular site r. If the change in the free energy ∆E is
negative, then this change is accepted. Otherwise, its
acceptance rate is exp(−∆E/T ). And then we move to
another site. As we go through all ϕ(r), we will perform
the same consideration for the complex variables ∆(r).
As we go through all ϕ(r) and ∆(r), we finish one ‘step’
in the simulation.

After a sufficient number of steps, the system is sta-
bilized and we are ready to perform measurements, as
written in the main text. Two measurements need to be
separated by a sufficient number of steps, to make them
independent. By averaging out these measurements, we
obtain the thermal average ⟨...⟩.
In the calculations, we take L = 20, k∆ = kϕ = 1,

u∆ = −1, uϕ = −0.95 and λ = 0.2. Classical Monte
Carlo calculation is performed with 106 steps and 103

measurements.
We generate different 40 disorder configurations. By

averaging their correlation function, we obtain the final
disorder average.

Appendix B: An example for the bulk

In the main text, we have identified three distinct sur-
face phase diagrams that can be differentiated using STM
probes. In this section, we outline the methodology for
deriving a surface phase diagram based on a given bulk
phase diagram.

Since the 3D wave vectors of the bulk PDW are un-
known, we have to make some assumptions about them.

For simplicity, we assume six PDW ±Q1,2,3 with zero
out-of-plane wave vectors. Due to the lack of the 4a0
CDW in the bulk, Q1,2 are no longer equivalent points.
And Q3 is unequivalent to 0.

Due to the 2a0 CDW (no matter whether it is 2×2×2
or 2 × 2 × 4), ±Qi are equivalent points because of the
above assumptions. Compared with the surface, the bulk
does not have the 4a0 CDW. So the total symmetry is
larger. It becomes U(1)×Z2 × Z2. Here U(1) describes

FIG. 6: An example of obtaining the surface phase diagram
from the bulk phase diagram.

the superconductivity. The first Z2 symmetry (denoted

as Z(a)
2 below) is the same as in the main text. The second

Z2 symmetry (denoted as Z(b)
2 below) corresponds to the

4a0 CDW on the surface.

Now it is clear how to get a surface phase diagram from
a bulk phase diagram. One only needs to further break

an additional Z(b)
2 symmetry.

In the following example, the three symmetries are as-
sumed to be broken at different temperatures. As we go

to the surface phase diagram, the Z(b)
2 symmetry is no

longer present due to the 4a0 CDW. The resulting sur-
face phase diagram is the middle one in Fig.4 in the main
text.

In the presence of multiple PDW states in the bulk,
there exists a variety of possible bulk phase diagrams.
However, by employing the STM probe technique pro-
posed in the main text, it becomes feasible to identify
the correct surface phase diagram. This, in turn, provides
valuable insights into the potential bulk phase diagrams.
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