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The spark discharge of an aircraft plasma jet igniter is studied using high-fidelity numerical
simulations and X-ray radiography measurements. The target problem here features the
thermal expansion of hot gas introduced by the electric spark within a confined igniter cavity,
which eventually evolves into a pulsed jet of a high-temperature kernel. A comprehensive
set of models adapted from existing strategies for ICE spark plug discharge is extended to the
target problem, including the modeling of energy deposition, plasma reactions, thermodynamic
properties, and heat losses. A series of validation and parameter studies are performed and
presented. The kernel size is found to be sensitive to heat losses arising from radiation and
hot gas remained within the discharge cavity, rather than heat conduction to the wall in the
discharge cavity. Depending on the enforced shape of the post-breakdown electric arc, the
spark kernel can be off-centered, tilted, and considerably asymmetric. These features have
been previously not considered when studying such igniter configurations and may have a
first-order impact on the ignition process. Provided a proper set-up of the heat loss models and
electric arc shape, the numerical results are quantitatively comparable to the experimental
results in terms of the kernel size, shape, and velocity throughout different stages after the

spark discharge.

I. Introduction
ODERN aircraft use electric-spark-based ignition of combustors. The major design focus of the spark igniter
Mis in ensuring longevity and maintenance accessibility of the device [L]. However, the early stage kernel
development from an igniter discharge can have a large impact on ensuring successful ignition, which can be critical for
high-altitude relight [2]. In this context, a comprehensive understanding of the early stage kernel evolution following an

aircraft spark igniter discharge is needed.
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Previously, the spark discharge mechanism and the subsequent kernel evolution have been extensively studied
in the context of internal combustion engines (ICEs) [3H17]]. In ICE discharge, the focus is on understanding the
heat loss during spark discharge that leads to discrepancies between the theoretical and measured minimum ignition
energy (MIE) [3|4]. In particular, Maly and Vogel [6] conducted a comprehensive series of experimental studies of
electric spark discharge in CHa/air mixture and quantified the energy deposition efficiency of different phases of the
ignition spark. Sher et al. [[7] carried out a 0-d theoretical analysis of the breakdown stage of a spark discharge in
air and found the resulting kernel temperature after the initial kernel expansion to be sensitive to the thermodynamic
modeling. Later, following studies [8H13] started leveraging direct numerical simulations (DNS) to explore the kernel
evolutions at the incipient stages. Kono ef al. [8] studied the short-duration spark discharge in pure nitrogen in a
pin-to-pin electrode configuration and found the kernel vortexes are suppressed in the vertical (pin-to-pin) direction,
which causes the initially elliptic shape kernel to expand in a torus fashion. Kravchik et al. [9] simulated the spark
discharge and flame propagation in an ICE and found the spark kernel growth can be described as two stages of an
early stage dominated by the pressure wave and a later stage where the contribution of chemical reactions becomes
sensible, which is consistent to the numerical results of Thiele et al. [[L1]] using a similar configuration. Kravchik e?
al. [9] further identified factors related to the spark discharge (e.g., power profile, electrode diameters, ...) that can be
controlled to enhance the kernel growth via a parameter study. Among those DNS studies, except for Ref. [8]] and [13]],
all the others have applied high-fidelity modeling to couple the electric spark discharge with the fluid dynamics, i.e., as a
spatial-temporal energy source formulated by the joule heating law, where the electric current is determined either by
experimental measurements [9] or by solving the electric potential equation [11}|12]]. Besides, many of those studies
include detailed modeling descriptions of the dissociation and ionization of the spark-induced plasma [9} [11H13] as
well as the high-temperature gas thermodynamic properties [9} [10} [13]. In more recent studies of practical ignition
problems using Reynolds-averaged numerical simulation (RANS) and large-eddy simulation (LES), where high-fidelity
modeling of the early spark discharge is computationally infeasible, spark ignition models [[14-17]] were developed
for the under-resolved spark discharge physics. The Arc and Kernel Tracking Ignition Model (AKTIM) [[15], which
was first proposed for RANS simulation and later extended to LES simulations [[18]], applies Lagrangian particles to
track the electric arc during the spark discharge, and applies semi-empirical correlations to estimate the amount of
energy deposited into the gas phase. A recently proposed Lagrangian-Eulerian Spark-Ignition (LESI) model [[17] has
further improved the particle tracking/representation of the electric arc to better capture the arc elongation effects
during the discharge. In these spark ignition models, the plasma reactions and the thermodynamic properties are often
modelled with certain simplifications. For instance, the ionization reactions are often neglected [14} 15} 18], and
the thermodynamic properties of the high-energy kernel are extrapolated from the combustion burnt gas assuming
constant heat capacity [[15]. Despite sacrificing part of the modeling fidelity, these spark ignition models are generally

implementation friendly and compatible with existing combustion models and have been widely adopted by the latest



studies [19} 20].

While the abundant previous studies of ICE ignitions can provide insights into the spark discharge in aircraft gas
turbine combustors, there are large discrepancies between an aircraft spark igniter and an ICE spark plug. Specifically,
ICE spark plugs often apply a center cathode on top and an L-shaped anode on the bottom that are directly exposed
to the outer flow, which is a relatively simple geometry that leads to a spherical flame kernel that expands mostly in
the radial direction with mild asymmetry [21]]. Aircraft igniters, however, often feature a more complicated geometry.
Some of the commonly applied aircraft igniter layouts include the flash fire surface discharge igniter [1]], the sunken fire
igniter (or the surface gap igniter) [[1;22], the pulsed plasma jet igniter [23,[24]]. Among those layouts, many feature
an electric spark taking place within a confined cavity and the kernel being ejected from a gap on the igniter outer
surface due to the spark-induced thermal expansion. The fluid dynamics of the resulting kernel characterize a pulsing
jet moving away from the igniter tip, which can further interact with the cross-flow and critically affects the downstream
ignition process via fuel mixing and energy dissipation [25H27]]. Therefore, the important physics here is not only the
energy conversion, the kernel size growth, but also the penetration and vortex dynamics of the pulsing kernel, which is
challenging to predict, as the detailed information inside the igniter cavity cannot be accurately measured. Besides, the
energy conversion here can also be vastly different from an ICE engine spark plug, where the nominal electrical energy
of an aircraft igniter discharge (1 — 10 J) is often orders of magnitudes larger than an ICE engine spark plug (< 150 mJ),
which should lead to stronger dissociation reactions and radiation.

Previous studies [23),[28H33]] of aircraft spark igniter discharge have nonetheless achieved several findings. Early
studies were focusing on identifying the dominating physics of the kernel pulsing. Bradley and Critchley [28] studied
the kernel motion of flush fire surface discharge igniter and found the electromagnetic force in certain scenarios
playing an important role in expelling the kernel. However, a later study of Clements et al. [23] confronted this
idea, concluding that the dominating factor that contributes to the kernel momentum is still due to the pressure wave
instead of electromagnetic forces. Cetegen et al. [29] performed an analytical study of pulsed plasma jet igniter and
predicted the kernel penetration depth to be proportional to the igniter characteristic length, i.e., the ratio of igniter
cavity to orifice area. Those early studies showed the importance of including compressibility effects and a proper
thermodynamic model to accurately capture the kernel pulsing. Later studies tried to characterize the extent of the
kernel by different experimental measurement techniques [30} 31, 33]]. In particular, Okhovat [31] applied radiation
intensity measurement to determine the kernel temperature. By assuming an oval shape of the kernel, Okhovat provided
a quantitative estimation of the kernel sensible enthalpy (0.6 J), which is only a small fraction of the nominal electric
energy (10 J). Recently, Sforzo et al. [33] applied X-ray radiography to measure the pulsing kernel emerged from a
pulsed plasma jet igniter discharge, which is one of the few efforts that accurately measured the size, trajectory, and
energy of a spark kernel. Similar to Ref. [31]], Sforzo et al. [33] also found the energy of the pulsing kernel (0.2 J) to be

a small fraction of the nominal spark energy (1.24 J).



Despite the above-mentioned efforts, the topic of aircraft spark igniter discharge is understudied. In particular,
previous efforts were predominating experimental and theoretical, while numerical studies can rarely be found. A
basic understanding of the modeling strategies to directly simulate a spark discharge is lacking. This poses further
challenges to the kernel initialization in aircraft combustor forced ignition simulations, which in many cases end up
being simplified to pure energy deposition without resolving the igniter geometry [34] or flow patching using burnt
product conditions [35 36]. In some studies, a more accurate method using enforced velocity profile at the igniter
tip was applied to reproduce the kernel pulsing [2} 25, [37H40]]. However, such a strategy relies on calibration against
experimental data of the kernel shape and trajectory which is not always available.

Based on the above, an understanding study of numerically predicting the early stage kernel evolution of aircraft
igniter discharge is carried out here. The same pulsed plasma jet igniter configuration studied by Sforzo et al. [33] is
investigated, using high-fidelity LES simulation with compressible pressure-velocity coupling to capture the thermal
expansion effect that expels the kernel. A parametric study is performed to determine the key modeling features and
uncertainties. The numerical results are analyzed to provide insight into the energy loss mechanism of the spark
kernel. The remaining of this manuscript is as follows: in Section|[I] the target configuration and the interpretation of
experimental data are explained; in Section [lII} the applied modeling strategies of the target plasma jet igniter discharge
are explained in detail and validated using multiple canonical problems; in Section the applied CFD solver, as well
as post-processing techniques, are introduced; in Section[V] the results are presented and analyzed in terms of studying
the impact of different modeling components and parameter setups and understanding the physics of kernel expansion

and pulsing; and conclusions are provided in the end.

I1. Experimental Configuration
A commercial aircraft igniter is investigated in this study, which is tested in the simple operating condition of
quiescent pure air. The available experimental data is obtained using X-ray radiography measurements. More details of

the configuration and interpretation of the X-ray data are provided in the following two subsections.

A. Commercial pulsed plasma jet igniter

The geometry here is axial-symmetric. A schematic is shown in Fig. [T]at a cross-section through the geometry
center. The target igniter is a commercial aircraft igniter designed by the original equipment manufacture (OEM)
and adopts the configuration of a pulsed plasma jet igniter, which is one of the several popular igniter configurations
introduced in Sec.[l] The feature of the sunken fire igniter is that the central cathode, outer anode, and the spark gap in
between constitute a confined region, referred to here as the “igniter cavity”, where the electric spark takes place. In
contrary to the flush fire igniter where the kernel is allowed to expand freely, here, the spark discharge takes place within

this relatively confined environment. This introduces a prominent thermal expansion that expels the kernel from the



igniter cavity and eventually yields an upwardly pulsing kernel. It is clarified that the layout shown in Fig.[T]is simply
demonstrative, whereas the precise details including the dimensionalities are intellectual properties and not necessarily
the same as in the schematic. Nonetheless, a series of parameter studies have been conducted in the preliminary stage
of this study and found that, within the uncertainties of 2 mm, the simulation results are insensitive to the lack of

understandings of those details.
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Fig. 1 Schematic of the experimental configuration. Internal size and layouts are demonstrative only and do
not present actual details.

The above configuration is studied under atmospheric conditions. Under practical conditions, the background
pressure and temperature within the combustor will be different. However, due to the large spark-induced pressure and
temperature rise compared to these background conditions, it is expected that the physical processes will remain the

same.

B. X-ray diagnostic of pulsing kernel
The X-ray diagnostic techniques applied in the experimental study [33] are explained here for a better understanding
of the experimental data. Due to the strong electromagnetic interference and light emission of the aircraft igniter

discharge, visualization techniques using shadowgraph or schlieren [13]], and more specifically, density gradients in



reacting flows [30], while commonly used to characterize the extent of spark kernels on the millisecond timescale, are
inapplicable to measure the kernel status shortly after the discharge on the microsecond timescale. The X-ray beam is
much less sensitive to scattering and can thus provide quantitative data inside optically incompatible flow fields. One
feature of the X-ray measurement is that each measurement is a line-of-sight (LOS) probe of the gas field taken at a
fixed incident point. Therefore, it is impossible to record the entire spatial distribution of the kernel property from a
single spark discharge sequence using the X-ray beam. Instead, the spatial distribution is reconstructed on a raster grid
(see bottom left of Fig. 2) of a total of 4000 measurement points, where the time sequence of the spark discharge is
recorded in the x, y-directions, each point at a time. Further, to reduce the shot-to-shot uncertainties, the time histories
at each point are measured as the ensemble average of multiple realizations of the spark discharge sequences. Therefore,
the X-ray dataset does not depict the kernel evolution in any single discharge sequence, but instead the ensemble kernel

behavior following the spark discharge. More details are further explained below.
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Fig. 2 Tlustration of X-ray diagnostics of kernel status, reproduced from Ref. [33]. a) Top view of the X-ray
radiography layout. b) Raster grid of experimental measurements. ¢) Measured gas displacement contour.

The direct output of each X-ray measurement is the decay of the light intensity of the X-ray beam along its pathway,



which is then converted to gas displacement using the Beer-Lambert law [41], as
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Here, L is the gas displacement, y is the photoelectric absorption coefficient, which applies a constant value in Ref. [33],
I is the measured beam intensities, and p is the density. The subscript 0 denotes the baseline value measured from the
ambient gas without the presence of the kernel. The gas displacement L is a critical property that reveals the size, shape,
and trajectory of the kernel. By the mathematical definition, L is dependent on the LOS integration of density variation
induced by the kernel. Physically, L > 0 means gas expansion, L < 0 means compression, and in the most extreme
condition where the hot gas density approaches zero, L approaches the length of the vacuum space occupied by the
kernel in the LOS direction. In this context, L is a point-wise measurement of the kernel width in the LOS direction.
In the experimental study [33], L is reconstructed as a time series of 2-D contours on the experimental measurement
grid to visualize the kernel. To obtain the L-contour, firstly, as explained above, the time history of L is recorded at a
point on the measurement grid. Secondly, the measurement is repeated over a total number of 30 spark discharges
and taken average on to reduce the statistical uncertainties. The resulting standard deviation at a measurement point is
less than 5% of its mean value at for all the experimental results presented in this study. Lastly, the above procedure is
performed repeatedly on all the measurement points. An illustration of the experimental contour is provided in the
bottom-right of Fig.[2] which depicts a snapshot when the upper half of the spherical kernel enters the measurement
grid. The L-contour contains critical information to infer the kernel’s size, trajectory, and thermal energy rise [33]].
Therefore, the L-contour is applied in this study as the key property to evaluate the performances of different spark
discharge simulation strategies. The numerical version of the L-contour is obtained by post-processing the simulation

data, which is explained later in Section[[V.B]

III. Modeling Strategy

As introduced in Sec. [I} there have been modeling strategies proposed featuring different complexities to model
the spark igniter discharge, which varies from being as sophisticated as directly solving both the electric circuit and
plasma fluid [11]] to be as simple as a pure energy deposition [42]. In this study, the modeling principle is to focus
on capturing the pulsing effect of the kernel (e.g., reproducing the size, shape, and trajectory of the kernel), and the
proposed numerical capabilities are expected to be able to either directly incorporated into an aircraft engine forced
ignition simulation or to inform a proper strategy to represent the spark discharge in such a simulation. Therefore,
the modeling strategies here are first adopted/proposed to be as comprehensive and accurate as possible in terms of
physics-capturing, until the modeling strategies are no longer readily compatible with the existing popular turbulent

combustion modelings approaches, e.g., the LES-based finite-rate chemistry approach. Then, model components that



can be safely considered as secondary by a priori experience or previous studies, e.g., buoyancy and electromagnetic
forces [9, 10], are neglected. Eventually, four major modeling components are considered: a) the modeling of the
electric spark discharge; b) the thermodynamic model; c) the modeling of dissociation and ionization; d) the modeling

of wall and radiative heat loss, each of which is explained in the following subsections.

A. Modeling of electric spark discharge

Physically, the process of an electric spark discharge consists of three phases - the breakdown phase, the arc phase,
and the glow phase [0, 43], each featuring a different time scale and energy conversion efficiency. In general, the
breakdown phase is extremely fast (1 — 100 ns) and involves the most sophisticated physics, where there are existing
strategies that separately address the topics of avalanche and streamers formation [44]] and the non-equilibrium plasma
reactions [45]], which falls into a different area of study from conventional numerical combustion. In combustion-related
studies, the electric breakdown phase is often drastically simplified [14, |18, 146]] to an infinitely fast process assuming
the mixture has relaxed to equilibrium [7]. The glow phase is the period where the electric spark is visible, has a
relatively long time scale (0.1 — 10 ms), and has often been modeled as a finite-rate process coupled with the flow field
evolution [[L1,[15]. The arc phase, which transits in between the breakdown phase and the glow phase, has a relatively
short time scale (1 — 100 us) and has been modeled either as an infinitely fast process along with the breakdown
phase [15] or as a finite-rate process along with the glow phase [[11]].

In this study, the electric spark is modelled by the fixed-line energy deposition model implemented in CONVERGE
CFD software [47]. In specific, a line-shaped energy source marked by a series of virtual particles is used to represent
the electric arc, which essentially replaces any breakdown mechanism model by directly imposing a presumed electric
arc channel. The spark electrical energy is then deposited into the gas phase at a prescribed power via the CFD control
volumes that the line-shaped energy source overlaps with [[17]]. The exact formulation of the volumetric spark energy

source term is shown by Eq.[2]
1 n Espk
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where Q'x pk 1s the volumetric energy source term, V. is the CFD cell volume, # is the number of virtual particles that
a specific control volume contains, N is the total number of virtual particles applied to represent the line-shaped energy
source, Ep is the spark nominal energy (1.24 J) and £, is the spark discharge duration (40 us). To clarify, while the
strategy of deposing energy has been previously applied, the difference is that, unlike many previous studies 13} 48] that
calibrate the energy profile against the measured kernel thermal energy, here, the prescribed power profile is set exactly
to the spark discharge electric energy [49]. Namely, the heat loss effects here are simulated instead of presumed. It
should also be noted that there are other physically more accurate models [[11} [12] that include the two-way interactions

between the electric system and the plasma flow field, but such strategies are rarely applied in practical forced ignition



problems [[15] and not considered here either.

Regarding the initiation of the electric arc channel, the fundamental mechanisms [7,150] is sensitive to a convoluted
series of factors under realistic effects. For instance, for the target configuration (Sec. , ideally, the electrodes
are flat-shaped and the gas gap should exhibit homogeneous electric impedance among all azimuthal orientations.
However, any imperfection in the geometry, which is constantly evolving due to electrodes melting after each spark,
could potentially alter the solid surface electric potential distribution and drastically change the next electric avalanche.
Also, the gas mixture properties within the igniter cavity are subject to shot-to-shot interactions, which leads to
in-homogeneous electric impedance. Therefore, little is known for the shape and position of the electric arc resulting
from the initial electric breakdown, and the initialization can only be treated statistically. To handle this challenge,
first, the line-shaped energy source representing the electric arc is constrained inside a plane that goes through the
symmetrical axis of the igniter cavity (see Fig.[I3)). A parameter study is carried out in Sec.[V.B|to discuss how the
in-plane variation of electric arc shape affects the kernel evolution. Then, a post-processing strategy is applied to
reconstruct the numerical version of the ensemble kernel pulsing, as the statistical average of the stochastic initialization
of the source plane in different azimuthal orientations (details explained in Sec.[[V.B). A corresponding parameter study
is carried out in (Part B, Supplemental Material) to discuss how the applied statistical distribution of the electric arc
azimuthal position affects the resulting ensemble kernel behavior.

To keep the modeling setups concise, the elongation effects of the electric arc, which is expected to be small due to
the short discharge time scale, are neglected and all virtual particles presenting the energy source are held stationary
during the simulations. The spark discharge energy profile is available from a prior experimental study [49], which is
roughly a constant power discharge that deposits a total amount of 1.24 J of energy in 40 us by the end of the glow

phase (see blue dash line in Fig. [3).

B. Modeling of high-temperature thermodynamic

The gas thermodynamics modeling has a direct impact on the resulting kernel temperature along with other
thermodynamic properties [[7] that potentially affect the kernel pulsing. In most previous studies, either a comprehensive
statistical thermodynamic modeling with local thermal equilibrium assumption is used [7,9]], which applies the partition
function to quantify different modes of the internal energy based on kinetic theories and is valid up to very high
temperature. Or, a polynomial fitting of thermodynamic properties as a function of temperature [8, [12] is applied.
Theoretically, since both methods assume local thermal equilibrium, the accuracy of both methods should be comparable.
Note that, based on prior studies [7, 51]] and conservative evaluation, the time-scales associated with the thermal
non-equilibrium processes are extremely short compared to the simulation time scale. For instance, all non-equilibrium
effects should relax shortly after the drop-off of the initial voltage spike [7l], which is about 100 ns for the target

igniter [49]. Technically, polynomial fitting is preferred here as it is readily compatible with the commercial CFD



software used in this study. However, the fitting data is limited to a certain temperature range that is often insufficiently
high to cover the hot kernel (~ 60000 K [43])). In other words, when inversely calculating the temperature based on the
local energy, the resulting temperature will breach the upper limit of the polynomial fitting. The simplest method to
address such energy overflow is to clip off the local energy source (i.e., the electric spark model in Sec.[[II.A) when the
resulting temperature is about to breach the upper polynomial limit, which is implemented as the default approach in
the commercial CFD software used here [47]. In a preliminary study [2], however, this method is found to lead to a
kernel size much smaller than experimental observation, mainly because the energy overflow is too prominent for the
high-energy aircraft igniter and leads to a major portion of the energy being clipped off. An alternative strategy, referred
to here as the “energy soft clipping” method is considered, which clips not the energy source but instead the temperature
and temperature-dependent thermodynamic/transport properties [34]]. Compared to the first method, the energy soft
clipping is more physical in terms of conserving the spark energy. The only modeling aspect that should not be given
undue credence for this method is predicting the initial compression effect of the gas phase near the electric arc as well

as the following gas expansion, which are demonstrated in Fig. [3]and is further discussed below.
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Fig. 3 Demonstration of under-compression/expansion using time histories of (left vertical axis) domain-
integrated total energy rise and (right vertical axis) domain-maximum pressure obtained with different thermo-
dynamic models.

For a compressible flow solver, a clipped pressure field will not fully adapt to the local density and temperature
during the initial compression stage, where the gas evolution near the electric arc is approximately a constant volume
energy deposition process [7l]. For instance, the maximum pressure history predicted with the energy soft clipping

(red solid line in Fig. [3) exhibits a lower spike than that with an “ideal” thermodynamic model (red dash line in Fig 3
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at the very beginning stage of the discharge, with “ideal” meaning pressure not being clipped off (further discussed
later). This effect is here referred to as “under-compression”, which further leads to a delay in the velocity and density
field evolution and eventually in the later expansion process, here referred to as “under-expansion”. In the applied
compressible flow solver, only the total internal energy U (i.e., the sum of formation + sensible + kinetic energy) is
transported and explicitly conserved, whereas the total enthalpy H, obtained via post-processing (i.e., H = U + PV), is
exposed to the under-compression/expansion just as the pressure field. This feature leads to a metric that can be defined
to quantify the overall level of the under-compression/expression, as the error between the total enthalpy rise that the
CFD simulation being exposed to (blue solid line in Fig. [3)) against the nominal spark energy profile (blue dash line in
Fig.[3). It can be observed from Fig. [3]that this error is only a small fraction of the total enthalpy rise of the system and
only lasts for a relatively short period near the end of the discharge. This is because the energy soft-clipping should be
effective only temporarily and limited to locations around the electric arc, whereas shortly after the discharge the local
energy overflow should dissipate out. Based on these above findings, it can be argued that the energy soft clipping
provides a handy and mostly accurate resolution to the energy overflow issue. The method is therefore applied in the
main simulations of this study, along with the thermodynamic polynomial coefficients obtained from the NASA CEA
database [52] that are validated up to 20000 K for the species of interest.

Lastly, it is clarified that, in Fig.|3| the ideal thermodynamic result (red dash line) is obtained by extrapolating the
thermodynamic polynomials at the upper limit assuming a constant heat capacity C,, [15]], which is not necessarily
a better modeling strategy but simply a demonstration of the concepts of under-compression/expansion. Physically,
the maximum kernel temperature does not always increase with the spark energy but instead reaches a limited value,
compensated by the increase of the width of the post-breakdown electric arc [6},43]]. In this case, extrapolation is not
necessarily more accurate than clipping and not applied in this study. A more rigorous method is to track different
modes of the internal energy by kinetic theory [53]]. However, this method require further customization of the CFD

software and will be pursued in the future.

C. Modeling of chemical reactions

While the igniter is mounted in a pure air environment with the presence of no fuel in this study, a chemical
reaction model is still considered here as air is subject to dissociation and ionization reactions, where the reaction
heat absorption/release may considerably affect the thermal expansion and kernel pulsing. To understand the basic
physics and determine a proper modeling option, a preliminary study using a series of 0-d perfectly stirred reactor
(PSR) calculations are performed and presented below. The chemical mechanisms applied here can be obtained from
Ref.[54,55]] and the PSR calculation presented in this section is carried out using the open-source chemical kinetics
suite Cantera [56].

Firstly, the significance of dissociation and ionization are studied, by performing the PSR calculation at a constant

11



volume with an external energy source representing the spark discharge, and are compared between finite-rate chemistry
modeling of inert air (N, and O,), dissociation (air + free radials: Ny, Oy, N, O, and NO), and plasma (air + free radicals
+ions: N2, 02, N, O, NO, Nf, Of, N*, O, NO*, and e~). The chemical mechanism proposed by Schulz ez al. [54] is
applied, which was originally proposed for simulating hypersonic applications but later adapted by multiple studies
to model the spark discharge [38,[49]]. The results are shown in Fig.[d Note that since the 0-d calculation does not
the transport effect, the PSR volume has been manually relaxed from the volume of the electric arc channel (channel
width in a CFD simulation equals the minimum grid resolution) to the volume of the entire igniter cavity (4 x 1078 m?),

otherwise the energy overflow will persist throughout the PSR simulation and represent little physics. From the left of
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Fig.4 Time histories of (L.h.s. plot, left vertical axis) temperature and (L.h.s. plot, right vertical axis) chemical
heat absorption and (r.h.s. plot) O2 mass fraction obtained from PSR energy deposition using different chemical
mechanisms.

Fig. [ it can be found that temperature increment is significantly lowered from inert air (triangle) when dissociation
(rectangle) is included, whereas further including ionization (circle) does not considerably affect the heat absorption
and temperature. The right of Fig. ] indicates that major species of O has been almost depleted due to dissociation,
whereas further including ionization does not significantly affect the time history of such species. It is further found
that the formed ion species (right of Fig.[5) are orders of magnitudes less than their neutral species counterpart (left of
Fig.[5). and therefore not insignificantly affect the formation energy and temperature. The results shown in Fig. [5are
consistent with previous studies [6, [7]]. Sher et al [[7] found that the ion relaxation after the spark breakdown phase
is relatively short of < 0.1 us. After the breakdown phase, the voltage drops considerably and the mechanism of ion
formation becomes thermal ionization, which is negligible compared to the ionization by electrochemistry during the
breakdown. Consequently, only a small fraction of gas of < 0.01% is ionized after the breakdown phase, according to
Maly and Vogel [6]. Namely, ionization is only significant during the electric breakdown. Since the applied modeling of

spark discharge (as well as the equivalent PSR calculation) skips the modeling of the breakdown phase, the simulation

12



6 104
0.25 . . . . . 0.25 5xl0 . i . . . -X'zo

0.2F 10.2 4t

0.15 0.15 3
8 S & 1 &
S al S >
0.1} 40.1 2+
410.5
5 10.05 L
0.05F —e— ,—@— finite rate chemistry 0.05 1
—— ,—— chemical equilibrium
0¢ 0 0¢ . . . 0
10 20 30 40 50 60 10 20 30 40 50 60
t (ps) t (us)

Fig. 5 Time histories of (Lh.s. plot) ground species and (r.h.s. plot) ion species mass fractions obtained from
PSR calculation energy deposition using the ““air + free radical + ions” version of the mechanism proposed by
Schulz et al. [54]].

results showing including ionization does not affect temperature is reasonable. From Fig. []it can also be seen that
at the initial compression stage of the spark discharge, due to the high temperature and therefore reaction rate, the
finite-rate chemistry (circle) yields almost identical results to chemical equilibrium calculation (diamond). Based on the
above results, only the free radical reactions are included in the chemistry modeling in the remaining study whereas ion
reactions are neglected.

Secondly, the applicability of the GRI mechanism [55] as an alternative model of the mechanism by Schulz ez al. [54]
is evaluated. In this case, all the air dissociation and NOx Zeldovich reactions within the GRI mechanism are considered
(involves the species of Oy, Ny, NO, N, and O). Ionization effects are neglected, as above-mentioned. The reason for
considering the GRI mechanism are two folds: a) during PSR calculations and preliminary 3-d CFD simulations, it is
found that the mechanism of Schulz ez al. is relatively stiff and sometimes leads to numerical instability; b) as stated
at the beginning of this section, the numerical capabilities developed in this study should be readily compatible with
conventional combustion simulations - it is preferred from a model compatibility aspect that the rate coefficients of air
dissociation in a popular combustion mechanism are directly applicable here. For the initial energy deposition after the
electric breakdown, the finite-rate chemistry results have already been shown in Fig. [5to be very close to chemical
equilibrium results. This trend still holds well for the GRI mechanism (results not shown). The remaining question is to
evaluate the GRI mechanism in the later gas expansion process, which is studied using another PSR calculation of gas
expansion. The PSR gas expansion is prescribed with a volume growth rate of V o (p — po) and is initialized from the
end state of the PSR energy deposition in Fig. [ and Fig.[5] No extra energy source is used. The results are shown in
Fig.[6] During the PSR expansion, the GRI mechanism predicts faster recombination than the mechanism of Schulz ez al.

does. However, the difference in the delay time between the two results (about 1 us) is much smaller than the residence
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time of the pulsing kernel (about 200 us, based on the igniter cavity diameter and the speed of sound). Therefore, the

reaction rates obtained with the GRI mechanism are considered applicable and used in the main CFD simulations.

D. Modeling of heat loss

Heat loss is an important physics in the spark igniter discharge that leads to considerable differences between the
nominal spark energy and the energy transmitted to the gas phase [6}9]. For ICE engine spark plug, the conductive heat
loss to the electrodes is the main mechanism of heat loss [9] that critically affects the ignition process [57]]. Previous
high-fidelity numerical simulations of ICE engine spark plug [9] applied either Dirichlet boundary condition of the cold
wall [9] or adiabatic wall boundary to simulate the spark discharge [[11]]. In this study, a parameter study is performed to
test both cases (Sec. [VA).

Apart from conductive heat loss, radiative heat loss has been considered by previous simulations [9H11], often,
using the optically thin assumption. As the optical thickness of the target configuration is much smaller than unity
(specifically, absorption coefficient times domain length scale is here less than 0.02), this assumption safely holds and is
applied in this study. The optically thin radiation model proposed by Grosshandler [58] is formulated as a radiative

energy sink term of

Oraa = 4a,(T* =T}, 3)

which is a function of the local temperature 7. In Eq.[3] 7} is the background temperature that is here set to room

temperature; a, is the absorption coefficient, which is modeled as a function of the temperature of a single lumped
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mixture that represents the high-temperature plasma air and is integraed over the radiation wavelength, i.e., applying the

grey gas approximation, as shown in Fig.

3
T (K) %10*

Fig. 7 Absorption coefficient of high-temperature air plasma, reconstructed by Planck-averaging over the
wavelength spectrum of [30,4500] nm with original data obtained from Ref. [59].

IV. Numerical Setups and Post-processing

A. Compressible flow LES simulation details

The target configuration consists of a section of the experimental test tube with Neumann boundary conditions
applied at both ends, as shown in Fig.[8] A fixed embedded mesh is applied, which is refined near the tip of the igniter,
while no adaptive mesh refinement is applied. In particular, inside the igniter cavity, the grid is most refined to have an
average size of Ax = 1.25 x 107 m. Preliminary simulations have been performed to determine the sufficient domain
scale and grid resolution prior to the main simulations, so that further refinement or enlarging the domain does not
significantly impact the results. Estimated with the M criterion [60], the simulation on the final mesh resolves 95% of the
turbulent kinetic energy, in terms of domain-integrated average, and 80%, in terms of domain minimum. The complete
grid convergence study has been provided in Part A of the Supplemental Material. At all solid walls, a non-slip velocity
boundary condition is applied for momentum, whereas either a Dirichlet boundary condition of room temperature or a
Neumann boundary condition is applied for energy, which will be specified later for different test cases. All test cases
are initialized from a quiescent flow at atmospheric conditions. The flow motion is spontaneously driven by the thermal
expansion induced by the spark discharge, where the modelings have been explained in Sec.

A density-based compressible solver implemented in the commercial CFD platform CONVERGE [47] is used. The

15



‘b

Y.
v
(9%

™

1

HE
1

b
T+

1

1

wall boundaries (red lines): T = 300K, nonslip
outflow boundaries (green lines): Neumann

Fig. 8 Schematic of the simulation domain. L labels the different mesh refinement regions with 24 being the
finest level (Ax = 1.25 x 10™* m). The boundary of L3 overlaps with the X-ray measurement window.

transport equations for mass, momentum, species, and total internal energy are solved in the LES framework. The mass
transport equation is written as

T
a_P+ (,0”]) _

, 4
ot ox j @
and the momentum transport equation is written as
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In those equations, () and 6 are respectively the Reynolds-average and Favre-average operator, u is velocity, p is

density, and P is pressure. The viscous stress tensor o in Eq.[5]is further formulated as
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with u being viscosity and § being the Kronecker delta. The sub-grid stress tensor 7 in Eq.[]is further formulated as

7 = p(uj — uuy),

)
which is closed using the dynamic Smagorinsky model [61]]. The species transport equation is written as
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where Y,,, denotes the mass fraction of species m. D and Dt are the molecular and turbulent mass diffusion coefficients,
respectively, which are here simply obtained from the molecular and turbulent viscosity using a constant (turbulent)
Schmidt number of 0.78. S, is the chemical reaction source term, which is modelled by finite-rate chemistry, using a
subset of the GRI mechanism as introduced in Sec. The ODE integration of the reaction source is calculated using

the SAGE detailed chemical kinetics solver [62]. The energy transport equation is written as

0
+_

O(pE)  0(E) _ _9P) o) 8 (~a'f)
8xj

ot x; x; ax;  ox; | ox;

Py, 75 B .
pD Y hma) +Ospk = Oraas (9

where E is the total internal energy (i.e., sensible + formation + kinetic), T is the temperature, k is the thermal
conductivity, 4, denotes the enthalpy of species m, Q pk 1s the spark energy source in Eq. |2} and O qq is the radiation
sink in Eq.[3] The r.h.s. four terms in Eq.[9]denotes the effects of pressure work, viscous heating, heat conduction,
species diffusion, and radiation, respectively. Apart from Eq.[4}[0] the auxiliary equation of the ideal gas equation of state
is used, along with the thermodynamic modeling in Sec.[[ILB] to determine the relationship between density, pressure,
temperature, and internal energy. The molecular viscosity and thermal conductivity are first calculated using kinetic
gas theory with the PSR calculations in Sec. [[I.BJ[T.C]and then tabulated as a function of temperature to be used in
the LES simulations. The pressure-velocity coupling is achieved using the PISO algorithm [63]] and a compressible
pressure correction equation. A second-order-accurate spatial discretization scheme [64] is used for the governing
equations with a fully implicit first-order-accurate time integration scheme. The time step during the simulation was
automatically determined based on the Courant-Friedrichs-Levy (CFL) numbers defined by the speed of sound, which
is constrained to be lower than 1.0. The same CFD solver along with similar numerical setups has been applied to
successfully simulate detonation problems in 3-d complex geometry [65], which is similar to the flow dynamics here.

The total number of cells is 3 million. It takes 1 to 4 hours of wall time to run a single simulation case using 500

cores, where the exact time depends on the number of species solved by different chemical mechanisms.

B. Post-processing of numerical ensemble gas displacement

In Sec. Il it has been explained that the X-ray diagnostics provide the ensemble results of LOS integration of
density ratio (i.e., the gas displacement L). In Sec. it has been explained that the initialization of the electric
arc is a chaotic process that should not be described using a deterministic set of numerical results. To handle these
challenges, a specialized post-processing treatment is proposed in this section to reconstruct the numerical ensemble gas
displacement, summarized by the three steps shown in Fig.[9] which is further explained below.

Step 1 shows the reconstruction of gas displacement L as the LOS integration of density ratio (Eq. 1) from a specific
orientation in the azimuthal direction. The orientation of the LOS integration is quantified by the view angle «, defined

as the angle between the z-axis of the local coordinate system, where the LOS is performed, and that of the global
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Fig. 9 Diagram of post-processing steps to obtain the numerical ensemble gas displacement. The coordinate
system in Step 1 is plotted with a horizontal offset (true y-axis overlaps with the igniter central axis).

coordinate system, where the CFD simulation is performed. The output of Step 1 is a 2-d contour of gas displacement L
under the local coordinates of {x,,yo}. Step 2 shows reconstructing the L-contours for a series of different view angles
@ and local coordinate systems. As the line-shaped energy source is not necessarily center-positioned (see Fig. [I3), the
resulting kernel expansion may also exhibit asymmetric patterns. Therefore, each snapshot under a different view angle
may appear different (see the first row of Step 3 in Fig.[9), despite being obtained from the same set of simulation results.
It is clarified that in Step 2 and Step 3 of Fig.[9] only a few snapshots of the sample series are shown, while in actual
post-processing, the phase space of @ = [0, 2] is discretized using a total number of 60 snapshots at a fixed interval.
Step 3 shows the reconstruction of the numerical ensemble gas displacement. The Lh.s. top row shows the sample
series obtained from Step 1-2. Here, the origin of the a-axis is defined by setting the contour plane obtained under
a = 0 to overlap with the azimuthal plane in which the line-shaped energy source is constrained and meanwhile keeping
the electric arc in the Lh.s. half of the plane (see Fig.[I3). The Lh.s. bottom row shows the estimated distribution of

the view angle weighting factor, which follows a von Mises distribution. The von Mises distribution is similar to the
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Gaussian distribution but on a unit circle, and is formulated in terms of the view angle «, as

P (a—p)

2nlo(k) ° (19)

fala;p, k) =

with @ being treated as the random variable. In Eq. u is the distribution mean, « is a property that quantifies the
distribution concentration, and Iy can be simply taken as a normalization function. The inversion of « is similar to the
variance in a Gaussian distribution. Namely, with k — 0, the distribution approaches a uniform distribution, and with
k — oo, the distribution approaches a §-distribution that spikes at p. Lastly, r.h.s. of Step 3 shows the final output of the
numerical ensemble gas displacement L contour, calculated as the convolution of the snapshot series of different view

angles and the presumed distribution of the weighting factor, i.e.,

2
I-= A L(xlas ¥la) fa (s 1, K)dar. (an

There are several concepts to clarify to understand the above post-processing. Firstly, due to the axial-symmetry
of the solid boundaries, the outputted snapshot series in Step 2 is equivalent to those obtained from a series of CFD
simulations using an electric arc initialized at different azimuthal locations but sampled from a fixed view angle,
without actually performing those simulations, provided any potential numerical error in those simulations does not
back-propagate to affect the macroscopic flow dynamics here [26]. Secondly, for the reconstruction of the numerical
ensemble gas displacement using the snapshot series, the strategy can be viewed as comparable to the X-ray diagnostics
provided that the only uncertainty associated with the electric arc initialization is its azimuthal orientation. The last
assumption is relatively strong while it is a handy resolution that estimates the spark discharge stochasticity using only
post-processing - other strategies that rely on a weaker assumption (e.g., Monte-Carlo simulations using randomly
initialized electric arc) require a further computational cost. Lastly, for the view angle weighting factor applied in Step
3, its distribution is equivalent to the statistical distribution of an electric arc forming at different azimuthal positions as
if the view angle is fixed. The true value of this distribution should be affected by realistic effects (e.g. imperfections in
configuration symmetry) and cannot be precisely known for this study. Without realistic effects, however, the ideal
distribution should be uniform due to homogeneity and axial symmetry. In this study, the von Mises distribution
is initially applied for generality and parametric study, while it is later confirmed that a uniform distribution does
yield the best match against the X-ray diagnostics. Therefore, except for the corresponding parameter study (Part B,
Supplemental Material), all numerical ensemble gas displacements presented in this manuscript are obtained with a

uniform distribution.
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V. Results and Discussions

A. Impact of wall and radiative heat loss on kernel evolution

For the first part of the discussion, the impact of heat loss (wall conduction and radiation) and absorption (dissociation
reactions) modelings are studied. Figure[T0]shows that the size of the pulsing kernel (hot region of the contour) becomes
smaller and better matched the X-ray data with different components of heat loss/absorption is included in the simulation.
Especially, comparing the Case III and Case IV of Fig.[I0} the kernel size significantly reduced with radiation effect
being included. While it is unsurprising that the size of the pulsing kernel should be directly related to the amount of
energy converted into the gas phase sensible energy, it is informative that the modeling inclusion of different types of

heat loss/absorption, particularly, radiation, is critical for the accuracy of numerical prediction here. Eventually, with all
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Fig. 10 Time series of numerical ensemble gas displacement obtain from different cases with incrementally
included heat loss/absorption.

different types of losses/absorption included, shown by Case IV of Fig.[T0] the numerical time series of ensemble gas
displacement becomes qualitatively comparable against the X-ray data, except for a few issues: a) Near the bottom
edge of the measurement window, the numerical simulation considerably over-predicts the gas displacement of the

trailing column of the jet. Besides, the kernel size is over-predicted during 50 — 120 us. These over-predictions will
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be later discussed in Sec.[V.B} b) The blast wave (cold region of the contour) is overall well-captured and is barely
affected by heat loss. However, the numerical results show a delay behind the X-ray time series in terms of the shock
front position, which can be best visualized at 7 us after the electric breakdown, and a slower post-shock expansion,
which can be visualized as the region behind the shock front appearing colder in the contour than the X-ray data.
These two discrepancies indicate the delayed evolution of the blast wave and can be respectively explained by the

under-compression and under-expansion effect as discussed in Sec. [[IL.B]
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Fig. 11 Time histories of (left vertical axis) domain-integrated total enthalpy rise and (right vertical axis) differ-
ent types of sensible heat losses, obtained from simulations using incrementally included heat loss/absorption.

To quantitatively investigate the energy effect, the time histories of different components of heat loss/absorption
modelings and the total enthalpy rise are integrated within the simulation domain, plotted in Fig.[TT] Among the three
cases without radiation (Case I-III), the total enthalpy rise histories are similar for their trend, while the end value
decreases from the nominal value of 1.24 J to about 1.1 J when heat loss/absorption are incrementally included. In

all cases available, the radiative heat loss (about 0.5 J) contributes most of the total energy drop in enthalpy, the wall
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conduction heat loss (about 0.1 J) is secondary compared to radiation, whereas the chemical heat absorption (< 0.025 J)
is negligible compared to other two losses. The result is consistent with previous studies of ICE spark plugs in terms of
chemical heat absorption, where the chemical potential energy initially stored in the post-breakdown plasma, after a
short period of ion relaxation (< 10 us), drops to a small fraction of the thermal energy [43]]. However, the result here is
different from an ICE spark plug discharge in terms of conductive and radiative heat loss, where the conductive heat
loss to the electrodes was often higher than radiative heat loss [6, 9]. Such discrepancy arises from the high nominal
spark energy of the aircraft igniter (Sec.[l). Consequently, for the aircraft igniter, the high-temperature gas occupies a
relatively large region after the electric breakdown and sustains over a long period. Note that the radiative power (cc T%),
as well as the absorption coefficient (Fig.[7), grows exponentially with temperature, while the conductive heat loss power
(< T), as well as the thermal conductivity [7], increases with temperature at a rate much slower than radiation does.
Therefore, radiation takes over wall conduction and becomes the leading factor of heat loss in this case.

From the above contours, quantitative information of the kernel velocity and energy is extracted, as presented in
Fig.[12] Here, the kernel velocity is defined by the time history of the y-position of the kernel’s top edge, tracked by the
steepest gradient of the gas displacement contour. The experimental kernel energy is reconstructed from the integrated

kernel volume change, as
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Fig. 12 Comparison of kernel velocity (left) and kernel energy (right) time histories between data obtained
from Case IV and X-ray measurement.

AH = /pCpV dT ~ poCpTh // (1- pﬁ) dv = poC,To // L dx dy. (12)
\% 0

In Eq[T2] the approximation is due to the assumption of a constant pressure thermal expansion process and a constant
specific heat capacity, which has been applied to estimate the kernel energy of an ICE spark igniter [66]. Ty is the
ambient temperature, which is monitored to be 298.045 K in the experiment. Under such temperature, the corresponding

specific heat capacity is C,, = 1004.74 J/kg-K. L is the X-ray gas displacement. For the numerical result, as the thermal
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energy is directly accessible, the numerical kernel energy is reconstructed by integrating the total enthalpy change. As
the X-ray measurement window only covers part of the domain above the igniter, for a fair comparison, the numerical
kernel energy is integrated within the X-ray measurement window as well. The velocity plot in Fig. [I2]shows a good
match between numerical and experimental results, while the simulation slightly overestimated the kernel speed. The
energy plot in Fig. [I2] reveals the following new information. Firstly, although the contour plots in Fig. [I0] shows
qualitative match of kernel size between Case IV and the X-ray data, the quantitative comparison shows that simulation
still considerably overestimated the kernel energy. This discrepancy will be later discussed in Sec. Furthermore, the
numerical total enthalpy rise integrated within the X-ray measurement window (blue dash line) is found considerably
lower than that integrated within the entire CFD domain (blue solid line), which suggests that the hot gas remained
within the igniter cavity after the kernel ejection took up a significant amount of the gas phase thermal energy. This is
an additional major mechanism of heat “loss” found for the plasma jet igniter discharge, as only the energy carried by
the pulsing kernel will have an impact on the downstream ignition process.

Lastly, note that the results presented in this section are all obtained with the nominal shape of the electric arc (left
of Fig.[I3). While different types of heat loss can be more or less affected by the shape and position of the electric arc,
which is demonstrated in the next section, the trend presented in this section holds among all shapes of electric arc

tested in this study.

B. Impact of electric arc shape on kernel evolution

It has been explained in Sec. [[Il.A] that the electric arc in this study is constrained in a plane that goes through the
igniter cavity axis, and the post-processing technique proposed in Sec.[[V.B]is applied to reproduce the stochasticity
associated with the azimuthal orientation of the electric spark. The uncertainty associated with the in-plane variability of
the electric arc shape, however, cannot be reproduced simply with post-processing. It is also very challenging to simulate
the electric breakdown in LES, where previous effort can rarely be found. Further. Besides, due to the lack of empirical
knowledge of the statistical distribution of the electric arc shape, a Monte-Carlo simulations is also inapplicable. As a
compromised resolution to address this challenge, in this section, the potential impact of electric channel shape on the
kernel behavior is evaluated by a parameter study. Three patterns, shown in the r.h.s. three columns of Fig.[T3] are
tested, chosen by intuition, to represent the situation where the electric arc shape is more convex (L-shaped) or flat
(diagonal). The nominal case, shown in the first column of Fig.[T3] simply applies a vertical line at the cavity center,
which is nonphysical despite yielding results similar to the X-ray data (Sec. and used here as a reference result to
discuss the basic physics of the kernel pulsing. Also, note that all the test cases here apply a single electric arc channel,
mainly for simplicity. Theoretically, it is possible for the arc channel to branch out, known as the streamer breakdown
in Ref. [50]. However, no further information is known for the configuration here as the breakdown happens within

the igniter cavity that is blocked from visualization, except that a preliminary simulation using a volumetric energy
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source yields a kernel size that grows considerably faster than observation, suggesting a heavily branched out electric

arc channel to be unlikely.

Nominal case Realistic electric arc shapes and positions

NN N 1Y

central L-shaped Y-shaped diagonal

Fig. 13 Shapes of the electric arc tested in parameter study visualized at the cutting plane in which the energy
sources are constrained with the electric arc (blue lines) attaching to the L.h.s. wall.

The nominal case result is presented in Fig.[T4] The upper row contours of Fig.[T4]show the numerical ensemble gas
displacement time series, the same as the fourth row (from the top) in Fig.[T0] that has already been discussed. Here, an
additional observation is addressed, noticing that the spark discharge energy source is enforced for 40us, whereas the
kernel expansion in the time series takes the maximum size at the snapshot at 50 us. This means that soon after the
energy source is cut off the kernel cannot sustain the thermal expansion. From the X-ray data shown in the last row of
Fig.[I0} similar behavior can be observed as the gas displacement contour at 50 us is the hottest among all snapshots.
However, the initial drop of kernel size after the spark discharge (see the drop of hot contour area from the snapshots
of 50 to 120 us) is much less prominent in the X-ray data. Since the dissipation of the kernel is positively related to
its energy, this implies the kernel energy is over-predicted in the nominal case simulation at the early discharge stage,
despite yielding a kernel size comparable to X-ray data at later snapshots. The bottom row contours of Fig. [I4]show the
density field extracted at a cutting plane through the geometry central axis. It can be observed that despite being placed
at the geometry center, the kernel expansion is still slightly asymmetric, which is due to turbulence and is realization
dependent - in some other simulations using slightly perturbed initial conditions, the major flow patterns are similar
while the detailed flow vortex, as well as the specific direction of the kernel tilting, are different. It can also be observed
from the last 4 snapshots from 120 us to 800 us that the region of high gas displacement near the bottom edge of the
top row contours is caused by hot flow in the trailing column of the pulsing jet expanding in the radial direction. The
trailing column evolves under the complex interplay between the entrainment of the cold outer flow from the kernel
bottom and the remaining hot air coming out of the igniter cavity. Since the flow pattern is roughly symmetric around
the central axis, so is the radial distribution in all azimuthal angles. Correspondingly, the ensemble gas displacement
averaged over different view angles is relatively high in this region, which is over-predicted compared to the X-ray data

shown in Fig. [0} as previously mentioned in Sec.[V.A]
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Fig. 14 Top: time series of numerical ensemble gas displacement obtained from simulations using the central
electric arc. Bottom: density contour extracted at cutting planes going through geometry symmetrical axis.

The results of the three other cases are then shown in Fig. [T5{I7]in the same fashion as the nominal case results.
Note that the cutting plane density contours are extracted at the view angle where the electric arcs attach to the solid
wall on the Lh.s. of the contour (same as in Fig.[I3). For the L-shaped electric arc, it can be observed from Fig. [I3]
that the kernel in the density contour expands faster on the L.h.s. at the early snapshots of 25 — 50us. After the spark
discharge, the kernel size considerably drops on the L.h.s. during 50 — 120 us. It can also be known that, at 120 us, a
vortex ring has formed, visualized as the two blobs of cold contour regions where the 3-d vortex ring intersect with the
contour cutting plane. The positions of the two vortex centers exhibit asymmetry considerably more prominent than
that in the nominal case, where the L.h.s. vortex center penetrates faster. The asymmetry here is no longer driven by
turbulence but instead, the gas expansion from the horizontal segment of the L-shaped electric arc, which compared to
the nominal case imposes an additional expansion towards the upper-right. This asymmetric expansion is best shown by
the density cutting plane snapshot at 25 us, where the initial compression wave formed within the igniter cavity can be
observed being held up to the internal sidewalls of the igniter cavity. There, the compression near the .h.s. of the cavity
wall is stronger than that on the r.h.s., as the horizontal segment of the electric arc is biased to the L.h.s. wall, providing a
stronger back pressure there that eventually pushes the kernel pulsing towards the right. Due to the more off-centered
distribution of kernel density, the ensemble gas displacement contour appears to be more elongated in the horizontal
direction, which can be best visualized at 800 us. For the trailing column of the pulsing jet, with the L-shaped electric
arc, the asymmetric expansion causes large disruption to the flow pattern such that the radial distribution becomes larger
for certain locations and smaller for the others. However, the bottom row density contours in Fig.[T5|shows only part of

the story, whereas from a 3-d aspect the disruption of the trailing column here is heterogeneous - the horizontal stretching
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Fig. 15 Time series of gas displacement and density plotted in the same fashion as Fig. (14| but obtained from
the L-shaped electric arc.

effect is stronger in the azimuthal direction of the electric arc source plane and weaker in an orthogonal direction (see the
density cutting planes and gas displacement contours from different view angles in Fig. 2, Supplemental Material). This
heterogeneous disruption explains the drop in the ensemble gas displacement of the jet trailing column here compared
to the nominal case, as it requires a consistent density distribution under different measurement angles to achieve a
high ensemble gas displacement value. It also turns out that the result here of an asymmetric trailing column is better
compared to the X-ray data than the nominal case, despite still slightly over-predicting the ensemble gas displacement.

The results obtained with the Y-shaped electric arc and the diagonal electric arc are similar to those with the
L-shaped channel, although observable differences do exist. Specifically, with the Y-shaped electric arc, shown in
Fig.[T6] the kernel tilts most off-centered among all test cases. Similar to the L-shaped electric arc case, here, the
compression wave formed within the igniter cavity at the snapshot of 25 us is stronger on the L.h.s. wall. However, in
the L-shaped electric arc case, the L.h.s. compression wave facing is almost vertical, where the initial pushing effect is
largely suppressed by the r.h.s. sidewall; here, due to the orientation of the upper segment of the Y-shaped electric arc,
the initial compression wave formed in such region faces towards the upper-right, where the pulsing kernel is clear from
the interference of the r.h.s. wall. Consequently, the kernel is directly pushed out from the cavity at an angle almost
normal to the upper segment of the electric arc. Later, the kernel becomes so off-centered that the 1.h.s. kernel edge
completely crosses the geometry central axis in the last snapshot. Correspondingly, the ensemble gas displacement
there drops significantly, similar to an asymmetric trailing jet column, as explained in the last paragraph. Compared to
the X-ray data, the tilting effect here is over-predicted with the Y-shaped electric arc.

For the diagonal electric arc, the numerical results shown in Fig. [I7)are overall best compared against X-ray data
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Fig. 16 Time series of gas displacement and density plotted in the same fashion as Fig. (14| but obtained from
the Y-shaped electric arc.

among all cases in terms of the following aspects: a) comparing the kernel shape at later snapshots (500 — 800us)
against the X-ray data, the diagonal electric arc result is better than the L-shaped and Y-shaped results while worse than
the nominal case result; b) comparing the trailing jet gas displacement at later snapshots, the diagonal electric arc result
is best compared against the X-ray data among all cases; c) comparing the kernel size at early snapshots (25 — 120 us),
the diagonal electric arc result is best compared against the X-ray data among all cases. More in-depth interpretations of
the results are discussed below.

Firstly, as explained for the Y-shaped electric arc, the tilting of the kernel is directly related to the orientation of the
upper segment of the electric arc. Here, the effective slope of the diagonal electric arc is between the Y-shaped and
the L-shaped, and the resulting kernel tilting, as well as off-centering, is between the corresponding two cases. The
ensemble gas displacement of the kernel at 800 us is mixed compared against the X-ray data, which well-captured the
gas displacement magnitude while slightly over-predicted the horizontal elongation of the kernel shape. Secondly, the
trailing column of the pulsing jet in the diagonal electric arc case is further stretched horizontally in the contour plane
compared to that in the Y-shaped electric arc case, suggesting more chaotic flow dynamics. This is possibly due to the
asymmetric shape of the electric arc even at the lower segment of the igniter cavity that leads to complicated wave
reflections and flow dynamics within the igniter cavity. For instance, the snapshots of 250 us and 800 us show cutting
plane density contours that are completely the opposite around the central axis, where such bouncing is either not found
or less prominent in other cases and is an indication of the complex flow dynamics here. The corresponding ensemble
gas displacement of the trailing column of the pulsing jet is the lowest and best compared against X-ray data among all

cases. Last, the over-prediction of kernel size at the early stage following the spark discharge stage (50 — 120 us) in the
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the diagonal electric arc.

nominal case and L-shaped electric arc case is also improved here. The mechanism behind this improvement is related

to heat loss as discussed below.

Figure [I8]shows the time histories of total enthalpy rise, total wall heat loss, and total radiative heat loss in

simulations using different shapes of the electric arc. The total enthalpy rise, compared to the nominal case (solid) is
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Fig. 18 Time histories of integrated (left) total enthalpy rise, (middle) radiative heat loss and (right) wall heat
loss obtained from simulation cases using different electric arc shapes.

noticeably lower in the Y-shaped electric arc case (dash-dotted) and appreciably lower in the diagonal electric arc case
(dotted). The drop in total energy rise is mostly due to the increment of wall heat loss in the cases of Y-shaped arc and
diagonal electric arc, whereas the radiative heat loss remains roughly the same in all cases. The mechanism behind the
difference in wall heat loss can be intuitively explained by the effective distance between the electric arc and the igniter
cavity wall, which is the largest for the nominal case and the lowest for the diagonal electric arc case. Note that a shorter

wall distance here affects the conductive heat loss not necessarily by increasing the near-wall temperature gradient, but
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also by shortening the initial delay time it takes for the expanding hot gas to reach the solid wall.

A quantitative comparison between the diagonal electric arc case and the X-ray measurement is carried out, as
shown in Fig.[T9] using the same post-processing method to obtain Fig.[T2] It can be seen that, with the same model
settings, the numerical results are improved when the electric arc shape is changed from central to diagonal for both
kernel velocity and kernel energy. In particular, as the wall heat loss further brings down the kernel energy, the kernel

energy obtained with the diagonal electric arc is quantitatively comparable to the experimental result.
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Fig. 19 Comparison of kernel velocity (left) and kernel energy (right) time histories between data obtained
from diagonal electric arc case and X-ray measurement.

As a quick summary, the shape of the electric arc affects both wall heat loss as well as the pulsing of the kernel.
Specifically, the electric arc effectively closer to the igniter cavity sidewall leads to a larger wall heat loss and therefore
a smaller kernel size. The tilting of the pulsing kernel is directly related to the orientation of the upper segment of
the electric arc. The trailing column of the pulsing jet is disrupted by the complex flow dynamics generated when the
electric arc, especially the lower segment, is off-centered. Overall, numerical results obtained with the diagonal electric
arc are best compared and quantitatively comparable against X-ray data.

In addition to the above analysis, statistical analysis of spark discharge on kernel behavior was conducted. This
study is reported in Part B of the Supplemental Material. Based on this analysis, the spark discharge process occurs
as follows: a) the electric arc yield from the initial electric breakdown is attached to the outer and central electrodes
following a diagonal line of the cavity cross-section; b) the formation of the electric arc does not show any preference
for particular azimuthal direction; c) the resulting kernel evolution leads to asymmetric kernel shapes and off-centered
kernel penetrations in individual spark discharge sequences, while the reconstructed ensemble gas displacement shows a
smooth and elliptic kernel shape.

With the results discussed in the previous sections, a summary of the contribution to energy budget is shown in

Tab. [T} The energy levels are determined based on extreme values collected from simulation cases presented in Sec.[V.B]
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and are sampled at r = 300 us, after the kernel is fully ejected out of the igniter cavity. The intention here is to emphasize
mechanisms found in this study to cause the kernel energy to be significantly lower than the nominal spark energy. More
specifically, radiative heat loss and residual hot gas within the discharge cavity are found to be the two major factors.

Besides, wall heat loss, being sensitive to the initial shape and position of the electric arc channel, can also be important.

Table 1 A quantitative summary of energy conversions/losses of the studied plasma jet igniter discharge.

Types of energy conversion/loss Energy Percentage
Nominal spark energy 1.247 100 %
Gas dissociation heat absorption <0.017J <0.8 %
Radiative heat loss 0.49-0.517  39.5-41.1 %
Wall heat Loss 0.085-0.21J  6.8-16.9 %

Energy of gas remained 024-0251  19.4-20.1 %
within igniter cavity

Energy of the pulsing kernel 0.23-0.39J  18.5-31.5 %

VI. Conclusion

In this study, the discharge process of a commercial aircraft igniter featuring the configuration of a plasma jet igniter
is studied using high-fidelity numerical simulation. Due to sparsely found previous studies of aircraft spark igniters,
existing modeling approaches — mostly in the ICE community, partially in the aircraft community — and fundamental
knowledge generated in the spark-ignition field are reviewed in detail (Sec.[[). A comprehensive set of modeling features
are then adopted from existing strategies and extended to target the specific problem of this study, which includes four
major components of the spark discharge process, i.e., the thermodynamic modeling, the plasma reaction modeling, and
the heat loss modeling (Sec.[[II). A post-processing technique is proposed to estimate the ensemble kernel behavior
using a single simulation run and presumed statistics of spark locations (Sec. [[V.B).

Using nominal modeling setups, the numerical simulation qualitatively captures the spark discharge process in
terms of the kernel shape and blast wave propagation while over-predicts the kernel size and trailing hot gas. A detailed
analysis (Sec.[V.A) reveals the kernel size is directly related to the loss/absorption of heat, where the leading factor
is found here to be radiation instead of wall conduction, which is different from an ICE engine spark plug. Using a
parameter study of electric arc shapes (Sec. [V.B), the kernel tilting is found to be affected by the orientation of the
upper segment of the electric arc; the trailing column of the pulsing jet is disrupted by the complex flow dynamics
generated when the electric arc, particularly the lower segment, is off-centered; whereas the kernel size gets smaller
when the effective distance between the electric arc and the wall is reduced. Combined with another parameter study of
the presumed spark location distribution (Part B, Supplemental Material), the electric arc generated from the initial

breakdown is estimated to be roughly equal-likely in all azimuthal angles and follows the shape of a diagonal line
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connecting the outer and central radius. Such a modeling setup leads to an off-center kernel pulsing and asymmetric
kernel shape in individual spark discharge sequence while symmetric ensemble kernel behavior that is overall best
compared against X-ray data among all test cases. These results show the source of energy loss and variability in
kernel strength and evolution in plasma igniters. The modeling framework used here can be integrated with combustion
approaches in order to simulate the full ignition problem or used to perform a separate simulation prior to the ignition

problem simulation to inform its initialization.
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