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ABSTRACT

This report discusses work performed under a Cooperative Research And
Development Agreement (CRADA) with Corning, Inc., to analyze and test
various techniques for controlling the motion of a high speed robotic arm
carrying an open container of viscous liquid. A computer model was generated
to estimate the modes of oscillation of the liquid based on the shape of the
container and the viscosity of the liquid. This fluid model was experimentally
verified and tuned based on experimental data from a capacitive sensor on
the side of the container. A model of the robot dynamics was also developed
and verified through experimental tests on a Fanuc S-800 robot arm. These
two models were used to estimate the overall modes of oscillation of an open
container of liquid being carried by a robot arm. Using the estimated modes,
inverse dynamic control techniques were used to determine a motion profile
which would eliminate waves on the liquid's surface. Experimental tests
showed that residual surface waves in an open container of water at the end of
motion were reduced by over 95 percent and that in-motion surface waves
were reduced by over 75 percent.
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1.0 INTRODUCTION

Sandia National Laboratories (SNL) analyzed and tested various techniques for
controlling the motion of a robotic arm carrying an open container of viscous liquid,
in this case, molten glass. This report is a summary of the work performed under a
Cooperative Research And Development Agreement (CRADA) with Corning, Inc.

The objective of the CRADA was to develop and test the concept that an open
container of viscous fluid could be moved so as to eliminate surface defects and chill
marks. Through dynamic modeling and system identification (Section 2.0), inverse
dynamic controls (Section 3.0), and experimental tests (Section 4.0), the Sandia
team was able to show that it is possible to control the motion of the robot to
eliminate sloshing of a very low viscosity liquid such as water.

We developed a computer model which was used to estimate the modes of oscillation
of the liquid based on the shape of the container and the viscosity of the liquid. This
model was verified with experimental tests that used a Sandia developed capacitive
sensor to measure the oscillation of the liquid. We also developed a mathematical
model of the robot dynamics so that we could compensate for tracking errors which
occur when the robot moves at high speeds. Because of the large gear ratio of the
robot joints, we were able to reduce this model to a single-input single-output set of
equations. Using system identification techniques we identified these transfer
functions, which appear to be unity for slow speeds and second order for higher
speeds.

Three different techniques were used to control the liquid motion. All three required
the knowledge of the fundamental mode of oscillation and damping of the liquid
within the container as estimated from the fluid model. The first two techniques
created near slosh-free motion where the only sloshing of the liquid was during the
acceleration and deceleration portion of the robot motion. The third technique
eliminated even this sloshing by tilting the container such that the surface normal of
the liquid was opposing the resulting acceleration of the robot and gravity.

Modeling, System Identification, and Control for Slosh-Free Motion 1
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2.0 DYNAMIC MODELING AND SYSTEM IDENTIFICATION

In order to control the liquid in a slosh-free motion both the dynamics of the liquid
and the robot arm must be known. The next two subsections describe the
mathematical models and the methods of system identification used.

2.1 Fluid Modeling

In support of the Corning CRADA, a broad variety of fluid modeling activities were
undertaken in the following areas.

1) Characterization and simulation of fluid sloshing behavior of low viscosity
liquids in robotically moved containers;

2) Scaling analyses for estimating flow tendencies of high viscosity liquids (such as
molten glass) under various acceleration fields; and

3) Scoping investigatfon of the computational tools and resources required to solve
the coupled thermal/fluid equations for flowing molten glass.

In this section the authors summarize efforts in these areas and point to appendices
for more detail as appropriate.

2.1.1 Fluid Sloshing Behavior

In an effort to characterize fluid sloshing behavior, several initiatives were pursued.
Appendix A [Baty memo, 6/3/94] reports the details of an analytical separation-of-
variables solution for sloshing frequencies with linear wave formation in a potential
fluid (i.e., an incompressible, irrotational, inviscid fluid) contained in a right-circular
cylinder experiencing constant linear acceleration.

This analysis was followed by development of a computer model for simulating fully
transient non-linear (high-amplitude) waves in pseudo-viscous liquids in
horizontally moving rectangular containers. The effects of viscosity were
approximated by imparting Rayleigh damping to a potential-flow model of the fluid.
A boundary element approach with Lagrangian node movement at the liquid-free
surface was used to efficiently handle the time-changing fluid geometry and allow for
violent sloshing motions. Appendix B [Romero memo, 11/6/94] describes the

Modeling, System Identification, and Control for Slosh-Free Motion 3



numerical model in detail and establishes credibility of the model by comparmg
results against other nonlinear results in the literature.

Further verification was accomplished by comparing a separation-of-variables series
solution of a transient linear model problem with a simulation of the numerical
model See Appendix C [Baty memo, 11/18/94]. The nonlinear model performs well
in the linear limit, correctly predicting sloshing behavior in the linear flow regime of
the model problem. With the 2-D computer model satisfactorily verified, its
applicability for modeling the 3-D sloshing of water in horizontally translating
containers was investigated. Specifically, model predictions were compared with 3-
D sloshing data generated in experiments documented in Section 4.0 of this report.
Appendix D [Romero memo, 9/7/95] documents the comparisons.

The model appears to predict sloshing frequency quite well for any type of bowl
motion or geometry. However, the amplitudes resulting from forced bowl maneuvers
are sometimes considerably over predicted by the model. The over predictions
generally get worse as the maneuver becomes more extreme. As a partial remedy,
adding surface tension to the model would have a correcting effect on these errors
without impacting sloshing frequency appreciably. A Rayleigh damping coefficient
of 1 =0.55/sec results in significantly greater damping rates than experimental data
indicate, though this effect can be easily corrected to a large extent by decreasing a
single parameter ( 1 ) in the model.

It should also be mentioned that discrepancies between prediction and experiment
can be partly attributed to the experimental data itself, which possess appreciable
uncertainty because of the substantial drift errors and hysteresis effects evident in
the sensor responses. Though considerable differences sometimes exist between
simulation and experiment, the results are encouraging, considering that the 2-D
model is being used to estimate 3-D sloshing behavior, and that a large potential
exists to better reconcile measurements with predictions by adding, changing, and
correcting factors in the model and experiments.

2.1.2 Scaling Analyses for Estimating Flow Tendencies

A second aspect of fluids modeling in the CRADA involved scaling analyses for
estimating flow tendencies of very viscous liquids (such as molten glass) under
various acceleration fields. The goal of this work was to identify candidate motions
for increasing the spreading rates of a molten glass "blob" in order to eliminate or
reduce surface defects that develop from insufficiently fast spreading. Appendix E
[Dykhuizen memo, 1/11/95] analyzes the spreading of a viscous "blob" induced by
impact onto a flat substrate. Subsequent spreading of the viscous blob due to

4 Modeling, System Identification, and Control for Slosh-Free Motion



gravity and possible added vertical acceleration of the substrate was also
investigated.

Scaling results indicate that the spreading of the blob is not very sensitive to either
impact velocity or vertical acceleration. Thus, these factors would have to be
increased substantially from their nominal values in the current processes in order
to achieve significantly increased spreading rates. A second set of scaling analyses
(see Appendix F [Dykhuizen memo, 1/24/95]) investigated shear spreading under
lateral accelerations and radial spreading induced by blob rotation. The analysis
predicted only a small amount of shear spreading due to nominal lateral
accelerations in the current production environment. On the other hand, spinning
the blob even at modest rates is predicted to impart significant spreading to the
glass.

2.1.3 Computational Tools and Resources Required

Finally, a quick scoping investigation was performed to estimate the computational
tools and resources required to solve the coupled thermal/fluid equations for flowing
molten glass. The investigation revealed that both commercial and Sandia codes
presently exist which can be quickly modified to simulate transient 3-D flows under
gravity and other acceleration fields. The computing resources and expertise that
would be required are not widely available, but are readily accessible at Sandia. It
is estimated that 0.5 man-years of labor would be required for the effort.

2.2 Robot Modeling

In addition to the dynamics of the liquid, the dynamics of the robot must be known
in order to control the motion of the open container at high speeds. As will be shown
below, at lower speeds the dynamics of the robot are negligible, and it can be
assumed that the robot tracks the desired motion profile. However, at higher
speeds, the robot does not track the desired motion profile, and the robot dynamics
become significant.

When developing hi-performance robot control for speed and tracking, accurate
knowledge of the differential equations of motion is required. These equations
include measurable physical parameters, such as link geometries and mass
properties. However, accurate direct measurements for many of these quantities
necessitates the dismantling of the robot. This time consuming task is avoidable if
accurate indirect measurements can be made which allow for the computation. of the
desired physical parameters. There exist many such system identification methods

Modeling, System Identification, and Control for Slosh-Free Motion 5



for non-robotic, linear systems. However, no general techniques exist for nonlinear
systems indicative of robots.

A new nonlinear system identification method for robotic systems was developed
during this project and is described in detail in Section 2.2.2. For the specific case of
the FANUC S-800, the fully coupled, nonlinear differential equations are
approximated by a set of decoupled, linear, single-input, single-output equations due
to large gear ratio effects. These equations facilitate less complicated methods of
slosh-free trajectory design. The justification for the linearization and decoupling of
the equations of motion is given in Section 2.2.1.

2.2.1 Equations of Motion

In this section the validity of the linearization and decoupling of the robot equations

of motion are examined. First, the fully coupled, nonlinear equations are presented.

Next, combined equations are derived including joint gear train assemblies. Finally,
the linearizing assumptions are presented.

The nonlinear, coupled differential equations of motion relating joint torque inputs
to joint angle outputs may be expressed in the form

Hij (Xp )XJ + hijk (Xp )XJXk + Gi (Xp) =4 (1)

where x, is a vector of joint angles, H ij(xp) is the configuration dependent inertia
matrix of the robot, hijk(xp) is the configuration dependent tensor of centrifugal and
Coriolis effects, G; (xp) is the configuration dependent gravity vector and 7;; is the

vector of input joint torques. For the FANUC S-800, the input torques 7;; are
supplied by the output torque from a gear train driven by an external power source.

Aéimple two gear system is shown in Figure 1. While this is most likely not the
exact configuration used in FANUC S-800, it illustrates the effects caused by the

actual gear train system of the S-800. The torque, 7; is the torque generated by the
power source;

B, .B,, are the coefficients of viscous friction for the gears 1 and 2 of the ith gear
train;

« J,; oJ,; are the gear inertias;

6 Modeling, System Identification, and Control for Slosh-Free Motion



*  1,.T, arethe gear torques;and

* 1, is the total load torque on the gear train caused by the link, and all outboard
links.

Power
Source

Figure 1 Two Gear Train

The equations of motion for the gear assembly are given by
Jy;0p + By, 0y + 7, = 7

i

i + By 0y + 71 = 1T, ¥4
=Ty _ _ezi _ N1i
Tai 6,; Ny

where N; ,N,; are the number of teeth for gears 1 and 2 of the ith gear assembly.
Combining the relations of equation 2, and noting that 6,; is the angle of the ith

joint of the robot, yields a set of equations relating the load torques, 7;;, and the
power source torques, 7;, to the joint angles, x; as

2 r e . 3

Modeling, System Identification, and Control for Slosh-Free Motion 7



where J,; oJ,; are diagonal matrices whose elements are the gear inertias J,; oJ,; ;
the matrices B,; ,B,; are also diagonal with elements of B,; ,B,; ; and the scalar

value r, is the ith gear ratio N,; /N,;.

A combined robot and gear assembly equation of motion, in matrix form, can be
found by substituting equation 1 into equation 3 to yield

where the dependence of Hj; i, G; on x, has been omitted to make the notation

compact.

Equation 4 represents n differential equations, where n is the number of joints of the
robot. In the case of the FANUC S-800, n = 6. These equations relate the torque
produced by the power source to the physical joint angles. Each equation contains
one, and only one, gear ratio r,. Dividing each equation by the square of its gear
ratio clarifies the assumptions required to linearize and decouple the equations of
motion. Specifically if the following conditions are valid,

.

Yyl

rz.) >> B,; ®)

r2.) >> (JZi + Hx)

then equation 4 becomes the decoupled and linear system of equation 6.

Jot Bt = —— 1, ©)

L g 177§ i
"2
It is noteworthy that the conditions of equation 5, when valid for some nominal
motion, become less valid as the joint rates, %, increase. Although the values of

J,; Hy B,; iy, are not exactly known for the S-800, the experimental data obtained

iy’
during typical maneuvers indicate that the assumptions of equation 5 are indeed
valid.

8 Modeling, System Identification, and Control for Slosh-Free Motion



2.2.2 System Identification

As mentioned in the introduction to Section 2.2, the linearizing assumptions
described in the above section may not be valid for fast robotic maneuvers. In these
situations, the full nonlinear equations of motion must be used for successful
trajectory planning and control. Forming the nonlinear equations requires the
knowledge of the quantities in Hj; h,, ,G;. In this section, a nonlinear system

identification technique is described for determining these unknown parameters.
This technique is called the Backward Propagation Technique (BPT).

Figure 2 Three Degree of Freedom Model

The BPT approach begins with the outermost joint and works inboard (or backward)
a joint at a time until the robot is completely identified. To illustrate this process, a
three joint model of a robot (representing the last three joints of the Fanuc S-800) is
identified with BPT. Figure 2 shows the kinematic and dynamic structure of the
three degree of freedom robot model. The equations of motion as derived with
Lagrange’s equations are

Modeling, System Identification, and Control for Slosh-Free Motion 9
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L (7
D, (sina) . 0 | = [Txssinof 0 |52 0
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where
M;; = L4
M31 = M13 = Ix3cosoc
2 2
M,, = I, +1 3 +025m,L; +mj (L, +0.5L;)

2 .
M,,=L, + (L, +M,,) (cos)” +M,, (sina) >

Dy = L + My —M,, .

The first step in the BPT process is to analyze the equations of motion and identify
the appropriate robot configurations that are necessary to isolate each joint and
associated model parameters. The typical second order system parameters are
identified by performing Single-Input-Single-Output (SISO) maneuvers (typically,
step command and/or sine sweep) with two different known payloads on each joint
with the other joints held at zero degrees. The SISO maneuver on the third (outer
most) joint provides the values of M, ¢, and k,,. The SISO maneuver on the second
joint provides the values of M,,,C,,, and k,,. Next, the first joint is configured at
=0 and o= x/2 for a set of SISO maneuvers to obtain I, L, .c, and k,. Asa

result M,,,M,;,M,,, and D, are calculated from the previously identified
parameters and a fully coupled, nonlinear model is created from a series of SISO
system identification procedures.

Whether performing the linear system identification of equation 6 or the nonlinear
BPT of equation 7, various transfer functions must be fit to experimental data

10 . Modeling, System Identification, and Control for Slosh-Free Motion



relating input joint angle commands to the joint angle response. In brief, the
method employed for obtaining transfer functions may be stated as a four step
procedure:

1. Obtain experimental joint response data for a known input joint angle
command profile.

2. Postulate a transfer function relating input joint angle commands to
output joint angle response, where the transfer function is parameterized
using several unknown quantities.

3. Define a cost function reflecting the amount of error between the
experimental joint angle response data and the output of the transfer
function for a known input.

4. Using a numerical optimization code, find values for the initially unknown
parameters of the transfer function which minimize the cost function.

Several types of input joint angle commands were examined in an effort to
determine the best type of input/output data sets for generating accurate joint angle
transfer functions. The results indicated that a simple step input yielded the most
reliable estimation of input/output transfer functions.

The postulated transfer function was based on the form of equation 6, with a
Proportional-Derivative (PD) controller connected in series. A block diagram

representing the postulated system is shown in Figure 8, where 0,, is the input joint
angle command; 6,,, is the joint angle response; 6, is joint angle error; K,,K; are
the proportional and derivative gains of the PD controller; K, D, are parameters of
the joint angle dynamics; and s is the Laplace transform variable. The unknown
parameters being estimated include K,,K;,K,D,. The net transfer function relating
joint angle input commands to joint angle response is

0 out _ K(Kys+ Kp) ®)

8y 52+ (D, +KKp)s+KK,

The cost function used for the optimization procedure is the integrated weighted
squared error between the measured joint angle response and the predicted joint
angle response based on the transfer function of equation 8, for several sets of data.
The cost function is given by

t

J=iw i_f(em—ea):dt ©)

ty
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where n is the number of data sets used, W, are weighting constants, £, is the start
time of the maneuver, £, is the final time of the maneuver, 6, is the experimentally
measured joint angle, and 6, is the analytically determined joint angle response.

The primary feature of this cost function is that as the predicted angle response
approaches the measured angle response, the cost function tends to zero.

PD CONTROL PLANT
0. 0 0
in ® e K + Kd S K out
+ p s(s+D 0)

!

Figure 3 Block Diagram of Postulated Input/Output System for Determining the
Input/Output Transfer Function

The optimization code is taken directly from MATLAB’s optimization toolbox via
the “constr” function. This code implements a quadratic programming technique for

finding the values of K ,K;,K,D, that minimize the cost function of equation 9.

In Section 3.8, the specific details of using this procedure for estimating a transfer
function from experimental data is described. The block diagram of Figure 3 is
modified based on the observation of a nonlinear limiting behavior of the input
commands for large angular rate commands.

12 Modeling, System Identification, and Control for Slosh-Free Motion



3.0 CONTROLLED MOTION OF LIQUID

The following subsections describe three methods of controlling the motion of the
liquid. In these subsections, it is assumed that the fundamental mode of oscillation
of the liquid is known using the model in Section 2.1. It is also assumed that the
robot dynamics are negligible, and the robot accurately tracks the prescribed profile.
When the robot dynamics are not negligible, the robot’s transfer function can be used
to alter the nominal profile so that the desired motion can be achieved.

3.1 Optimization Technique

In this section, the motion of the container is restricted to simply translating the
liquid along a horizontal path on a straight line. The end effector trajectories are
generated using a second order linear model of the liquid’s sloshing motion. The
acceleration profile of the end effector is postulated as being of a bang-coast-bang
form, as shown in Figure 4. A numerical nonlinear optimization routine is used to
find the parameters of the acceleration profile, in conjunction with the slosh model,
resulting in near slosh free motion of the payload. There is an initial and final
movement of the liquid within the container associated with the acceleration and
deceleration of the container, but no residual sloshing when the motion is complete.

End
Effector .
Acceleration

—

\

Figure 4 Postulated End-Effector Acceleration Profile for Slosh-Free Motion.

The model of the slosh is that of a simple harmonic oscillator
0+2{w 6+ mie =% (10)

where 6 is the slosh displacement, { is the damping ratio, @, is the slosh natural
frequency, and x is the translation of the container along the horizontal axis.

Modeling, System Identification, and Control for Slosh-Free Motion 13



Near slosh-free end effector motion is determined by numerically solving for the end-
effector acceleration profile parameters such that at the end of the maneuver
6=0, 6=0, x(t;)=14m, and 7, =2.0s. The simulated slosh response is shown in

Figure 5, where the container trajectory is expressed in meters. The slosh
displacement, however, is in units of scaled meters. Container accelerations are
maintained below 0.25g in an effort to keep slosh displacements low during the
maneuver. Although the maneuver time was chosen as 2.0s, the container distance
and slosh requirements can be achieved using lesser or greater maneuver times if
desired.

2

—— Container Translation (m)
----- Container Veloctty (m/s)

. | - -~ Container Accleration (m/s/s)
%, | — — Slosh Displacement (units)

—
—
-—
-—

—
-

Slosh and Container Quantities

0 1 2 3 4
Time (sec)

Figure 5 Slosh and Container Trajectories for @, =14.45 rad/s and {=0.0172.

2

8.2 Infinite Impulse Response Filtering

In this section, the container is again restricted to travel along a straight-line
‘horizontal path, except now the motion profile is not restricted to a bang-coast-bang
acceleration/deceleration. Instead, an infinite impulse response (IIR) filter is used to
pre-shape the input of an underdamped second order system so that the overall
system becomes a critically damped third order plant. The IIR filter is implemented
via the following difference equation (Feddema, 1993):

y(k)= ~ay(k-1)-a, yk—2)-a, y(k-3)+ bou( )

+b1u(k— 1) + bzu(k— 2) + b3u(k— 3) + b4u(k_ 4) 11)

where y(k) is the output of the filter and u(k) is the input to the filter (acceleration in
horizontal direction ¥) at discrete time k. The IIR filter coefficients a; and b; are a

14 Modeling, System Identification, and Control for Slosh-Free Motion



function of the natural frequency w,, damping ratio { , a scaling factor, and the

sampling period T. The scaling factor is used to shorten the settling time of the
shaping filter. The larger the value, the shorter the settling time of the filter.
However, a shorter settling time means the filter may try to drive the system faster

than capable. Typically, the scaling factor is chosen so that the settling time is
approximately equal to one half the period of oscillation.

Figure 6 shows the acceleration profile along the x axis before and after filtering.
Notice that the filter delays the profile. The natural frequency and damping ratio
used in the figure are the values determined in the Section 4.2. Figure 7 shows the
estimated angle before and after filtering. As seen in the figure, this method
eliminates residual oscillation at the end of the motion. Experimental results very

closely match the modeled response and can be found in Appendix G [Feddema et.
all].

800

600 T

4001 N

200f After filter

Acceleration (mm/sA2)
o
T

-2001

~400

-600}
Before filter

_800 1 3 11 13 1 1
0 0.5 1 1.5 2 25 3 3.5 4
Time (seconds)

Figure 6 Acceleration Profiles Before and After Filtering
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Figure 7 The Predic':ted Angle of the Fluid Relative to the Container.

3.3 Slosh-Free Control -

Some applications may require that the liquid not move relative to the container.
For Corning, it may be desirable to keep the molten glass from moving up the sides
of the container wall where a thin film will form. In order to do this, the robot must
be able to rotate about an axis that is orthogonal to the plane of translation.

Similar to the previous subsection, a simplified model assumes that the liquid
surface remains flat during the robotic maneuvers and, therefore, can be modeled as
an oscillating pendulum. Adding the rotation of the container, the liquid and
container can be modeled by a double pendulum with a moving base as shown in
Figure 8. The symbol m is the mass of the liquid, r,, is the length of the equivalent

pendulum, 7; is the distance from the center of rotation of the robot to the center of

rotation of the pendulum, x is the translational position of the center of rotation of
the robot, and 0 and B are the angle of rotation of the pendulum and the robot,

respectively.
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Figure 8 Double Pendulum Model of a Fluid in a Spherical Container

The governing equation of motion for the model is given by

2 2 . 2 .
ﬂ+(1—:—Lcosejfidt—g+%sin(6+ﬁ)—:—"ﬂzsine—‘fincos(9+ﬁ)/rm+ “m_g=0 (12)

dr? mr?

m m m

where g is the acceleration of gravity, c, is the damping coefficient, and m is the

mass of the fluid. Setting 3, ﬁ , and the second derivatives of x and B, equal to
zero in equation 12 yields

d’6 WP
F+2ga)n9+ w,sin6=0 (13)
where
w?=£ 19
rm
and
c
=—2=n 15
¢ 2mr’ o, (15

For small values of 8, equation 13 simplifies to that of a linear, damped, harmonic
oscillator. Estimates for w, and ¢ can be determined experimentally from small-
angle, free vibration data using standard techniques.
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The goal of slosh-free motion is to have no relative motion between the container and
the fluid. With reference to Figure 8, achieving this goal is equivalent to keeping the

angle 0, equal to zero at all times. Setting 0, and its time derivatives equal to zero
in equation 12, one obtains the following constraint equation:

a*p

2
OB L 2sinB=(w? /o)X
2 + @ sinf = (0)0 / g) i cosP (16)

where

2
2 o,

a)o=1———
-1, /1,

17

Slosh-free motion is accomplished by controlling the angle B so that equation 16 is
satisfied. Of particular interest to this study are constant acceleration maneuvers
in which

d’x _

Tit_z = &g (18)

where the magnitude of the scalar constant ¢ is typically less than unity.
The analytical solution to equation 16 developed below is based on a modification of

a perturbation procedure presented in Lichtenberg (Lichtenberg,. et al) . The basic
approach is to expand f in ascending powers of € as

B(t.€) = eBy(at) + £°B,(et) + £°By (wt)+.. (19)

where @ is expanded in ascending powers of € as
0 =0y + W, + o, +... (20)

Substituting equations 18-20 into equation 16, equating coefficients of like powers
of ¢ , and solving the resulting differential equations such that there are no secular

terms and the initial conditions B(0)=0 and B(0)=0 are satisfied yields
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3
B(t.€) = £(1 - cos wt) + 1‘;—2(—64 +63cos 0t + cos3@t) +

5 21)

= (12288~ 11985cos ot — 300cos 3t — 3cos St}

61440

where

o=(1+3¢/16-69¢* / 1024+..) o, (22)

The wrist translation acceleration profile used for slosh-free maneuvers is shown in
Figure 9. With this acceleration profile, a wrist initially at rest will be at rest for
t2T having traversed a distance of gg(t,” +tt,). During the coast portion of the
maneuver (t, <t, +1,), the angle B is set equal to zero. Consequently, for the motion
to be slosh-free over this time interval both B(t,) and B(t,) must equal zero. These
conditions are satisfied by equation 21 if

=220 (23)
0]
where n is an integer.
80
2 A
S
T= 2t1 + t2
7
-~
—
t T t
_8 E——

Figure 9 Wrist Translation Acceleration Profile for a Slosh-Free Maneuver
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A sample problem is used to demonstrate the use of equations 21-23 for slosh-free
maneuvers. In the sample T=1, ®, =2.3(27), {=0.1,r, /1, =1/2 and n=1
Acceleration profiles corresponding to e=1/4 and £=1/2 are considered.

Using the parameter values given above,  is determined from equation 11.
equation 21 is then used to determine B(t) during the time intervals 0<t<t, and
t, +t, <t <T. The function 6(t) is obtained from numerical integration of equation
12 using the known acceleration profile and the calculated f(t).

Time histories of B for £=1/4 and & =1/2 are shown in Figures 10 and 11
respectively. The corresponding time histories of @ are shown in Figures 12 and 13.

Ideally, 9(1:) would equal zero for all times. This is not the case, however, because
the analytical solution to equation 16 is only approximate. Nevertheless, it is clear
from Figs. 12 and 13 that the analytical solution is quite effective in limiting the

magnitude of 6 to small values (i.e. 10~° and 107® radians) for the acceleration
profiles considered. Experimental results of this approach can be found in Appendix
G.

. 1.2 1.4 1.6 1.8 2
Time

Figure 10 Time history of B for e=1/4
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Figure 11 Time history of 8 for £=1/2
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3x ¥ ) i ) 1] [

Time

Figure 12 Time history of 8 for e=1/4
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Figure 13 Time history of 6 for €= 1/2
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4.0 EXPERIMENTAL RESULTS

The following subsections describe the experimental process used to verify the fluid

and robot models. Details on experimental results of the control approaches are
found in Appendix G.

4.1 Experimental Setup

Sandia National Laboratories has previously developed a unique capacitive sensing
technology for non-contact sensing of objects. A liquid oscillation detection sensor
based on this technology has been constructed to measure the oscillation of liquids
in various shaped containers. The sensor is attached to the outside of a non-
conductive container and can measure the movement of the liquid’s surface relative
to the container. Figure 14 shows a diagram of the sensor.

Oscillator Electrode

Ground Trace
/ Receiver Electrode

-

b i
0.7"

32"

Y

Figure 14 Liquid Oscillation Detection Sensor

The liquid oscillation detection sensor is fabricated from a flexible circuit board
material and measures 3.2 by 0.7 inches. This size was specifically chosen for this
application to conform to the container size and liquid oscillation levels expected.
However, the sensors can be fabricated in many different shapes and sizes to fit a
particular application. The sensor face consists of an oscillator electrode and a
receiver electrode separated by a grounded trace. The arrangement of these
electrodes creates an electric field that extends from the sensor surface in an
approximately half-cylindrical shape. Figure 15 depicts the measurement setup
with the sensor attached to the side of a typical container. The circular lines
represent the electric fields which extend through the container walls and into the
liquid. Sensor output is proportional to the volume of the electric field which is
occupied by the liquid. These perturbations in the electric field are detected as
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capacitance variations between the oscillator and receiver electrodes, and are
converted to voltage changes by the signal conditioning system.

9.25" /|

Electric r , Sensor
Field
! ‘[‘ Water Surface

32"

l

Figure 15 Hemispherical Container Instrumented for Liquid Oscillation Detection

The signal conditioning system is located remotely from the instrumented container.
This circuitry provides the driving signals for multiple liquid oscillation detection
sensors and processes the return signals to provide analog outputs to the data
acquisition system. An oscillator board generates the driving frequencies and
reference signals for each of the individual sensors. To avoid coupling between
multiple sensors, distinct frequencies in the 100 KHz range are used to drive each
sensor. Another circuit board contains synchronous detection circuitry to measure
the amplitude of the return signal from each sensor. Because each sensor is driven
with a unique frequency, each channel of this circuitry detects the signal of only one
sensor, thereby rejecting any noise or signals from other sensors. The detection
circuitry generates an extremely low noise signal output, which is amplified to
provide a high-level (+10V) signal to the data acquisition system. The output signal
level corresponds to position of the liquid surface with respect to the container.
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4.2 Fluid Model Verification

The oscillation of water in two different shaped containers was measured utilizing
the liquid oscillation detection sensor. The first container was trapezoidal in shape
(Figure 16) and the second container was hemispherical in shape (Figure 15). The
sensors were placed at equal spacing around the circumference of the containers.
Motion trajectories were implemented which caused the water to oscillate in the
container such that the maximum amplitude of the water’s surface would be sensed
by a pair of sensors 180 degrees apart.

!\ 6.9" !

\ Vel /

—_

—

2.0"

—— 325"

—

Figure 16 Trapezoidal Container

The trapezoidal shaped container was instrumented with four liquid oscillation
detection sensors equally spaced at 90 degrees around the circumference of the
container. Sensors 1 and 3 were positioned to measure the maximum amplitude of
water oscillations. The container was filled to a depth of 2.0 inches. The water was
caused to oscillate in the container with an input motion profile which smoothly
accelerated to a constant velocity of 150 mm/sec for a total displacement of 250 mm.
The sensors were each sampled at 28 milliseconds for a total time of 12.6 seconds
(450 samples). Figures 17 through 20 show the output for each of the four sensors.
Note from Figures 17 and 19 that the output of sensors 1 and 3 are saturated for
the first few oscillations of the water’s surface.
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Figure 17 Measured Oscillation of Water in a Trapezoidal Shaped Container,
Sensor 1.
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Figure 18 Measured Oscillation Of Water In A Trapezoidal Shaped Container,
Sensor 2.
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Figure 19 Measured Oscillation Of Water in a Trapezoidal Shaped Container,
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Figure 20 Measured oscillation of water in a trapezoidal shaped container, Sensor 4
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Estimates of the natural frequency and damping ratio were made by performing a
peak-to-peak analysis of sensor 1 output as shown in Figure 5. The natural
frequency and damping ratio were calculated for 20 successive peaks, starting with
the first peak amplitude which was not saturated. The following formulas were
used to calculate these parameter

h{ X, 24)

f_ = Natural Frequency, Hz

¢ = Damping ratio

x, = Magnitude at positive peak 1, A/D counts
t, = Time at positive peak 1, sec

x,, = Magnitude at positive peak n, A/D counts
t, = Time at positive peak n, sec

n = Peak number

The analysis resulted in an average natural frequency of 2.30 Hz (standard
deviation = 0.144 Hz) and an average damping ration of 0.0172 (standard deviation
= 0.0074) over the 20 peaks.

The hemispherical shaped container was instrumented with two liquid oscillation
detection sensors equally spaced at 180 degrees around the circumference of the
container. These sensors (sensors 1 and 2) were positioned to measure the
maximum amplitude of water oscillations. The container was filled to a depth of 3.2
inches.

Sensor calibration data was collected to provide a conversion to meaningful units
with respect to the hemispherical container. Calibration data was collected by
initially rotating the container +15 degrees so that the water's surface was near the
lip of the container at one edge. The container was slowly rotated from this position
through the level position and continued to the -15 degree position. The motion was
then reversed from the -15 degree position back to the +15 degree position. Sensor

data was recorded at each 0.5 degree increment. The point of rotation was defined to
be the center of the sphere.
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The data from sensors 1 and 2 is shown in Figure 21. This data shows that the
sensors provide useful data over a range of approximately +6 degrees. For rotations
greater than this, the sensors are saturated. A small amount of hysteresis is also
present. Previous testing had shown that surface tension between the water surface
and the container surface accounts for the hysteresis. The surface of the container
was treated with Rain-X to minimize this effect. As the response of the sensor is
fairly linear with angular tilt, a linear calibration factor can be used for converting
sensor readings to angular positions. This calibration factor is 407 counts/deg for

Sensor 1 and 337 counts/deg for Sensor 2
4000

Sensor 1

2000 —

Sensor Output (A/D counts)
=)
I
|

—2000 - -
L Sensor 2 N

~4000
~20 -10 o] 10 20
Bowl Tilt (Degrees)

Figure 21 Sensor Calibration Data

The water was caused to oscillate in the hemispherical container by performing a
short linear move at a constant height. The container was accelerated with a
triangular-shaped acceleration to a constant velocity for a total displacement of 252
mm. Table 1 summarizes three motion trajectories which were implemented, and
Figure 23 shows the acceleration profile for the most aggressive of these profiles
(252 mm at 150 mm/sec). Data collection was initiated at 1 second before container
motion. Each sensor was sampled at 500 Hz for a total time of 30 seconds (15000

samples).

Constant Displacement |Peak Acceleration| Trajectory Time
Velocity (mm) (mm/sec2 (sec)
(mm/sec)

75 252 382.65 3.752

100 252 510.20 2.912

150 252 765.31 2.072

Figure 22 - Table 1: Input Motion Trajectories
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Figure 23 Hemispherical Container Acceleration Profile

Figures 24 and 25 show the output of sensors 1 and 2 during and following container
motion for second trajectory shown in Table 1. The linear calibration factors have
been applied such that the magnitudes are represented in degrees with respect to
the container surface. The initial sensor output of zero (with some noise) occurs
before the container is in motion. The initial non-zero sensor response is due to the
induced water oscillation during container motion. The remaining sensor response

shows the water oscillation once the container has been decelerated to rest.
4 i " T | g "

Water Oscillation Angle (Degrees)
o
|

—4 : ' L ) ' ' L
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Figure 24 Measured Oscillation of Water in a Hemispherical Shaped Container,
100 mm/sec, Sensor 1
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Figure 25 Measured Oscillation of Water in a Hemispherical Shaped Container,
100 mm/sec, Sensor 2

Estimates of the natural frequency and damping ratio were made for water
oscillation in the hemispherical container. The estimates were made from the
output of sensor channel 1 for the input motion trajectory of 252 mm displacement
at 100 mm/sec as shown in Figure 23. The estimate was made by using equation 24
and averaging over the first and tenth oscillation peak after bowl motion had ceased.

This analysis resulted in a natural frequency of 1.70 Hz and a damping ratio of
0.0093.

4.3 Robot Model Identification

This last section uses the procedure of Section 2.2.2 to estimate the linear transfer
function of joint 1 of the Fanuc S-800 robot. A similar analysis was performed on
joints 2 through 6. The next step would have been to perform the nonlinear BPT
procedure and use these results to modify the robot's motion profiles to account for
robot dynamic effects at higher speeds. Unfortunately, we ran out of time and
funding to finish this task. Nevertheless, the following discussion gives a glimpse of
how the identification is performed.

Three step response data sets are used to obtain a transfer function for joint 1 of the
Fanuc S-800. The step responses are for input angle commands of 1. As mentioned
previously, a significant nonlinear effect is observed in the angle response data for
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large angle rate commands. These effects are of sufficient magnitude for the
maneuver that modeling of the nonlinearity is required. Several nonlinear elements
were examined to predict the observed behavior of the experimental data. The best
match was obtained when a saturation-like element was inserted between the PD

controller and the plant for the analytical model. The block diagram of Figure 3 is
modified to reflect this change as shown in Figure 26.

PD CONTROL SATURATION PLANT
0. 0
Lﬁ@—;cb Kp+KdS —>3IE_> K Out
? g s(s+ Do)

Figure 26 Block Diagram of Postulated Input/Output System for Determining the
Input/Output Transfer Function, with Saturation.

Since the exact form of the saturation function is unknown, like the system
dynamics, it, too, is parameterized with several quantities. The optimization
procedure of Section 2.2.2 is carried out to find not only the values of K ,K;,K,D,,
but also the form of the saturation function. The resulting saturation function is
shown in Figure 27, while the estimated model parameters are given in Table 2.

Output

0 3 . 3 1
-3000 -2000 -1000 0 1000 2000 3000
Input

Figure 27 Saturation Function Profile
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X X, K D,

P

400 7.5 0.5 27.6
Figure 28 - Table 2 Estimated Parameters for Joint 1

Plots of measured joint angle responses along with responses using the estimated
analytical model are shown in Figures 29 - 31, for the three data sets considered.
The evident agreement between analytical and measured data is indicative of the
accurate estimation achieved.
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Figure 29 Comparison of Measured and Analytical Joint Angle Responses to a 1°
Joint Angle Step Command.

Modeling, System Identification, and Control for Slosh-Free Motion 33



Joint Angle (deg)

6.0
Analytical
40 | T Mezsurd
20t /
’/
/'l
00 —
-2.0 :
0.0 1.0 2.0
Time (sec)

Figure 30 Comparison of Measured and Analytical Joint Angle Responses to a 5°

Joint Angle (deg)

Joint Angle Step Command.

15.0

—— Analytical
- --- Measured

100

50

0.0

-5.0 :
0.0 1.0 2.0

Time (sec)

Figure 31 Comparison of Measured and Analytical Joint Angle Responses to a 10°

Joint Angle Step Command.
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5.0 CONCLUSIONS AND SUGGESTIONS

Through modeling and system identification, inverse dynamic controls, and
experimental tests, the Sandia team was able to demonstrate that it is possible to
control the motion of the robot to eliminate sloshing of a very low viscosity liquid
such as water. Residual surface waves at the end of motion were reduced by over 95
percent, while in-motion surface waves were reduced by over 75 percent. For higher
viscosity liquids, the ability of an industrial robot to alter the liquid's surface
deformations was less dramatic. Calculations showed that for a 10000 poise liquid
with a blob thickness of 5 cm, the blob would shift only 1mm when accelerated at
0.1G for 0.5 seconds. Experimental testing on the Fanuc S-800 robot exhibited
immeasurable changes in surface deformations with liquids in the 1000 to 10000
poise range. Therefore, we must conclude that in order for the slosh-free technique to
be useful to Corning, either a lower viscosity glass must become available, or a
faster mechanism must be used for transport.
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Sloshing Frequencies in Cylindrical Containers

Introduction

Recently, R. D. Robinett, 9811, requested that Department 1552 provide estimates of
the sloshing frequencies in open right cylindrical containers partially filled with liquid.
These frequency estimates have application to the development of a robotic control system
to move open containers of liquid. The envisioned control system will have the capability
to adjust the motion of liquid containers to damp undesirable free-surface motions. This
memo outlines simple formulas to estimate the sloshing frequencies of surface waves in
right cylindrical containers subject to simple accelerations. The results presented here are
valid for linear, inviscid, irrotational surface waves in non-rotating circular cylindrical
containers. The surface wave relationships derived in this note can be used to estimate the
order of magnitude of free-surface sloshing frequencies in such containers.

Nomenclature
a = cylindrical container radius.
ag = body acceleration in the & direction.
h = height of free surface.
f = Bernoulli constant.
F = body force.
g = gravity constant.
k = separation constant.

m = angular mode number.



R. D. Robinett

n = normal vector.

p = static pressure.

r = container radial coordinate.

r = container position vector.

R = position of container origin.

u = fluid velocity.

Vv = relative fluid velocity.

z = container vertical coordinate.

n = shape of free-surface.

0 = container angular coordinate.

) = kinematic viscosity.

p = liquid density.

0] = velocity potential.

0 = surface wave oscillation frequency.

G = container angular velocity.
Theoretical Development

June 3, 1994

In this section an approximate model is developed to estimate surface wave oscillation
frequencies in cylindrical containers subject to simple accelerations. The equations
governing fluid mechanics are the Navier-Stokes equations which, in inertial coordinates,

may be written:

ey
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Equations (1) and (2) represent local conservation of mass and momentum respectively.
The system of partial differential equations given by (1) and (2) can be derived from these
fundamental conservation principles assuming that the fluid is incompressible and
Newtonian and that the motion of the fluid is three-dimensional and time-dependent.

The first step in developing an approximate model to describe surface waves in an
accelerating cylindrical container is to transform equation (2) into a non-inertial coordinate
system. Figure 1 shows the inertial and non-inertial coordinates systems which will be used
in the present discussion.

Non-Inertial Coordinates A

Gl

Inertial Coordinates

Figure 1 Inertial and non-inertial coordinate systems for a cylindrical container.

Following White [6], the fluid velocity in the non-inertial coordinate system can be related
to the inertial system by the expression:

i=V+=—-+Qxr, (3)

SIS

where the relative velocity V, the angular velocity Q, and the radial vector 7 are referenced
from the origin of the non-inertial system. In the subsequent analysis it will be assumed that
the container will experience little or no angular velocity in the non-inertial system, so that

Q = 0. Equation (3) then reduces to:
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where Z]; is assumed to be a function of time and not position.

Now, to simplify the Navier-Stokes equations (1) and (2) to the point that surface wave
oscillation frequencies can be approximated, surface wave motions are assumed to be

inviscid and irrotational (v = 0 and VXV = 0). These addition physical assumptions
admit a'velocity potential function, ¢, satisfying:

V=Vo. (5)

Then combining conservation of mass, equation (1), with equation (5) yields the basic
differential equation modeling surface wave motion:

Ap = 0. (6)

The next step in approximating surface wave motion is to determine the physical boundary
conditions needed to specify a solution of equation (6).

Two types of boundary conditions are used in studying the motion of surface waves:
wall conditions and free-surface conditions. Assuming that there is no fluid movement

through the walls of the cylindrical container, the inviscid fluid wall boundary conditions
become:

ne V = O', @)

Combining equations (5) and (7) then yields the two boundary conditions:

0

a—qr)(a, 0,z,t) =0, 8)
and

g—i(n 0,0, =0, €)

where a is the radius of the cylindrical container. As shown in Figure 1, the origin of the
non-inertial coordinates is located at the center of the bottom of the container. The second
type of boundary condition describes the behavior of the free-surface. Two relations may
be used on the surface: a kinematic condition and a pressure condition. The kinematic
boundary condition is given by:
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D(z—-m)

Dt

APD
wherefs—n\thc shape of the free- surface a function of both position and time. This condition
means physically that a particle of ﬂmd on the surface will always stay on the surface,
Lamb [3]. The pressure boundary condition is obtained by applying equations (4) and (5)
to equation (2) and integrating the results for the conservative body force F = (0, 0, —g) .
This yields a time-dependent Bernoulli equation, which may be represented in cartesian
coordinates as:

=0, (10)

d
a(tp.;.g %V¢0V¢+gz— (aXx+aYy+aZZ) =f, (11)

where the acceleration terms (ay, ay, a;) are defined by:

— = (ay,apaz). . (12)

The right-hand-side of (11) is the Bernoulli constant, which drops out in the present
analysis.

The boundary conditions defined by equations (10) and (11) may be simplified further
by linearizing and combining these equations. Linearizing equation (11) assumes that the
nonlinear terms are small in comparison with the linear terms and may be neglected. This
step is valid for surface waves which have small amplitudes from the undisturbed free-
surface. Differentiating (11) and applying (10) removes the pressure term, since the
pressure on the surface is assumed constant. Then, in cylindrical coordinates, the free-
surface boundary condition for a constant acceleration (a,, ag, a,) becomes:

0% 99

o 109
m‘*‘ (8"az)a—z

(@5 o759 =0 (13
The approximate model used to estimate surface wave oscillation frequencies is given by
solutions of equation (6) subject to the boundary conditions defined by equations (8), (9)
and (13).

Now, by separation of variables, the solution to equation (6) in cylindrical coordinates
can be shown to be:

¢ = (Ay,,sinm0 +A,, cosmB) (B, sinhkz+ B, coshkz) Jm (kr) sinowt, (14)
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for each integer m. In equation (14), the A, s and B,,’s are constants and the J,’s are
Bessel functions of the first kind. Applying boundary conditions (8) and (9) reduces (14) to

¢ ="(K,,sinmb + K, cosm8) coshkzJ (kr) sinmt, 15)

m

where the K,,’s are constants. Nontrivial solutions result only for the case when the Bessel
functions satisfy:

J , (ka) = 0. (16)

The final boundary condition, the free-surface constraint, can now be applied to obtain

(ﬁge’rrmc\a.n expression for the surface wave oscillation frequencies. Two special cases of
this relation are developed in the next section.

Example Cases

Example 1: No acceleration of the cylindrical container. For this case, equation (12)
becomes

2_.
iR -, an
dt
which reduces equation (13) to:
0% 90 _
FTeT) +ga—Z = 0. (18)

Then substituting equation (15) into (18) yields the surface wave oscillation frequency as:
@’ = gktanhkh; (19)

where h is the unperturbed height of the free-surface measured from the bottom of the

container. Equation (19) for the frequency is a classical result which can be found

elementary texts on fluid mechanics, such as in Currie [2]. Now, if kh > 1, the frequency
may be approximated by:

o= Jgk. (20)

Example 2: Constant linear acceleration of the cylindrical container in the Y/Z plane. For
this second case, equation (12) becomes:
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dR

E = (07 a}’7 aZ) ’ (21)

a constant vector. Then substituting equation (15) into equation (13) produces the
oscillation frequency:

T (kr)

gACK >

@ = (g—a,)ktanhkh + ae$F(e) —a

where

(K] cosme—Kzsian)

. (23)
(K Lsinm0 + chosme)

F@©) =

By rewriting K sinm0 + K*cosm® as Rcos (m®—38) , where K and § are functions of the
K’s, equation (23) may be expressed as:

F(0) = —tan (m0-35). (24)

In view of equations (16) and (24), equation (22) may be simplified by evaluating it at
r = a. This yields an approximation for the surface wave oscillation frequency as:

®® = (g—a,) ktanhkh — ae%tan (md—3) , (25)

where m is an angular mode number.

Now, to further simplify equation (25), notice that the components of the acceleration
vector given by equation (21) may be written in cylindrical coordinates as:

a, = aysin®,
ag = aycoso, (26)
az = az.

Substituting equations (26) into equation (25) for the special case of m = 1 and 8 = 0
produces:

2 _ ay |,
o = (g—az)ktanhkh—zsme. 27)
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For kh> 1, equation (27) implies that the surface wave oscillation frequency is bounded

approximately by:
dy dy
(8—az)k"z{5“)5 (g—az)k+z. (28)

Numerical Evaluation of the Oscillation Frequency

Numerical values of the surface wave oscillation frequency may be determined using
equations (20) and (28) once the separation of variables constant, k, is known. Recall
equation (16):

J’m (ka) = 0. 16)
For a fixed mode number m and a fixed container radius a, the roots of equation (16) yield

values of k. Table 1 below, taken from reference [1], lists the first five roots for equation
(16) as a function of the mode numbers, m = 0, 1, 2,3, 4:

Root No. m=0 m=1 m=2 m=3 m=4
n=1 0.000 1.841 3.054 4.201 5.318
n=2 3.832 5.331 6.706 8.015 9.282

3 7.016 8.536 9.969 11.346 12.682

n=
n=4 10.173 11.706 13.170 14.586 15.964
n=5 13.324 14.864 16.348 17.789 19.196

Table 1: Values of ka, i.e., the first five roots of equation (16).

Conclusions and Recommendations

This memo has outlined simple formulas to estimate the sloshing frequencies of
surface waves in right cylindrical containers subject to simple accelerations. The
relationships presented here can be applied to estimate the order of magnitude of the
oscillation frequencies for linear, inviscid, irrotational surface waves in non-rotating

containers.

It is recommended that any future work on estimating the frequencies and motions of
free-surface waves in moving cylindrical containers include a careful background study of
the material properties of the liquids of interest. To determine surface wave oscillation
frequencies accurately, the local constitutive and surface properties of the liquid must be
known. The expected amplitude of the free-surface waves must also be estimated to
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determine if a linear theory is applicable. If small amplitude waves are believed to result
from the accelerations of the containers, and if the liquids are Newtonian fluids, a linear
mathematical model can be developed to provide reasonable estimates of the free-surface
frequencies.

A more general linear theoretical model can be developed to estimate surface wave
sloshing frequencies for arbitrary container geometries and accelerations. Such a
description, based on the work of Moiseev [4 and 5], would yield an eigenvalue problem
in terms of integral equations. The resulting integrals could then be solved numerically to
estimate the free-surface sloshing frequencies. This theoretical description represents the
next level of sophistication in estimating the motion of surface waves for inviscid,
irrotational liquids.

It is further recommended that any future work on estimating surface wave oscillation
frequencies include a detailed experimental study of free-surface motions for the container
geometries and liquids of interest. Experimental measurements could be used to determine
the range of possible free-surface motions for given container motions. Such an
experimental study could also reveal important physical behaviors neglected by the
analysis.
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Executive Summary

Robotic machines are increasingly being used to transport containers of liquid from
one location to another. It is desired to attain the highest work speeds possible without
inducing unacceptable sloshing, which could result in spillage and/or application of large
unpredictable forces to the robot. Sandia is developing a formal optimization procedure to
help prescribe robotic manipulations that strike the best balance between slosh inducement
and work speed. To support this effort, the computer model HSLOSH has been developed
to predict the sloshing of fluid in horizontally accelerated containers. This report describes
the model, its operation, and a benchmark example problem. The model is being further
developed to include provisions for vertical and angular pitching motions. Rayleigh
damping is used to approximately account for the effects of viscosity in the potential-flow
formulation. HSLOSH uses a boundary element approach to efficiently handle the
changing fluid geometry and uses Lagrangian node movement to accommodate violent
sloshing.

Introduction

Robotic machines are increasingly being used to transport containers of liquid from
one location to another. Sandia is currently studying the problem of getting such containers
from point A to point B as quickly as possible without inducing unacceptable sloshing in
the liquid. For open containers this could mean preventing spillage, and for both open and
closed containers this could mean preventing potentially large unpredictable forces from
being imparted to the robot. The goal is to develop control algorithms for robotic movement
that avoids the creation of undesirable fluid oscillations (free-surface motions) and/or
actively damps such oscillations, thus permitting higher working speeds. It is envisioned
that a fluid model can be used in an optimization context to help accomplish this goal.

As a first step in investigating the effect that container movement has on sloshing, a
separation-of-varjables solution has been used to réport the sloshing frequencies for wave
formation in an inviscid, irrotational fluid contained in a laterally accelerated right-circular
cylinder (see Reference [1]). In this memo, fully transient nonlinear (high-amplitude)
waves in a pseudo-viscous fluid in a rectangular container subjected to time-varying



R. D. Robinett, 9811 -2- November 6, 1994

horizontal accelerations are considered. The effects of viscosity are approximated by imparting
Rayleigh damping to a potential-flow model of the fluid. The computer program HSLOSH uses a
boundary element approach to efficiently handle the changing fluid geometry and allows for
violent sloshing of the liquid.

Model Problem

The model problem of a rectangular container subjected to sinusoidal horizontal oscillation
has been chosen for preliminary application of the numerical model (see Figure 1). Initially the
container of width w is at rest and holdin a quiescent body of liquid of depth d (relative to the
bottom of the container). The container displacement d . and velocity v, from its initial position are
given by

S} e = Asino? ¢))
and

v, = Awmcosw? 2

where o is the angular frequency of the oscillation. In terms of the period T}, of the oscillation, ®
is given by

®=27[T, 3

The container is assumed to extend into and out of the page far enough that end effects are
negligible and a two-dimensional (2-D) treatment applies.

fixed coordinate system
does not move with container
y . s, & 3
. initial container

position

mean fluid level
liquid surface

Vcontainer

w

Figure 1: Model problem: a horizontally oscillating container holding fiuid
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Mathematical Nature of Free-Surface Potential Flows

Some Preliminaries

Free interfaces are found at the boundary between two immiscible fluids with different
densities. If the interface is curved, a jump in the fluid pressures across the interface exists due to
surface tension 0. For a 2-D problem, the difference in the pressures on the concave and convex
sides of the interface is given by

(o)
P concave ™ Peonvex = ]-a @

where R is the local radius of curvature of the surface. If the interface is an air/liquid interface, we
call the interface a “free surface”. If we employ no special device to manipulate the local air
pressure at the free surface, we may assume that the pressure on the air side of the interface is equal
to the atmospheric pressure p,. We get, for the fluid pressure p,

p= pai'% (5)

where the positive sign is used if the fluid is on the locally concave side of the interface and the
negative sign is used when the fluid is on the convex side.

The free interface moves in a transient problem to establish mechanical equilibrium between
the two fluids. To model the motion of the fluid, momentum conservation must be applied. The
mathematical development in [1] uses a noninertial coordinate system moving with the container
to solve the linearized sloshing problem. However, it is more convenient in solving the nonlinear
problem to skip this transformation and work directly from the inertial fixed x-y coordinate system
depicted in Figure 1. Assuming the fluid to be irrotationall, i.e. the curl of the velocity is
everywhere zero ( beﬂm. 2 = 0), a velocity potential ¢ (x, y, f) governs the flow field such that
it’s gradient represents the fluid velocity at any point:

i’ﬂuid = V¢ (6)

Assuming incompressibility, conservation of mass requires that the divergence of the velocity
be zero everywhere within the fluid. This translates to the requirement that ¢ satisfy Laplace’s
equation in the domain:

Vedyia =0 = V% =0 @)

Under the additional assumption of negligible viscous effects (which completes the set of
assumptions characterizing potential flow), the time-consistency of the problem is established by

Kelvin’s theorem (see [2]), which states that an inviscid and initially irrotational flow will always
remain irrotational, and therefore that Laplace’s equation will apply throughout time.

We may fully characterize the flow over the time span of interest by resolving the time-
dependent velocity field within the domain. At any point in time, solution of Laplace’s equation
for the velocity potential ¢ with subsequent use of Equation (6) yields the velocity field. The

1. This is a very good assumption at early times for initially quiescent sloshing flows.



R. D. Robinett, 9811 -4- November 6, 1994

boundary conditions (b.c.s) for the Laplace part of our problem are illustrated in Figure 2 for our
example sloshing problem (we will arrive at these through the considerations below). We note that
Laplace’s equation is a linear elliptic equation. Nonlinearity and time dependence are introduced
through the boundary conditions to the Laplace problem and through the time-changing geometry
of the domain due to the movement of the free surface and of other boundaries (such as the
container boundaries) whose motion may be prescribed as a function of time.

s / free boundary, ¢ specified (Dirichlet b.c.)

| .
. . . solid boundary,
0 in fluid domain iy 34/3n specified

(Neumann b.c.)

Figure 2: Laplace problem associated with the example sloshing problem

The Kinematic Condition and Evolution of Free-Surface Geomelry

One of the characteristic difficulties of solving free-surface problems arises from the fact that
the geometry of the problem changes over time in a manner not known a priori. The evolution of
the fluid domain is coupled into the problem and must be solved for. We must move our
mathematical representation of the free boundary according to physical considerations of the fluid
motion. The “kinematic condition”, which applies all along the fluid boundary, provides the link
between physical and mathematical considerations of boundary movement. The general statement
of the kinematic condition is

fLe bpoint =he i,ﬂuid ®
where bp oint 18 the velocity of some point on the mathematical boundary and # is a unit vector

locally perpendicular to the boundary, pointing outward from the fluid domain.

The kinematic condition reflects the fact that for points on the mathematical boundary to track
the fluid surface their velocities relative to the fluid at the surface must be either wholly tangential
or zero [3]. If the relative velocity is zero, then the point moves as though it were a fluid particle at
the free surface, satisfying the kinematic equation identically (substitute % i’ﬂw- 4 into

point =
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Equation (8)). We will adopt this convention to move our computational nodes on the free surface
in a physically realistic manner. Though other conventions exist that satisfy Equation (8),
“Lagrangian” movement has unique properties that would appear to make it well suited for
simulation of sloshing flows. Though apparently not yet applied to sloshing problems per se,
Lagrangian node movement has been very successfully used to model highly nonlinear, impulsive,
and violent flows such as those generated by piston wavemakers or oscillating floating bodies, with
waves eventually crashing (overturning) or impacting tilted or vertical walls ([4]-[7]).
Accordingly, we set

vnade =bﬂuid =V ©®

Considering that 9, is the time derivative of nodal position N Xnodel + Ynode) » We
have

d d 2+ d A
lbnode = E(}node) = '('lr't'(xnode) 1 +'d_;(ynode)-7 10

from which we may form ordinary differential equations (ODEs) for Cartesian position of free-
surface nodes:

d b

a1 Fnode) = 1% Pnoge = 3 (1)
and
d A 9o
dat (ynode) =J* bnode = -a;, 12
In the above we have used Equation (9) and written V¢ in terms of its x and y components, whence
_8(1) 4 ad) )
V¢"axl+ay.7 (13)

In the discretized problem, numerical determination of the spatial derivatives of V¢ on the
right-hand sides (RHSs) of equations (11) and (12) involves a solution of Laplace’s equation,
which depends in part upon the quantities x,,4, and y,,4, themselves. Thus, (11) and (12) constitute
a set of coupled, nonlinear ODEs. In general, one such set exists at each computational node on the
free surface. All the sets taken together constitute a 2N set of globally coupled nonlinear ODEs
governing the time evolution of free-surface geometry (where N is the number of nodes on the free
surface).

The Kinematic Condition for Neumann Boundary Conditions at Solid Boundaries

We have seen that at free boundaries the kinematic condition and the solution to Laplace’s
equation are used to achieve physically consistent movement of the mathematical boundary.
Conversely, we will see here that at solid boundaries (either moving or fixed) in the physical
problem, the kinematic condition is used to provide Neumann boundary conditions for the
associated Laplace problem.
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Our fluid conforms to solid boundaries. For our mathematical representation of the fluid
boundary to reflect this conformance it is necessary for any point on the mathematical boundary to
assume a velocity normal to the body that is dictated by the body’s motion in that direction. Thus,

fLed

point — fe bbody‘ (14

Using equations (6) and (14) in (8) we obtain a Neumann condition for the Laplace problem at
physical boundaries:

QJIQ)
S e

For our model problem we have

bbody = vcontainer = vci +Oj 16)

Noting from Figure 2 that 71 equals -1, -}', and 7 for the left, bottom, and right walls of the
container, we obtain

-3-3% = v, a”n
left
g_‘i’ -0 (18)
n bottom
g_d’ = v, ' (19)
n right

The Dynamic Condition and Evolution of the Dirichlet Boundary Condition at the Free
Surface

Above we have obtained Neumann boundary conditions for the Laplace problem where the
fluid meets solid boundaries. The Laplace-problem boundary condition at the free surface is
obtained from the unsteady Bernoulli equation, which applies within and on the boundary of the
fluid. A derivation of this equation, which proceeds from consideration of momentum conservation
along a flow streamline, may be found in [2], where the additional assumption of conservative body
forces (e.g. gravity) is invoked. Reference [8] indicates how a simplifying mechanism to account
for the major effects of viscosity2 may be included in the momentum equation according to a
device originally proposed by Lord Rayleigh. Such “Rayleigh damping” acts to dissipate
momentum by opposing fluid motion with a force proportional to the local gradient of fluid
velocity. The constant of proportionality or “viscosity coefficient” |1 changes with the flow regime

21t is not clear whether addition of this false viscosity invalidates the time-invariance of vorticity (bere, irrotational-
ity) concluded from Kelvin'’s theorem. However, we will proceed on the assumption that Kelvin’s theorem still
applies.
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and is best set by comparison with experiments or computer analyses solving the full Navier-
Stokes fluid-flow equations (see e.g. [9]).

Applied at the free surface, the damping-modified unsteady Bernoulli equation becomes

3% 2 *p
=i 2
Friaie A A 20)

where y is the vertical coordinate (height of the free surface relative to the x axis), p is the fluid
density, g is the magnitude of gravitational acceleration, v is the fluid speed (magnitude of the local
velocity vector bﬂui 1)» and Equation (5) has been used to write the fluid-side pressure at the free
interface with atmospheric pressure p, assumed to be spatially uniform on the gas side of the
interface.

When Bernoulli’s equation is applied at the free surface it is known as the “dynamic condition”
in free-surface potential-flow nomenclature. We employ it to update the velocity potential ¢ on the
free surface as the simulation progresses in time. This provides a Dirichlet boundary condition at
the free surface that is used in solving Laplace’s equation.

Equation (20) is a nonlinear partial differential equation (PDE) boundary condition, and may
be more explicitly seen to be so in a form obtained by replacing v2 by V¢ ® V¢ in view of Equation

(6):

o

+=

o9 _ 1099( ) , 19¢9a( ) R

ot [2Bx ox +28y oy +P~(¢)]¢ p &y @1

The operator in brackets is clearly a function of ¢, making the PDE nonlinear. Thus, this free-

surface boundary condition imparts nonlinearity and time dependence to the problem, as do the
evolution equations (11) and (12) for the location of the free surface.

We note that Equation (21) pertains to the partial or “Eulerian” time derivative of the velocity
potential ¢ (x, y, ) , taken while holding x-y position fixed. However, we must use the total time-
derivative” in updating ¢ on the moving free surface. For a moving node the total time-rate-of-
change of its velocity potential is given by4

d
2 Broid) = 205D + D004 Vw3, @)

Substituting equations (20) and (9) into (22) and neglecting surface tension in our model®, we
obtain the ODE consistent with Lagrangian node movement that governs the time evolution of
nodal velocity potential (thus the Dirichlet boundary condition) at the free surface:

3- Reference [10] quite nicely catalogues and illustrates the differences between partial, total, and substantial or mate-
rial time-derivatives.

4. Among other simplifications, the linearized version of the free-surface potential-flow problem does not account for
fluid motion in the differential equation for ¢ at the free surface. Thus, P node 10 Equation (22) is taken to be zero.

5 though it would be fairly easy to implement (cf [11])
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8 Groa)= 5 (V6= V4) -8y -t @

For the discretized problem, numerical approximations for the spatial derivatives in V¢ at
node i typically involve the nodal quantity ¢,. Therefore, hlgher-order products of ¢, are contained
in the quantity V¢ ® V¢, making the ODE (23) nonlinear®. Furthermore, since these numerical
approximations involve the values of ¢ at other free-surface nodes, the set of ODEs formed by
applying Equation (23) at all the free-surface nodes constitutes a globally coupled set of N
nonlinear ODEs.

Idenitification as an Initial/Boundary-Value Problem

1t is further remarked that Equation (23) is coupled to the nonlinear ODEs (11) and (12) for
updating the position of the free surface. All together, we have a set of 3N coupled, nonlinear
ordinary differential equations that must be time-integrated. In an interdependent manner, solution
of the nodal ODEs at the free boundary requires the solution of Laplace’s equation over the domain
with subsequent determination of the gradient terms that appear in the right-hand sides of equations
(11), (12), and (23). Simultaneously, solution of Laplace’s equation requires (among other things)
the solution to equations (11), (12), and (23) to update the domain geometry and provide a Dirichlet
b.c. on the free boundary.

To summarize, we have an elliptic boundary-value problem for ¢ within the fluid (we must
satisfy Laplace’s equation over the domain), and initial-value problems in free-surface geometry
and velocity potential. We must solve the coupled nonlinear initial-value problems while
simultaneously satisfying Laplace’s equation over the domain. Assuming we have time-specified
Neumann b.c.s on the nonfree portions of the boundary, we start from initial conditions of specified
geometry and velocity potential. We choose a method of node movement that satisfies the
kinematic condition (Lagrangian movement in this model). We select a method for solution of
Laplace’s equation and discretize the problem accordingly. We solve the Laplace problem and
calculate the components of V¢ on the free boundary, inserting them into the RHSs of equations
(11), (12), and (23) as appropriate. We may then use established time marching techniques to
advance the solution in time. At the completion of each time step we have the new locations of
free-surface nodes and their new velocity potentials. This, along with the time-prescribed
information in the problem, allows us to solve Laplace’s equation in preparation for taking the next
time step.

We remark that the Lagrangian time derivatives d(¢,,, 4, J/dt, d(x,, 4, )dt, and d(y,, 4, )/dt are
expressed in terms of the only derivatives directly available to us —Eulerian temporal and spatial
derivatives of ¢ (x, y, ?) . Since we solve for (i.e. time march) nodal quantities that are Lagrangian
in the sense that they reflect our motion as we follow fluid particles on the free surface, and since
we must appeal to spatial and temporal derivatives of Eulerian-based quantities in order to evaluate
the Lagrangian time-derivatives, the formulation is often referred to as a mixed Eulerian/
Lagrangian one.

6. Accordingly, the term V¢ ® V¢ in equation (23) is dropped completely in the linearized version of the problem.
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Outline of Numerical Solution Procedures

Solution Method for Laplace’s Equation and the Gradient of the Velocity Potential

Although domain methods’ have been employed in solving free-surface potential-flow
problems, boundary integral techniques ([16], [17]) appear to offer superior performance for this
type of problem (¢f [18], [19]). The direct boundary element method (DBEM, [20]) is particularly
accurate and efficient at solving Laplace’s equation and, since it transforms the problem from one
of solving a PDE over the domain to one of solving an integral equation over the boundary of the
domain, reduces by one the dimensionality of the problem. This is particularly beneficial for
problems where the domain geometry changes in time; for 2-D problems it is much easier to
adapuvely discretize a closed curve than an arbitrary 2-D area, and for 3-D problems it is vastly
easier to discretize a surface than an arbitrary 3-D volume.

For our example problem we use the DBEM to solve the following Fredholm boundary
integral equation (BIE):

a(p)o(p) = l[[¢(§)§—nlnr(§,g) -1 (5. p g ar (@) 20

where ¢ ( p) is the velocity potential at a particular point p on the boundary, o (p) is the internal
angle of the boundary contour there (see Figure 3), Inr is the value at & of 2. times the 2-D free-
space Green’s function centered at pandr= Ié p| The operator 9( ) /on finds the rate of
change of the operated quantity in the direction normal to the boundary and pointing away from
the interior of the domain. A very readable and concise derivation of Equation. (24) based on
Green’s second identity can be found in [21].

piecewise linear representation
of the boundary

fi

corners of domain
(shown adjacent
here but actually
collocated in the
model)

>direction of integration

X dr’, differential element of boundary

Figure 3: Boundary element model of fluid domain

7- finite element/difference/volume methods, e.g. [12]-[15]
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When Equation (24) is used to solve for the potential at a point p on the boundary given the
normal flux (Neumann b.c.) there and known fluxes or potentials on the remainder of the boundary,
it is known as a Fredholm boundary integral equation of the second kind. When the potential is
known at p and the normal flux is to be solved for, Equation (24) becomes a Fredholm boundary
integral equation of the first kind. In our example problem, Neumann boundary conditions are
given on some portions of the boundary and Dirichlet conditions are given on the other portions.
Therefore, we use Equation (24) in both a first- and second- kind capacity and our formulation
becomes a mixed Fredholm one. Other formulations exist which are exclusively first-kind [22] or
second-kind [23]. These have advantages in some respects, but are usually limited in applicability
or less stable numerically (see [24] for a discussion).

Using the principle of collocation, Equation (24) is written at all nodes on the domain
boundary. Using standard discretization techniques these BIE are represented in discrete form and
assembled into a set of globally coupled linear algebraic equations that can be solved by Gaussian
elimination. The present formulation uses a piecewise linear approximation to the domain
boundary. Linear isoparametric boundary elements are employed which allow exact analytic
integrations (see [25]) of Green’s function and its normal derivative over the elements. Other types
of boundary elements and integration methods have been used in free-surface problems with good
success (¢f[7], [8], [26]-[29]). A double-node technique is used to address the double-valuedness® ‘
of the normal direction at the four vertices of the domain, denoted A, B, C, and D in Figure 2. Two
computational nodes are placed at each vertex, one associated with each of the adjoining boundary
segments, and BIEs are written at the nodes and assembled into the set of discretized equations
according as the boundary condition prescribed on the adjoining segment is Neumann or Dirichlet.
(This approach is slightly simpler to code than inserting a constraint equation for continuity of
potential at the collocated nodes as suggested in [4], [7], [29], and [30] and yields the same result.)

Solution of the complete set of discretized BIEs yields the velocity potential ¢ at nodes where
a Neumann condition was specified, and the normal derivative of the velocity potential, d¢ /on , at
nodes where Dirichlet boundary conditions were supplied. Thus, on the free surface where ¢ is
known from time integrating Equation (23), the value of o¢/dn at the node “pops out” of the
solution of the BIEs.

It is natural, then, to seek the tangential derivative of the velocity potential d¢/ds that
complements the normal derivative in forming the gradient

v,4=2 2.8 5)

(3 is the unit vector tangent to the fluid boundary as shown in Figure 2).

Equation (25) is the form of the gradient most conveniently used in (23). Likewise, the
following transformations are used for the spatial derivatives in equations (11) and (12):

b _ . o0d o)
e smﬁﬁ+ cosB—a—s (26)

8. /i has a jump discontinuity at the vertices; in traversing the boundary its value changes abruptly at these points
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o _ 09 . ,0b
5}-,- = cosﬁﬁ-i- smﬁag- (27)

where, as shown in Figure 4, 3 is the angle between the horizontal and the tangent vector § at the
fluid boundary. As Figure 3 shows, the nodes on the ends of the piecewise-linear approximation to
the free surface have unambiguous tangent directions, but the other free-surface nodes do not. In
the present model the average of the tangent directions of the elements on either side of the nodes
is used. The nodal normals 7; are obtained by rotating the so-obtained nodal tangents §; 90 degrees
counter-clockwise.

Although a more elegant method (the tangent-derivative BEM [31]) exists to determine 0/
ds at the free surface, numerical differencing is used in the present model. Following Liu &
Liggett [32], a central difference approximation for d$/ds that accounts for the (in general)
different lengths of adjacent free-surface elements is used.

At the “contact points” A and B in Figure 2 where the free surface meets a solid boundary,
constraint equations are used in preference to numerical differencing to determine dd/0s. By
virtue of equations (17), (19), and (26), we obtain at these contact points

9% _
ox e
where f3 is taken to be 71/2 and -7t/2 along the left and right sides of the container, respectively.
Manipulating Equation (26) and substituting the above we get9

(28)

9 __Ye
ds cosP

+ tanf3 g—i (29)

Figure 4: Boundary tangency angle B

%-This differs from the result published in [29], but in nonetheless believed correct.
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After solution of the BIEs, all quantities on the RHS of Equation (29) are known, and so, od/ds
can be calculated directly. Note that impulsive wall motions (v, discontinuous in timelo) will
generate a singularity at the contact point [33]. Though more exotic elements and integration
techniques exist to resolve these singularities (see e.g. [29]), the numerical procedures used here
will be adequate if motions are not “too” impulsive, which would appear to be the case for robotic
systems configured to minimize sloshing.

Time-Marching Method

The temporal character of our initial/boundary-value problem is captured by the coupled
nonlinear ordinary differential equations (11), (12), and (23) written at the free-surface nodes.
Since the spatial derivatives on the RHSs of these ODEs are obtained from the solution to
Laplace’s equation, and this solution (via the DBEM) depends in part upon the nodal values of ¢
at the free surface and on the x and y coordinates of the nodes, the ODEs have the functional form:

. dao;
b; = d—?‘ = f,-( {63, {x;}, {7} t) (30)
. dx
i= ot =g 00 (3, 1) &
. dy;
5= o = i Lo, (i} 1) &

where {¢;} denotes an array (list) of the velocity potentials of the free-surface nodes (and
analogously for {x;} and {y;} ), and f; denotes a functional relationship between the ensuing
arguments that is particular to free-surface node i and of characteristic type f (the explicit form of
which is given by the RHS of Equation (23)), and analogously for g; and #;.

We may append the lists {¢;}, {x;}, and {y;} into a larger array {w} and
concfaptualize11 the complete ODE set in standard ODE matrix notation:

(i} = [A({wk},n] {w}+ {F, ()} 33)

where it has been emphasized that the coefficient matrix [A] is a function of {w,} for a set of
nonlinear ODEs and can have an explicit dependence upon time where prescribed changes in
geometry and Neumann conditions on solid boundaries occur. Other independent (uncoupled)

10. This includes the case of an initially prescribed v, that is inconsistent with initial conditions on the fluid, such as
the case of an initially still body of liquid impulsively started from rest (this occurs in the validation test problem
considered later).

11- Because the partial derivatives on the RHSs of the ODEs are obtained via integral (BIE) methods, instead of
explicitly via differencing, the ODE set cannot be explicitly written in the suggested form. However, a whole body
of theory associated with various linear multistep time-marching methods (e.g. [35]]) is predicated upon this form,
and we can think of our equations set as having this form implicitly and therefore freely apply the explicit time- .
marching methods developed for it.
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factors in the problem, such as a prescribed spatially varying pressure distribution p,, applied at the
free surface, are contained in the {F,} vector of known functions of time.

Standard explicit time-marching methods (see e.g. [34]) can be applied to Equation (33) to
advance the solution in time. Variants of the present model have been used to model other (non-
sloshing) free-surface flows, during which implicit Generalized Trapezoidal and explicit Taylor
Series, Runge-Kutta, and Adams-Bashforth time-integrators have been tried. Experience has
shown that the variable-step 4th-5th order Runge-Kutta integrator DERK45 [37] from the Sandia
SLATEC library [36] advances the nonstiff set of ODEs with a good balance of accuracy, economy,
stability, and easy of implementation. Accordingly, this integrator has been used in the sloshing
model.

Model Validation

The algorithm described above has been written into a FORTRAN computer code called
HSLOSH. The code has been applied to the test problem described above and the results are here
compared to results published in the literature.

Reference [8] describes a previously developed computer model for the example sloshing
problem. Other, perhaps more sophisticated computer models employing finite elements ([12],
[13]) and boundary elements [38] have been applied to this problem, but in these works the
problem has been set up in transformed coordinates convenient for solving the linear problem (see
[11), and there is good reasor to believe that the nonlinear problem has not been posed correctly in
the transformed coordinates. Thus, the results in [8] provide the only viable standard for
comparison. Briefly, Faltinsen’s model employs a fixed-step “central difference”!? time-marching
method with constant boundary elements in an indirect boundary element formulation for solving
Laplace’s equation. Due to constraints on node movement the formulation breaks down when the
absolute value of B on the free surface approaches large angles, like when large and violent free-
surface motions are involved.

The governing parameters for the validation problem are (refer to Figure 1 and pp. 2):
w =1 meter [m]
d=05m
A=0.025m
T, = 1.3 seconds [s]
g =9.8 m/s?

H =005 Herie

where, following [8], an estimate of the critical damping coefficient |1 criz 18 given by

12 The expression “central difference” is sometimes used to connote the 2nd order method more commonly known as
the “midpoint rule”, “trapezoidal method”, or “centered theta method”. However, no mention is given of how the
ODE:s are linearized and iterated to accomplish the implicit time steps that such a method would imply. Since this
would be a nontrivial aspect of the model (see e.g. [11] for a linearization with the implicit theta method), the
author would not likely omit mention of it if the time-marching was indeed implicit. Thus, it is inconclusive
whether the trapezoidal method was indeed the method used.
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Herie = 2 'Ml,ttanh(%t) (34)

Faltinsen’s model has 10 elements on the free surface and, though not explicitly stated, there
are indications that the bottom and lateral boundaries are also divided into 10 elements each. The
author indicated that the number of elements used was probably inadequate (but necessarily so
because of limited computing resources) to resolve the finer subtleties of the fluid motion, but that
the discretization was probably sufficient to allow an examination of its gross motion.

In the current model the boundary of the domain is divided into: 60 elements on the free
surface, 30 elements on the bottom boundary, and 20 on either side. For the example problem this
is probably more than sufficient to capture the local details of the fluid motion. (No attempt was
made to duplicate the number of elements used in [x] in an effort to verify the current model by
exact duplication of the published results because of the confounding effects of other algorithmic
differences.) The elements on the side and bottom boundaries are always equally spaced, even
though the lengths of the side elements change as the fluid rides up and down the container walls.
The lengths of the free-surface elements are not constrained in any way, but Lagrangian node
movement tends to concentrate nodes in highly curved regions of the free surface wherever jets of
liquid are formed [22]. This is in some ways desirable because of the natural increase in resolution
at precisely the locations on the free surface where “the action is”. However, when nodes are too
close together, special numerical procedures may be required, depending upon the type of elements
used and method of integration, to accurately solve the BIEs (see e.g. [29]). Additionally, the
clustering of nodes may decrease the stability of the system, requiring smaller time steps to be
taken or periodic regridding of the free surface to be done [7]. None of these special measures have
been implemented in HSLOSH, but can be later if necessary.

The ODE integrator DERK45 requires as input the relative!? and absolute error tolerancing
parameters RTOL and ATOL, respectively. The results below were obtained with values of
ATOL=10"5 and RTOL=10* to provide good stability and accuracy properties. These are probably
more stringent than necessary in some cases, but allowed running the model over a large range of
container oscillation amplitudes and frequencies. As the discussion below will reveal,
instabilities!* did arise in some simulations. In these cases, loosening the error tolerances caused
instabilities to arise sooner, while tightening the parameters allowed the calculations to proceed
longer, as expected. Since computation time is relatively sensitive to RTOL and ATOL, these
parameters should be as loose as possible while still meeting the accuracy requirements and
allowing a far enough progression in time.

Figure 5 shows the present model’s prediction of fluid response as measured by deviation in
surface height from the mean fiuid level. Free-surface dispacement at a distance 0.05m from the
left wall of the container (i.e. the absolute location of the measurement point changes in time
following the motion of the container) and at a fixed coordinate location x = -0.45m are plotted vs.

13. 45 a fraction of the magnitudes of the time-marched variables, here velocity potential and x and y Cartesian coor-
dinates

14. Numerical instabilities and methods to suppress or circumvent them have received much attention in the literature
on computational free-surface potential flows (e.g. [7], [22]-[24], [39]). The present mode! incorporates no special
measures to delay the onset of instability except for controlling the sizes of the time steps by appropriate selection
of the error tolerancing parameters.
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current nonlinear, at stationary location x=-0.45m
current nonlinear, at x~-0.45m + container offset
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Figure 5: Free-surface displacement from rest level at a distance 0.05 m from
left side of container. Container oscillation period = T, =13 sec.

time. Nonlinear and linear predictions digitized from [8] are also shown for comparison. Though
not explicitly stated, it is likely from the different ways in which the linear and nonlinear problems
were posed and solved that the nonlinear solution corresponds to a fixed location x = -0.45m, while
the linear solution corresponds to a location fixed relative to the container 0.05m from the left wall.
As the results of the current model show, the distinction in this case is unimportant because the
responses for these two locations are very nearly the same. The nonlinear solutions from the
present model are quite different from Faltinsen’s solution. All the nonlinear solutions are notably
different from the linear solution, which probably does not apply very well for this very nonlinear
flow (note that the amplitudes of up to 22 cm aré of the same order of magnitude as both the depth
and the width of the domain). Though the amplitudes of the solutions are considerably different,
the phases all agree reasonably well. The nonlinear results produced by both Faltinsen’s and the
current model exhibit the characteristic trait of crests with substantially greater amplitude than
troughs. This physically observed characteristic of nonlinear waves is not predicted by linear
models. The amplitudes of the crests are usually of most interest in sloshing flows because of their
association with liquid spillage and higher pressures (thus forces) on container walls. Nonlinear
computations using approaches substantially different from the current one have predicted higher
crests than linear theory predicts under other types of forcing conditions such as applied spatially
varying pressure distributions [32], objects moving just beneath the fluid surface [14], and piston
wave-makers [4]. Their results have been replicated with variants of the current model, which here
also predicts higher crests than the linear solution indicates (about 50% higher in some cases). The
nonlinear model of Faltinsen, however, predicts substantially lower crests than linear theory
predicts. This provides an indication that the current model may be more accurate than Faultisen’s
nonlinear model.
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Further evidence that the current model is more accurate than Faltinsen’s is shown in Figure
6, which plots the predicted responses when the simulation is rerun with an oscillation period of T,
= 1.6 seconds. The response is much less regular, presumably because the oscillation frequency is
further from the predicted linear resonance frequency of 1.13 seconds. For this much more linear
problem (maximum amplitudes about 7 cm), the present model much more closely conforms to the
linear predictions than does the nonlinear model of Faltinsen. We can expect that as the behavior
becomes less and less nonlinear, the nonlinear solution should converge to the linear solution. The
present model appears to possess this property much more so than Faltinsen’s. To establish
convergence, however, requires more data than that published in [8]. Therefore, Roy Baty of 1515
is in the process of programming Faultisen’s analytic solution. This will allow better verification
of the nonlinear code in linear flow regimes, thereby lending more credence to the results that it
produces in nonlinear regimes.

For an oscillation period of T, = 1.2 seconds, Figure 7 shows the shape of the free surface
when the container approaches its center of oscillatory motion at succeeding multiples of the
oscillation period. A period of 1.2 seconds was determined by numerical experiment to excite the
fluid motion in a most resonance-like condition (cause fastest amplitude growth). The calculation
had to be suspended at r = 4.4 seconds because of an instability that erupted shortly thereafter. At
periods of 1.18 seconds and 1.3 seconds such instabilities did not errupt until slightly later, and at
a period of 1.6 seconds, far away from the resonance condition, the calculation was run to 14
seconds with no hint of impending instability. A typical run took about 2 hours of CPU time on a
SUN workstation (50mhz SPARCstation20). A possible explanation for the instabilities in this
Lagrangian-type code may be increasing node congregation at the crests of the fluid as the
calculation proceeds in time. Sometimes special measures must be implemented to account for this,
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Figure 6: Free-surface displacement from rest level at a distance 0.05 m from
left side of container. Container oscillation period = T, = 1.6 sec.
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and none have been instituted here in the initial development of the code. However, the robotic
tasks that HSLOSH will be associated with will typically be executed on much shorter time scales
than 4 seconds. Nonetheless, if instability does interfere with the usefulness of the current model,
many established procedures can be easily implemented to circumvent or suppress them (see
Footnote 14).

Conclusions and Recommendations

HSLOSH appears to correctly model the behavior of an incompressible, damped, initially
irrotational fluid within a container subjected to forced horizontal oscillation, although more
validation is necessary. Determination of an appropriate damping coefficient for a particular liquid
and forcing condition must be made in order for the model to be correctly applied. As it stands now,
the model can accomodate arbitrary container shapes and horizontal motions, but user input is
presently cumbersome except for a rectangular container experiencing horizontal harmonic
motion. Future work will involve implementing provisions for vertical and ‘angular pitching
motions and validation against benchmark problems in the literature, e.g. [40]-[42]. In addition,
several ways to significantly increase code efficiency have been identified and will be
implemented. To treat arbitrary container rotations or containers with length-to-width ratios less
than about 5, the model must be made three-dimensional, which would require significant but
straightforward modifications to the existing model.
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Model Surface Wave Problem

Introduction

Early in 1994, R. D. Robinett, 9816, requested that the Engineering Sciences Center 1500
provide estimates of the sloshing frequencies in open containers partially filled with liquid. These
frequency estimates have application to the development of a robotic control system to move open
containers of liquid. The envisioned control system will have the capability to adjust the motion of
liquid containers to damp undesirable free-surface motions. An overview of this surface wave slosh
problem with simple analytical estimates of the sloshing frequencies was presentéd in Baty [1].
Romero [2] then extended this introductory study with numerical simulations of surface wave motion
in two-dimensional rectangular tanks, using a boundary element method (BEM). The present memo
outlines the analytical solution of a linear surface wave problem and compares this solution against
the solution generated using the boundary element method. The problem studied here represents a
two-dimensional, open, rectangular tank containing a viscous liquid which is subject to a small
horizontal oscillation. The viscosity of the liquid is approximated with a damping term. The model
problem and its solution are developed from the work of Faltinsen [3].

Nomenclature
A := forced oscillation amplitude.

a := half-width of tank (0.5m).

g = gravity constant.

h = height of liquid in tank (0.5m).
X,y := coordinate directions.

€ := free-surface shape.

Exceptional Ssivice in the National Interest
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};f = free-surface shape of forced oscillation.
¢ := velocity potential.
¢, = unforced potential.

b = forced potential.
L = damping coefficient.
® := frequency of forced oscillation.

Linear Surface Wave Problem

Consider a two-dimensional, rectangular, open tank containing a liquid as shown in Figure 1.
Assume the tank is forced to oscillate harmonically in the x -direction with a circular frequency of @

and a small amplitude of A . The free-surface shape of the liquid associated with the forced oscillation
of the container will then take the form:

éf(x, 1) = (Asinot) x. I

The first goal of the present memo is to outline a linear, analytical approximation of the free-surface
motion resulting from the simple horizontal oscillation of the tank. This approximation will include
a linear damping of the free-surface motion so that both transient and steady state wave motions may
be studied.

Liquid Rest Position

Figure 1. The model rectangular tank geometry and coordinate system. The tank is forced to
oscillation in the horizontal direction.
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The analytical approximation is developed by deriving a potential function, ¢, for the liquid in
the tank. Once the potential function has been determined, the motion of the free-surface may be
approximated using the linearized kinematic free-surface boundary condition:

% = 9& )
Equation (2) may then be integrated to solve for £, yielding:

£ = f%a’t. 3

The potential function required in equation (3) is derived from an initial-boundary value
problem. This function is assumed to be of the form

q) = ¢u+¢f’ (4)

where ¢, is the unforced potential and Or is the forced potential. In view of equation (1), the forced
potential is given by:

0r = (Acoswi) x. &)

To determine the unforced potential, Laplace’s equation

A, =0, ©)

must be solved subject to the boundary conditions:

3> 9 d
a—tz- (9,) + H5 (¢,) + g3; (9,)
= (mzA Ccos Wt + umAsincot)x ony =0, 7
and
a9, )
= = 0 on the tank boundaries. ®)

on

In addition to the boundary conditions, initial conditions must be specified to determine a potential
function satisfying equations (4), (5), and (6). The initial conditions for the linear free-surface
problem are given by:
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6(xy,0) =0, ©)
and
X xy,0 = 0. (10)

The initial-boundary value problem for the unforced potential is then given by solving equation (6)
subject to equations (7) through (10).

Analytical Soluti(;n

Applying separation of variables to equation (6), it can be shown that a general solution for the
unforced potential may be written in the form:

— . 2n+1 2n+1
¢, = 'ZIOT,, (1) sm(-(—n—z-a—)—mx)cosh(gizzl—)7—t (y+h) ) (11)

where the T, are unknown functions of time. Equation (11) satisfies the boundary condition (8) as

discussed in Currie [4]. Now, to simplify the development, notice that the x dependence in equations
(5) and (7) may be expressed as a Fourier series:

x= %go((z_;i%i)z (—1)"sin(_(_2"_221)_“x) (12)

representing a straight line. Details of the development of a Fourier series for a linear function are
given in Kreyszig [5].

Now, substituting equations (11) and (12) into equation (7) yields

T () + BT, (2) + 0T, (1)

= (wcoswt+psinw) K, forn =0,1,2, ..., (13)
where
2 (2n+1)15) ((2n+1)7c )
®, = g(—_2a tanh 5, hi, (14)
and
B WA 2 2a Y2, ,\n
= ((2n+ l)n) =D (15

= <
cosh( (2n+1) nh)a
2a
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A solution of equation (13) is then given by

T, (f) = exp ((-1/2)¢t) (A,cosot + B_sinGt) + C,cosof + D, sinwt, (16)
where
/coj tjl— an
(03 co2 - mK
i G : as)
0, - +u o’
and
2 2 2
®,-0 UK, +po K,
D =( L )H a . (19)

r 2 2 2
O)n—OJ +u ®

Next, combining equations (4) and (5) with (11), (12), and (16), a solution for the boundary value
problem defined by equations (4) through (8) becomes:

¢ = 3 sn L acosor( ) riys) )

n=0
+ 2 ( (2n+ Dn )cosh( (2n2-ic-zl)7t (y+h))

X (exp ((-n/2) ¢) (A, cosot +B_sinct) + C, cos ot+ D sinwt) . (20)

The next step is to apply the initial values from equations (9) and (10) to determine the coefficients
A , and B, in equation (20). The initial conditions then yield:

n
A, = _C"_—co , (21)
and
B (I'LA —-wD ) (22)
n 2 n

where G is defined by equation (17). The complete solution for the velocity potential for the free-
surface motion in the oscillating tank is given by equation (17) through (22).
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The shape of the free-surface can then be determined by substituting equation (20) into equation

(3). Differentiating equation (20) with respect to y and then integrating with respect to time produces
the free-surface shape as a function of position and time:

- 5 (@50 (2525)000)

n=90

A, : 1 B, L.
x| exp ((—n/2) 1) ——Z(Gsm ot — 5 cos Gt)__z(i sinGt + ocosct)
mn

n

C,. D,
+ —sinWi——coswt |. (23)
(0] w

Figures 2 and 3 show the normalized values of equation (23) plotted as a function of time for the
circular frequencies @ = 3.9270, 5.7120, respectively. Only the zero terms, n = 0, are shown; the
terms corresponding to n =1 are small and may be neglected. In figures 2 and 3, the free-surface
shape function & assumes the damping coefficient p = 0.5314 and the coordinate values

= —0.45 and y = 0.0. Figure 4 then compares equation (23) with the boundary element method

results of Romero [2] for the case of ® = 3.9270 and . = 0.5314. This figure demonstrates that

the BEM solution provides an accurate prediction of the shape and frequencies for the linear, model
surface wave problem.

[ n
0.50 [ A [ N\ N
: A / \\ \ 7T\ / \ / \
oo [T N
U W S Y T
Y v
1.00 \'/

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00
Time sec

Figure 2. Normalized linear solution of the model surface wave problem as a function of time for
o = 39270, = 05314, x = -045,and y = 0.0.
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Figure 3. Normalized linear solution of the model surface wave problem as a function of time for
® = 57120, p = 05314, x = -0.45,and y = 0.0.

1.50 D | I
—— Analytical Solution
1.00 7 i . BEM Solution
A NN
i AT iﬁ* /ﬁ{
L Y WA
-1.00 \]
-1.50
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Time sec

Figure 4. Comparison of the normalized analytical and BEM solutions to the model surface wave
problem as a function of time for ® = 3.9270, B = 0.5314, x = —0.45,and y = 0.0.
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EXECUTIVE SUMMARY

It is desirable to model the action of fluids in robotically moved containers to help
prescribe robotic manipulations that minimize sloshing and maximize work speed. A
previous memo [1] described a mathematical model for simulating the 2-D sloshing of
pseudo-viscous liquids in horizontally moving rectangular containers and presented results
of a nonlinear test problem that lent credibility to the model. The model has recently been
extended for application to arbitrarily shaped containers experiencing essentially arbitrary
combinations of horizontal, vertical, and angular pitching motions in the modeling plane.
In this memo the results of several 2-D simulations are compared against experimentally
generated 3-D data in an effort to validate the model.

The model appears to predict sloshing frequency quite well for any type of bowl
motion or geometry. The initial amplitudes resulting from forced bowl maneuvers are
considerably overpredicted by the model, the predictions generally getting worst as the
maneuver becomes more extreme. As a partial remedy, adding surface tension to the model
would have a correcting effect on these errors while not impacting sloshing frequency
appreciably. A Rayleigh damping coefficient of 11=0.55/sec. results in significantly greater
damping rates than experimental data exhibits, though this can be easily corrected to large
measure (without significantly altering the other characteristics of the fluid response) by
decreasing [L. Finally, appreciable uncertainty exists in the experimental data due to the
substantial drift errors and hysteresis effects evident in the sensor responses. Though
considerable differences sometimes exist between simulation and experiment, the results
here are still encouraging considering that the 2-D model is being used to estimate 3-D
sloshing behavior and large potential exists to better reconcile measurements with
predictions by adding, changing, and correcting factors in the model and experiments.

BACKGROUND

Reference [1] describes a computer model for simulating the transient fully nonlinear
behavior of pseudo-viscous fluids .residing in 2-D horizontally moving rectangular
containers. The effects of viscosity are approximated by imparting Rayleigh damping to a
potential-flow model of the fluid. A boundary element approach is used to efficiently handle
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the changing fluid geometry, and Lagrangian node movement at the free surface allows for violent
sloshing of the liquid. In [1] the model problem of a horizontally oscillating rectangular container
was simulated and compared against other numerical simulations in the literature and appeared to
be more accurate. In [2] the simulation results of a more linear problem (having only small
amplitude waves on the free surface) were compared against an exact linear solution with very
favorable results. Since then, several experiments have been performed ([3]-[6]) in which the
nonlinear 3-D sloshing of water in various shaped bowls has been measured. I here compare
simulation results from the 2-D numerical model against the 3-D experimental data to establish a
quantitative characterization of the predictive capability of the 2-D model in 3-D settings.

MODEL VALIDATION AGAINST EXPERIMENTAL DATA
1. Comparison Against Hemispherical Bowl Slosh Data

Reference [5] describes the tests undertaken to characterize the sloshing of water in a
hemispherical bowl subjected to three different horizontal acceleration profiles. Briefly, a 9.25
inch diameter hemispherical bowl filled with water to a resting depth of 3.2 inches was accelerated
horizontally from rest to a constant translational velocity and then decelerated to a stop. In all three
cases the straight-line maneuvers covered a distance of 0.252 meters and had a similar character,
but the times of the maneuvers varied from 3.752 seconds to 2.912 seconds to 2.072 seconds, so
that accelerations and velocities were successively higher for each maneuver. Water displacement
data (slosh data) was recorded through about 30 seconds after the completion of the maneuvers so
that the settling behavior of the liquid could also be characterized. More details about the
maneuvers and experimental setup and procedures can be found in [5].

Slosh data for the hemispherical bowl is measured in terms of displacement angles as indicated
in Figure 1. We note that the positive sense of the displacement angles in the figure is an intuitive
convention in that, at either side of the container, water rising up the side of the bowl from the rest

surface of
sloshing fluid *

hemispherical
bowl

Figure 1: Geometry and conventions for hemispherical bowl sloshing simulations
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position produces a positive displacement angle and water falling below the rest position implies
a negative displacement angle. Thus, the displacement angle at the left side of the container is
measured positive clockwise and the displacement angle at the right side of the container is
measured positive counter-clockwise. This convention is opposite to that of the experimental data.
Therefore, in the following, the experimental data has been reconciled with the above convention
by transforming the displacement angles to the negative of their original values.

It is important to keep in mind that in the following we are comparing 2-D simulation results
for sloshing in an infinitely long cylindrical trough against 3-D sloshing in a spherical bowl. Thus,
we immediately expect that large discrepancies might exist, but nevertheless we seek a quantitative
characterization of the discrepancies between the idealized 2-D model and actual 3-D behavior.

It will be noticed that the following simulations all terminate around 13 seconds after initiation
of the maneuvers. In all cases the adaptive Runge-Kutta time-marching package terminated the
simulations with a message that the governing system of ODEs had become too stiff to be cost
effectively time-marched with the R-K integrator. Rather than looking further into the issue (this
is probably due to the fact that the free surface was essentially devoid of motion everywhere but at
the edges where it meets the bowl) or switching to a stiff ODE solver, it was determined that the
simulations were of ample duration to allow valid comparisons to be made. The 13 second
simulations each took about 50 minutes of CPU time on a SUNSparc20/60mhz workstation.

1.1 Trajectory 1 (3.752 sec. maneuver)

Figure 2 shows for Maneuver 1 the experimental and predicted angular displacement histories
of the fluid at the trailing edge of the vessel. Figure 3 shows analogous data at the leading edge. A
Rayleigh damping coefficient of |1 =0.55/sec was used in the simulations. (The Rayleigh damping
coefficient is the only adjustable parameter in the model except for numerical/computational
parameters such as the number of boundary elements used and the time-step size.) Comparing the
top two plots in each figure, it is immediately apparent that the model qualitatively matches the
experimental data quite well. More quantitative comparisons can be made by viewing the
comparison plots at the bottom of the figures.

Sloshing Amplitudes

Accounting for the drift in the experimental data (updrift for trailing edge data and downdrift
for leading edge data), it is estimated that the predicted amplitudes exceed the experimental ones
by up to 30%, but are generally only 5% to 15% larger.

Another measure of the applicability of the model is the predicted decay rate of the fluid
motion. Decay rate can be roughly quantified in terms of a “damping ratio” as defined in [3]. The
calculated damping ratio for the simulated “settling” response over the time span from the
completion of bowl motion at 3.752 seconds to the end of the simulation at 13.248 seconds is
calculated as follows for data at the trailing edge:

ln(ig ltrough #a) ln(_2‘965)
C = Itrough #b - -0.533 = 0.0195
troughs o (b- a) I (14) = U .
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Figure 2: Experimental and predicted angular displacement histories at the
trailing edge of the hemispherical bowl for Trajectory 1



September 7, 1995

J. T. Feddema, 2111

15.0

T 1 T
|1 | 1o
T TR TET
. '@
e i > Tl s ot b
=i
e e
BRI
il e i S Sl 1 B
I R = it
=S S
L1 1|&
ilT%WmW+m:.
[ Ve | &
——t+ = H &
|| || ©
s il e — s B M B

R e e
SRS == myl

=

_MWWWHUVF 10
—|= e

=] hp
" ey ey E

| | =1 |
L HU#+|

! —=

S . 1]

s Lo

[ 1 ] | 1O
o Q o
< o <

(‘6ap) elbue Juswaor|dsip

time (seconds)

15.0

4
[
———————

L1
10.0

—— simulation results, 2-D sloshing |—
|

i

|

i

I S S S
[

]
%

T

Q
S

= Q o
© ¥

(‘Bap) sjbue Juswaoe|dsip

time (seconds)

Q
]2
_
2o
= £
0 C
o 0
w L

n
m)
& Q
|
E &
m.mO.
)
= 8|2
O =
S E
[T

L1 sl I K=
(e]

4
0.0
-4.0

(‘Bep) ejbue Jusweoe|dsip

time (seconds)

Figure 3: Experimental and predicted angular displacement histories at the

leading edge of the hemispherical bowl for Trajectory 1



J. T. Feddema, 2111 -6- : September 7, 1995

This value roughly coincides with the experimentally derived values given in [3] of 0.0084 for the
first 15 seconds after completion of the maneuver and 0.0132 for the 10-25 sec. time-window after
maneuver completion.

Similarly, for simulation data at the leading edge,

-3.339
n(557)
_ -0.517) _
cz‘roughs - W = 0.0212
This value compares with the experimentally derived values given in [3] of 0.0083 for the first 15

seconds after completion of the maneuver and 0.0145 for the 10-25 sec. window.

Though the agreement between predicted and experimentally obtained damping ratios is not
particularly good, it is also not so bad that it invalidates the model: It will be shown later that
decreasing the Rayleigh damping coefficient in the simulations decreases the predicted damping
ratios significantly while only marginally increasing initial amplitudes. Moreover, the
experimental damping ratios derived in [3] are themselves uncertain, as they arose from one of the
first experiments performed, and several improvements were made in the experimental
methodology thereafter. In addition, the time window over which the damping ratio is computed
has a substantial impact on the ultimate value. Better standards to compare against would come
from processing the experimental data in Figures 2 and 3 to remove the drift and anomalous spikes
and oscillations and calculating damping ratios over the same time windows as used in the
calculations above.

For completeness, the damping ratio for the peaks during simulated settling are

m(i:lpeak#a) ln( 3.56 )
C . lpeatsv) _ _\0.534) _ o 1516 trailing edge
peaks 27 (b - a) 27 (14) ’ ,

3.276)

¢ - ln(0.536
peaks 2w (14)

These numbers are close to the damping ratios calculated for troughs.

and

= 0.0206, leading edge.

In iterating to find a reasonable value of W, the 0.55/sec. value seems to yield a good
compromise between initial amplitude size and decay within the resolution of the unconditioned
experimental data. However, a better value could be obtained in the following manner after
conditioning the data as described above. Ratios of successive amplitudes can be plotted as a
function of time. The plot is then matched as closely as possible (the initial amplitude and the
frequency are relatively insensitive to [ as will be seen later, so don’t have to be considered) by
iterating over the damping coefficient or even constructing an appropriate profile for varying the
coefficient over time.



J. T. Feddema, 2111 -7- September 7, 1995

Sloshing Frequency

Sloshing frequency is another metric of model applicability. Figures 2 and 3 show that
sloshing frequency appears to be fairly steady in time for both experimental and model-generated
data. Figures 4 and 5 plot the peak-to-peak and trough-to-trough time periods vs. peak pair and
trough pair for the simulated sloshing. It is seen in all cases that the sloshing period is relatively
steady with time, no overall upward or downward trends being evident in the data. For data at the
leading edge of the bowl the mean period measured in the troughs is 0.626 sec. with a standard
deviation of 2.33% (as a percentage of the corresponding mean value). The mean period measured
in the peaks is 0.625 sec. with a standard deviation of 4.13%. For data at the trailing edge the mean
trough period is 0.625 sec. with a standard deviation of 4.65% and the mean peak period is 0.626
sec. with a standard deviation of 2.33%. Thus, not only are there no discernable tendencies for the
sloshing frequency to increase or decrease over time, there is also very little scatter in the
frequencies. Therefore, it is appropriate to speak of a single average characteristic “natural”
sloshing period for the situation at hand, which our model suggests is 0.625 seconds. The
corresponding natural frequency is 1.6 Hz. (For confirmation, a simulation was run involving the
same geometry and depth of fluid with the free surface initially linearly displaced 4 degrees from
the horizontal and the fluid allowed to settle in the stationary bowl. The average natural frequency
for this numerical experiment was 1.59 Hz [with a time-averaged damping ratio of 0.0206]).

The comparison plots at the bottom of Figures 2 and 3 show that the actual fluid sloshes once
more than does the simulated fluid in the first 12.54 seconds (the leading edge peaks and trailing
edge troughs for the experimental and simulated data come in phase at £=12.54 seconds). During
this time the actual fluid experiences 21 full cycles whereas the simulated fluid experiences 20 full
cycles. Multiplying the simulated frequency of 1.6 Hz by this ratio we compute the average actual
sloshing frequency to be 1.68 Hz, with a corresponding actual period of 0.595 seconds. The
simulated sloshing frequency is 4.8% less than the experimental frequency and 4.2% less than the
experimental value of 1.67 Hz reported in [3]. However, despite the close agreement in sloshing
frequency, phase accuracy can be soon lost in the simulation as is evident in the comparison plots
at the bottom of Figures 2 and 3..
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Sensitivity of Results to Damping Coefficient

Given that we are trying to match 3-D behavior with a 2-D model, the results thus far have
been fairly encouraging. As mentioned above, measures may be taken to improve on the
approximation by obtaining.a more representative value for [ or by using a time-varying value.
A simple sensitivity study was run to determine the effect of | on sloshing frequency, initial
amplitude, and decay rate. Figure 6 plots a baseline response indicator for K, = 0.55/sec. against
results for 1/3 higher (441, /3) and 1/3 lower (211, /3) damping coefficients. It is seen that, in the
neighborhood of p= 0.55/sec., the Rayleigh coefficient has very little effect on frequency and
initial amplitude. This may also true for the rate of amplitude decay, but the compounding effect
of the decay rate makes amplitudes increasingly sensitive to this value as time increases. Moreover,
it appears that the coefficient has a highly nonlinear effect on decay rate, as the amplitude
deviations from the baseline are significantly greater when the coefficient is 1/3 lower than 1, vs.
when the coefficient is 1/3 higher. Thus, the adjustable parameter p has most effect on the lIong-
time amplitudes of the sloshing.

Assessment

Given our findings and the experimental data in Figures 2 and 3, an optimal damping
coefficient probably exists somewhere in between the extremes of L, and 4p, /3. However, the
experimental data would have to be properly conditioned before it would make sense to expend
any more work in optimizing . It suffices here to say that the fairly good agreement in Figures 2
and 3 can be made better (in terms of closer amplitudes at longer times) with a bit more effort.
Quantitatively, significant differences do exist, but in view of the level of approximation involved,
principally the approximation of 3-D behavior with a 2-D model, the results are still quite
encouraging for this relatively gentle horizontal maneuver.
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1.2 Trajectory 2 (2.912 sec. maneuver)

Analysis

Figures 7 and 8 show for Maneuver 2 the experimental and predicted angular displacement
histories of the fluid at respectively the trailing and leading edges of the vessel. For the most part
the model duplicates the experimental data reasonably well in both frequency and amplitude during
the first ~5/6 of the maneuver. During this time, amplitude errors seem to be only slightly larger
than for Maneuver 1. Near the conclusion of the maneuver, however, the model exhibits an
anomolous sloshing mode beginning at approximately #=2.6 seconds that causes the amplitudes of
the predicted response to depart dramatically (as much as ~ 400% in one place) thereafter from the
experimental data. This corresponds to a strange predicted frequency disturbance, in which the
prevailing predicted frequency seems to either increase or decrease by about 1/2 during the
approximately 2.6 sec. - 3.2 sec. time window and then return to its previous value thereafter:
where [as occurs in the experiment] a single complete slosh cycle would normally occur in this
time (the prevailing predicted period being a fairly steady ~ 0.6 sec. before and after this time
window), the model produces what can be construed either as a slightly disturbed half cycle or 1%
weakly distinguishable cycles. The cause of the disturbance seems to be precipitated by the
beginning of the deceleration process, which starts at about £=2.5 seconds, and apparently initiates
some type of resonant interaction due to a coincidence in the time-phasing of the fluid and
container motions. The way to test this hypothesis is to rerun the simulation with shifted starting
times for the decelaration process to see if the anomolous behavior is “real”, i.e. stable with respect
to small perturbations in the initiation of deceleration, or is indeed the result of a coincidence.

Assessment

If the anomolous behavior is coincidental, then the model might in general be much more
suitable than Figures 7 and 8 seem to indicate. If not a coincidence, then the differences between
2-D and 3-D behavior might be showing up in a more pronounced way for this more extreme (than
Trajectory 1) maneuver, and whether this is the explanation or not, the range of applicability of the
model would seem to be limited to fairly gentle maneuvers.

1.3 Trajectory 3 (2.072 sec. maneuver)

Analysis

Figures 9 and 10 show for Maneuver 3 the experimental and predicted angular displacement
histories of the fluid at respectively the trailing and leading edges of the vessel. Early amplitude
errors are greater than for maneuvers 1 and 2, at times reaching differences upwards of 200% at
the trailing edge, though some of the error appears to be due to sensor drift, and generally errors
are much less, especially at the leading edge. In any case, the predicted amplitudes at late times
match the experimental data very well. The frequency prediction, as for Maneuver 1, is quite good.
Figure 11 shows the time variation in sloshing period as measured by peak-to-peak and trough-to-
trough time intervals at both leading and trailing edges of the container. A slight downward trend
is evident in sloshing period during container motion, with subsequent leveling off of the trend
after motion stops. Oscillations about the average period of 0.632 sec. (avg. frequency = 1.58 Hz)
over the 13.5 second simulation are relatively small, with the most variation occuring for trough
periods at the leading edge where a standard deviation of 5.7% from the mean exists. By counting
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the number of experimental and simulated periods between the bounding early and late times
where the phases match up, the average experimental frequency is calculated to be 19/18 to 20/19
of the average simulation frequency. This turns out to be a mean experimental frequency of about
1.66 Hz. Thus, as expected, predicted and experimental sloshing frequencies for this maneuver are
essentially the same as for Maneuver 1, especially during settling when no forcing motion exists.

Assessment

Unlike for the second maneuver, the simulation results for Maneuver 3 are characteristic of the
actual data. This is the case even though Maneuver 3 is more “extreme” (faster, producing larger
sloshing amplitudes) than Maneuver 2. This supports the proposition that some type of phase
interaction is taking place in the Maneuver 2 simulation, rather than a general incompatability
arising between 3-D behavior and the 2-D model as the maneuver intensifies. Still, significant
degradation of the approximation does occur for amplitude prediction as the maneuver intensifies,
and though frequency prediction does not degrade, even small errors soon compound to destroy
absolute phase accuracy.
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Figure 11: Variation in undulation period over time at edges of hemispherical bowl for
Trajectory 3
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2. Comparison Against Experimental Slosh Frequency for “Trapezoidal” Bowl

Figure 12 shows a diametral cross section of a circular bowl that was used in a horizontal
translation experiment like above for the spherical bowl. The bowl was filled with water to the
indicated depth. The model approximates the axisymmetric bowl as a 2-D trapezoidal trough of
infinitely long extent having the cross section shown in the figure. Reference [6] documents the
details of the experiment. Data is only available during the settling of the water after completion
of bowl translation. Reference [6] derives two metrics of the slosh motion from the ~ 10 seconds
of useful data collected by sensor 1 at the leading (right) edge of the bowl: an average sloshing
period of 0.435 seconds! and an average damping ratio of 0.0172 for the peaks of the fluid motion.
Because the exact trajectory used in the experiment is not available for input to the model and these
metrics are based upon slosh motion during settling (unforced) motion of the liquid, comparable
model data can be generated by displacing the surface from its rest position and allowing the fluid
to settle in the stationary trough. Accordingly, a numerical simulation was run in which the initial
condition was a straight free surface displaced 0.5 cm. down from rest position at left side of the
trough and 0.5 cm up at the right side. The results of the simulation are shown in Figure 13. The
average peak-to-peak and trough-to-trough period over the 18 full periods of the 10 second
simulation is 0.510 sec. at the leading or right end of the trough. This value is about 17% longer
than in the experiment. The average damping ratio for the troughs of the fluid motion at the right
end of the container is 0.020, which is about 16% greater than the experimental ratio.

The simulated fluid response does not agree with the experimentally measured response for
the trapezoidal bowl as well as it does for the spherical bowl. This could be principally caused by

- 6.9 in. —
A
\ ’/— fluid rest level

3.251n.

!

2.0 inches

|<— 4.5 in. >|

Figure 12: Approximated diametral cross section of “trapezoidal” bowl

y

L This nmlnber reflects a correction to [6] from the stated formula for frequency, @ = A—fﬁ; , to the correct formula
W=

Atime
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Figure 13: Predicted free-surface displacement from rest level at right and left sides of
trapezoidal bowl for initial linear displacment of free surface

the 2-D/3-D discrepancy already mentioned and by geometric approximations, as the trough does
not reflect the well rounded comners and slightly curved sides of the actual bowl cross section.
Though the agreement here is certainly not spectacular, it is still reasonable given the
approximations involved and the uncertainty in the experimental data itself in this first experiment.
Additionally, a Rayleigh damping coefficient of |1 =0.55/sec. was used in the simulation, which is
a good estimate for the actual best coefficient for the spherical bowl, but may not be as appropriate
for the trapezoidal bowl. In any case, some improvement, especially in the agreement between the
damping ratios, can undoubtedly be obtained by adjusting 1. .

SUMMARY AND CONCLUSIONS

HVPSLOSH is an extension of HSLOSH [1] for modeling incompressible, irrotational,
pseudo-viscous free-surface fluids being transported in arbitrarily shaped containers subjected to
essentially arbitrary motions in the plane of the 2-D model. The approach taken for model
validation against experiments has been to arrive via ad hoc iterative means to a close-to-optimal
Rayleigh damping coefficient for one set of experimental data, and then to assess the performance
of the model against other data sets using this same damping value. Though an optimal coefficient
could be obtained with the use of formal optimization on better conditioned experimental data, and
the coefficient could be allowed to change over time and with each different container and
maneuver, the model is most usable if not inordinately dependendent on a “correct” value for this
parameter. Thus, the approach taken investigates the robustness of the model as well as its potential
to match experimental data under a given set of conditions.
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_ With a damping coefficient of p=0.55/sec. the model matched experimental results of
Trajectory 1 (the slowest maneuver) with the hemispherical bowl to within 5% for average sloshing
frequency, to within 30% for initial sloshing amplitude, and to within 48% for average damping
rate. A quick sensitivity study revealed that only the damping rate is sensitive to |, which indicates
that the damping rate can be brought much closer to the experimental one without degrading the
other characteristics of the predicted response. For Trajectory 2 an anomolous frequency and
amplitude disturbance occurs in the simulation, but not in the experiment. The onset of the
disturbance seems to be triggered by a coincidence in time-phasing between initiation of
deceleration of the bowl and the fluid motion (which has a significantly different phase than the
experimental data at that time). The origin of the disturbance, which causes a poor match between
prediction and experiment after this time, must be investigated more closely before conclusions
can be made regarding the effectiveness of the model under Trajectory 2 conditions. For Trajectory
3 (the fastest maneuver) the model matches sloshing frequency within 5% but produces amplitude
errors upwards of 200% at one point in time, though generally much less at other times, as the late-
time amplitudes agree very well with experimental data. For the trapezoidal bowl fairly good
concurrence exists between simulation and experiment, as the model predicts a sloshing period
approximately 17% longer and an average damping ratio about 16% greater than experimental data
exhibits.

Considering that the 2-D model is being used to estimate 3-D sloshing behavior, the model
appears to predict sloshing frequency quite well for any type of bowl motion or geometry.
However, even small errors quickly compound to destroy absolute phase accuracy after early times
in the simulations. The initial amplitudes resulting from forced bowl maneuvers are considerably
overpredicted by the model, the predictions generally getting worst as the maneuver becomes more
extreme. As a partial remedy, adding surface tension to the model would decrease initial
amplitudes while not impacting sloshing frequency appreciably. A Rayleigh damping coefficient
of p=0.55/sec. results in significantly greater damping rates than experimental data exhibits,
though this can be easily corrected to large measure (without significantly altering the other
characteristics of the fluid response) by decreasing M. Finally, it should be mentioned that
appreciable uncertainty exists in the experimental data due to the substantial drift errors and
hysteresis effects evident in the sensor responses. These errors very probably also contribute to the
discrepancies between model and experiment.

Though some very significant differences exist between simulation and experiment, the results
here are still encouraging given the level of approximation involved and the large potential to better
. reconcile measurements with predictions by adding, changing, and correcting factors in the model
and experiments. '
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John.Feddema, Org. 2111, MS-0949

A

R. C. Dykhuizen, 1513

Scaling analysis for molten glass flow (Corning CRADA)

Introduction and summary

Department 1513 was asked to determine the proper scaling parameters that would apply to
the flow of molten glass during and after impact with the mold. This would enable estimates
of how process changes would affect the glass casting. In particular, I was asked to examine
how changes in the impact kinetic energy would alter the spreading of the glass on the mold.
In addition, I examined how the changes in the gravitational field would alter the spreading.
This would simulate the acceleration of the mold upward after the impact process.

Impact model

The conversion of the kinetic energy of impact to the spreading of a liquid drop has been stud-
ied in a number of fields. This process has applications in the following processes:

Ink jet printing

Steam turbine blade erosion by entrained water droplets

Rain erosion of terrestrial or aerodynamic surfaces

Powder production via impact atomization

Thermal spraying (impact of moiten materials onto a cold substrate).

A review article will soon be available (R. C. Dykhuizen, Journal of Thermal Spray, December
1994) that covers the physics of this process. Three mechanisms limit the spreading of the lig-
uid splat created from the impact of the liquid drop:

Surface tension

Solidification

Viscous dissipation

In almost all applications, the viscous dissipation of the droplet kinetic energy dominates, and
this process limits the growth of the splat. In applications using glass, this mechanism is found
to be even more dominant. Often, the work of Madejski (International Journal of Heat and
Mass Transfer, 19, pp 1009-1013, 1976) is cited to define the various mechanisms.

Madejski’s full mode includes all three mechanisms. His result is the splat size as a function
of three dimensionless parameters that determine the relative importance of the above three
processes. The Reynolds number is used to scale the viscous dissipation of the inertial forces,
the Weber number is used for scaling of transformation of the kinetic energy to surface energy,
and a modified Peclet number is used for scaling solidification rates.

Madejski’s full model results in a complex integral-differential equation which does not have
an analytic solution. Therefore, Madejski presents results in the form of numerical fits. For ex-



ample, his most quoted result is for the case where the dominant mechanism during impact is
the decay of kinetic energy via viscous dissipation:

Ud
= 1.2941 (Re +0.9517)>>  Re = P—u_ o)

lw]

The nomenclature is defined at the end of this memo along with the nominal glass property
values used.

Other modelers obtain the same result, but with slightly different values for the constant. For
simplicity, I will use the following:

% = (1+Re)"%. @

Since the impact velocity scales with the drop height, one can write the expected splat diameter
as a function of the drop height. This shows that significant increases in the drop height are
required to alter the splat diameter:

0.2
% - (1+Bd———fgx) . @)

Using equation 3, it is found that the splat diameter is approximately 1.2 times the drop diam-
eter when the glass drop falls 2 meters. This increases only to a ratio of 1.3 when the drop
height is doubled. The values of the parameters used are given in the Nomenclature section at
the end of this memo. :

A second mechanism that can limit the growth of a splat is the conversion of kinetic energy to
surface energy. When this mechanism dominates, Madejski presents the following fit to his nu-
merical results that is limited to large values of the Weber number (but still sufficiently small
Weber numbers so that solidification and viscous effects are negligible): '

% = JWe/3 We = PUZd/G- CY)

From the above equation, it is shown that a diameter ratio of 100 is predicted. This is a much
larger ratio then predicted from equation 3. Thus, viscous dissipation must be more limiting
than surface tension effects.

Madejski’s third mechanism concerns the solidification of the splat. The formulation of this
model in Madejski’s paper is very complex, even though he considered materials with distinct
phase changes. Trapaga and Szekely (Metall. Trans., 22B pp 901-9 14, 1991) have shown that
the time scale of the impact process can be given as:

2d, o.
t = ke ®)



If we accept this time scale, we find that the glass impact event is approximately 10 millisec-
onds in duration. In that time the thermal wave penetrates 0.1 mm into the glass from the fol-
lowing equation typically used to estimate conduction transients (e.g. Incropera and DeWitt,
Fundamentals of Heat and Mass Transfer, 2nd. Ed., John Wiley and Sons, P 204):

Kt,

Thus, I will ignore the solidification effect on the spread of the molten glass splat during the
impact process.

Further Spreading After the Impact Event

After the kinetic energy of the impact is dissipated via viscous flow, the glass splat may still
flow outward by converting potential energy. Figure 1 shows how a reduction in the potential
energy can be used to drive the flow.

Figure 1: Conversion of potential energy to drive splat spreading

If we again assume that the solidification and surface tension effects are small, the following
equation equates the rate of change of potential energy to the viscous dissipation:

(Swe- (e o

The right hand side of equation 7 is identical to the viscous dissipation scaling derived by
Madejski when he considered impacts. Since the splat height can be related to the splat diam-
eter through the splat volume (which is constant):

nHD’ '

V=4,

(8)

equation 7 can be transformed to a first order differential equation. If we fix the viscosity at its
initial value (it will increase as the splat cools), the solution is easily obtained:

)




For short times (less than 0.05 seconds), the solution may be approximated as:

8
5 ~14+2 pfvzt (10)
0 un D,
and for long times (greater than 0.05 seconds), the solution may be approximated as:
(11)

The above solutions show that increases in the gravitational field will have minimal effects on
the growth of the splat: Doubling the gravitational force will have the same effect as halving
the viscosity.

From equation 6, the thermal wave has penetrated 0.2 mm when the second term under the
radical in equation 9 becomes unity (0.05 seconds). At this point the diameter ratio in equation
9 is 1.09. After this time the spreading occurs at a much slower rate as indicated by equation
11. In reality, the rate will be slower still due to the increased viscosity that results from the
colder glass. (The increased viscosity was ignored in deriving equations 9 through 11.)

Conclusions

In this memo the scaling laws for splat spreading are presented as applied to a high viscosity
molten glass. It is shown that the spreading is minimal for the impact velocities that are typical
in the Corning process.

Further spreading after impact is slow due to the large viscosity of the melt. Scaling equations
show that increasing the gravitational force would have minimal impact on the spreading ve-
locity. The effect of surface tension and solidification (large increases in viscosity in the case of
molten glass) will eventually stop the spread of the splat. However, these effects are small at
early times, and thus has been ignored in this analysis.
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Nomenclature

thermal heat capacitance (1200 J/kg-K)
droplet diameter (0.1 m)

splat diameter (m)

gravitational acceleration (m/s?)

splat thickness (m)

thermal conductivity (2.5 W/m-K)
Reynolds number, pUd/1L

time

impact velocity (m/s)

splat volume (m?)

<@ RO UNA

We  Weber number, p, U*d/c

Greek

b penetration of thermal wave (m)
surface tension (0.3 J/m2)
density (2500 kg/m®)

T T Q

droplet viscosity (1000 N-s/m?)
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Appendix F

R.C. Dykhuizen

Motion of a Viscous Liquid Exposed to Various Acceleration Fields

Modeling, System Identification, and Control for Slosh-Free Motion 113



Intentionally Left Blank

114 Modeling, System Identification, and Control for Slosh-Free Motion



date:

to:

from;

subject:

Sandia National Laboratories
Albuquerque, New Mexico 87185

Jdanuary 24, 1995

Joh}llFeddema, Org. 2111, MS-0949
W

R. C. Dykhuizen, 1513

Motion of a viscous liquid exposed to various acceleration fields

Introduction and summary

Department 1513 was asked to estimate the motion of a molten glass blob sitting on a flat sur-
face that was accelerated. Two accelerational motions are of concern. First is the lateral accel-
eration of the substrate that would simulate the motion of a robotic handler moving the glass
from one station to another. The second acceleration of concern is the rotation of the substrate.
Experimental observations of a rotating substrate have shown that this motion helps spread
out the glass onto the substrate.

The analysis presented in this memo provides an estimate for the motion of the molten glass
which experiences the above accelerations. From the analysis, one can impose limits on the ro-
botic motions that are performed.

Linear Accelerations
Figure 1 shows the linear acceleration considered in this section. The molten glass blob is rest-

ing on a flat substrate that is accelerated to the right. This will cause the glass blob to move to
the left in the reference plane that accelerates along with the substrate.

Figure 1: Acceleration of a substrate with a molten glass blob.

The following equation is used to estimate the motion of the molten glass blob of figure 1:

au _ atzx
Pa—t =3 (1)

where p is the glass density, u is the glass velocity in the direction of acceleration, T is the

shear stress, and z is the coordinate normal to the substrate. The shear stress is defined as:



du

T = = 2
= o @
where |L is the glass viscosity. The boundary conditions that are required are that the velocity

at the lower boundary is equal to the substrate velocity (af), and that the partial derivative of
the velocity with respect to z at the upper boundary is zero. The initial condition is zero velocity
everywhere.

By use of the following transformation:
u=at+f(2), €))

the glass velocity (f) is written in the reference plane of the accelerating substrate. A constant
acceleration (a) is assumed. Note that the transformed glass velocity, f, is assumed to only

be a function of z. By ignoring any time dependence in f, this analysis will not be applicable

for early times when the effect of the accelerating plate is not felt by the upper layers of the
molten glass. This time period can be estimated from the following equation:

2
At = p_S__ 4)
i)

where & is the thickness of the layer. For thin layers of the viscous glass melt, this time is typ-
ically small. For a 10 cm thick layer of 10,000 poise material, the transient time is approxi-
mately 0.025 seconds. To estimate how much relative motion occurs between the glass blob and
the substrate during this transient time period, I will assume that the glass does not move at
all (in the inertial reference frame) during this time period. Thus, the relative movement is
equal to the negative of the distance the plate moves in this time period:

(at)dt = ("7“)(95)2 (5)

By using the approximation of equation 3, the initial condition is no longer involved, and equa-
tion 1 becomes an ordinary differential equation:

82

©

Ax = —

O'—-T—'|

pa = pf’ (6)

The transformed boundary conditions are zero velocity at the substrate, and a zero derivative
in the velocity at the free surface. The solution to equation 6 is:

2
f= Eui‘(% - 82) A



To estimate how fast the glass blob moves when the substrate is accelerated, the average ve-
locity can be obtained by integrating equation 7. The average velocity is given below:

h = 225 (®)
3pn )

The average velocity is negative indicating that the glass blob will move in the opposite direc-
tion in which the substrate is accelerated.

To estimate the total distance the glass blob moves, it is simply required to multiply equation
8 by the length of time that the substrate is accelerated (Af) , and add this to the result from
equation 5. This total relative movement is given below (the negative sign has been deleted):

2 2
_ (pad )(pa 2At)
Ax (ZH m + 3 €)

Equation 9 can be used to estimate the movement of the glass blob relative to the substrate
during the substrate acceleration. Note that the movement has a strong dependence on the
thickness of the blob (5). For the following assumed conditions:

a=0.1G = 0.98m/s®> L= 10,000 poise p=25 gl
0=5cm At= 0.5 seconds

it is found that the molten glass blob will move 1 mm with respect to the substrate. Only 2 per-
cent of this motion is due to the movement during the transient start-up (the first term in the
second parentheses of equation 9).

Since, the glass tends to stick to the substrate, motion of the left and right ends (figure 1) of
the glass blob will not track each other as assumed in the above analysis. Also, the thinning of
the glass blob due to gravitational forces (memo to J. Feddema from R. C. Dykhuizen, Jan. 11,
1995) has been ignored here. These two mechanisms will prevent the glass blob from returning
to its original position upon deceleration.

Rotation

At the January 12 meeting, rotation was discussed as a possible mechanism for spreading the
molten glass blob on the substrate. Al Gossie of Corning stated that they had experimental suc-
cess with this method, but it had not been incorporated into any production line. In this section
a scaling analysis of the molten glass motion due to rotation is provided.

The following equation describes the flow for a rotating substrate relative to the rotating frame
(W. D. Morris, Heat Transfer and Fluid Flow in Rotating Coolant Channels, Research Studies
Press, 1981):



2 2 2
By Bu_pvdu  du v (1au 19(,30)_u_2 auJ+pmzr

p-é-t-+pu§+-;-5§+pwa—z——;—20)v=u :Zgéi--l-;-a—r ?—;2'8—64'5?
(10)

where u is now the radial velocity, and © is the constant rotational speed (radians/second) of
the cylindrical coordinate system about the z axis. It will be assumed that the axial velocity

(w), and the azimuthal velocity (v) are not significant when compared to the radial velocity.
Recall that all velocities are relative to a rotating coordinate system.

The accelerational period where the substrate approaches its constant rotational velocity is ig-
nored. It is assumed that the velocity can be written as a linear function of the radial position:

u = rf(z, 0) (11)

The linear dependance on the radial position admits a solution with uniform thinning of the

glass blob. The velocity form assumed is an implicit function of time through the parameter 0,
which is the blob height. If the vertical and tangential velocities are assumed small, the follow-
ing equation is obtained:

W = -pa” —pf (12)

The last term causes difficulty because it makes the ordinary differential equation non-linear.
It will at first be assumed that this term is zero. Then the solution is easily obtained. The

boundary conditions on f are zero at zero elevation, and a zero gradient at 0. The solution is
for the radial velocity is easily obtained:

prmz( 22)
u = u 82 —_ 5 (13)

To check if ignoring the non-linear term in equation 12 is proper, we can now evaluate the so-
lution to determine when the non-linear term is indeed small. The maximum value of the func-
tion fis when it is evaluated at the free surface. So the magnitude of the two terms on the right
hand side of equation 12 can be conservatively compared at the free surface. It is found that
when the following is true, equation 13 provides a reasonable approximation of the solution:

82 2 !
(L@) «1 (14)
2u

Equation 14 is satisfied for many conditions, including those given in the example problem that
follows equation 21, in which case the term on the left-hand-side of equation 14 is 0.0001.

We must still determine the time dependence of the blob thickness 0. The volume of the blob
is estimated from the maximum radius (R) and the height:

V = nR%8 (15)



The differential of the volume is zero:

dV = 0 = nR*dS + 21RSAR (16)

- The average velocity of the blob at the maximum radius is used to estimate the radial growth
rate of the blob:

Szpm R

3p

dR
dt

8
= 3fu(R2)de = am
0

Equations 13 through 16 are combined to determine the thinning of the slab as a function of
time:

3 2
B _ 28 pa (18)
dt 3pn
The solution to equation 18 is easily obtained:
A
2\ 2
1, 4pw
d=|=+ < (19
(52 3uj a9
o
Then, using equations 15, one can obtain the radial extent of the blob as a function of time:
1
2 2\z
45 tpa |*
£ = (1 + LJ (20)
R, 3pn

Equation 19 applies only to a cylindrical blob of molten glass on the substrate. It is important
to recall that Al Gossie of Corning indicated that many real industrial processes do not yield
cylindrical blobs, but blobs of irregular shapes. Therefore, equation 20 should only be used as
an approximate scaling analysis of the movement of molten glass on a rotating substrate.

It is interesting to compare the above solution to that obtained earlier for the flattening of the
molten glass blob due to gravitational forces (memo to J. Feddema from R. C. Dykhuizen, Jan.
11, 1995):

1

;X

88 tpg |2

% - (1 + "2ng 1)
0 Ro}l

For the following assumed conditions:




©® =100 rpm [L= 10,000 poise p=2.5glec
d,=5cm R,=10cm

it is found that 16 seconds are required to double the radius due to spinning the substrate, and
100 seconds are required due to gravitational flattening. Further, the flattening rate due to
spinning decreases slower.

Conclusions

In this memo the scaling laws for molten glass blob movement are derived. These motions are
due to linear acceleration of the substrate, or spinning of the substrate. The motion of the glass
blob due to linear accelerations is predicted. These are found to be small for nominal linear ac-
celeration rates.

As found experimentally by Corning, spinning of the substrate, even at modest rates, causes
significant spreading (over what would occur due to gravitational forces alone). However, since
the initial molten glass blobs are not cylindrical, prediction of the molten glass motion will re-
quire a much more detailed analysis than presented here.
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