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Abstract

We consider data-driven approaches that integrate a machine learning prediction model within dis-
tributionally robust optimization (DRO) given limited joint observations of uncertain parameters and
covariates. Our framework is flexible in the sense that it can accommodate a variety of regression setups
and DRO ambiguity sets. We investigate asymptotic and finite sample properties of solutions obtained
using Wasserstein, sample robust optimization, and phi-divergence-based ambiguity sets within our DRO
formulations, and explore cross-validation approaches for sizing these ambiguity sets. Through numeri-
cal experiments, we validate our theoretical results, study the effectiveness of our approaches for sizing
ambiguity sets, and illustrate the benefits of our DRO formulations in the limited data regime even when
the prediction model is misspecified.

Key words: Data-driven stochastic programming, distributionally robust optimization, Wasserstein
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1 Introduction

Stochastic programming [48] is a powerful modeling framework for decision-making under uncertainty that
finds applications in engineering, operations research, and economics. A standard formulation of a stochastic
program is

Izrél%lE[C(Z,Y)], (1)
where z denotes the decision vector, Z C R% is the set of feasible decisions, Y denotes a random vector
of model parameters with support ) € R%, and ¢ : Z x ) — R is the objective function. Because
the distribution of the random vector Y is typically unknown, popular data-driven approaches for solving
problem (1), such as sample average approximation (SAA) [33, 48], only assume access to a finite sample
of Y. Often, in real-world applications, the random vector Y (e.g., demand for a new product) can be
predicted using knowledge of covariates X (e.g., web chatter and historical demands for similar existing
products). In our previous work [34], we investigated extensions of SAA that can incorporate covariate
information in problem (1) and studied the asymptotic and finite sample properties of the resulting solutions
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(see Section 2.2). Despite its favorable theoretical guarantees [33, 34, 48], a limitation of the SAA approach is
that its solutions may exhibit disappointing out-of-sample performance in the small sample size regime [9, 23].

Distributionally robust optimization (DRO) [43] is a framework for addressing ambiguity in the distri-
bution of Y. The DRO counterpart of problem (1) can be formulated as

min sup Ey g [e(z,Y)], (2)
z€EZ QePp

where we minimize the worst-case expected objective over an ambiguity set P of distributions. Several
studies have shown that the DRO problem (2) can regularize a small-sample SAA of problem (1) and its
solutions can mitigate the out-of-sample disappointment of decisions determined using the SAA approach
(see the reviews [15, 36, 43]).

We introduce a DRO framework for decision-making under uncertainty in the presence of covariate
information and study its theoretical properties. We first consider the setup in [1, 7, 47] for incorporating
covariate information in problem (1). Suppose we have access to joint observations of the random vector Y
and random covariates X. Given a new random observation X = x, our goal is to approximate the solution
to the conditional stochastic program

v*(z) :=minE[c¢(2,Y) | X = z]. (SP)
z€EZ
Applications of this framework include shipment planning under demand uncertainty [7, 10], where product
demands can be predicted using past demands, location, and web search results before making production
and inventory decisions, and portfolio optimization under market uncertainty [20], where stock prices can
be predicted using economic indicators and historical stock data before making investment decisions.

Motivated by applications where we may only have access to limited data, we consider data-driven DRO
formulations that incorporate a regression model within a DRO framework in a bid to construct estimators
for (SP) with better out-of-sample performance. Our data-driven DRO formulations are built around the
residuals-based SAA formulations that we studied in [34]. We define our DRO frameworks in Section 3, and
analyze their asymptotic and finite sample properties in Sections 4 and 5. Section 4 focuses on ambiguity
sets defined using Wasserstein distances, whereas Section 5 studies a family of ambiguity sets with discrete
support. The analysis in Sections 4 and 5 builds on our previous analysis of residuals-based SAA formulations
in [34], but makes several new contributions, including analysis of the average rates of convergence of our
DRO formulations and finite sample solution guarantees of Wasserstein DRO solutions. We also investigate
data-driven methods for choosing the radii of these ambiguity sets in the presence of covariate observations
in Section 6 without access to samples from the conditional distribution of ¥ given X = x. Numerical
experiments in Section 7 demonstrate the potential benefits of our modular data-driven DRO framework in
the limited data regime.

1.1 Related work

We begin by reviewing related work that aims to solve the conditional stochastic program (SP) without
using DRO. Ban and Rudin [1] and Bertsimas and Kallus [7] study policy-based empirical risk minimization
and nonparametric regression-based reweighted SAA approaches for solving (SP). Bertsimas and Kallus [7]
establish asymptotic optimality of their data-driven decisions, whereas Ban and Rudin [1] also present finite
sample guarantees in the context of the data-driven newsvendor problem. Bazier-Matte and Delage [5]
explore linear decision rules for a regularized portfolio selection problem given side information. They derive
finite sample and suboptimality performance guarantees for their solutions. Ban et al. [2] and Sen and
Deng [47] use parametric regression methods along with their empirical residuals to generate scenarios of the
random variables given covariate information. Ban et al. [2] prove asymptotic optimality of their decisions for
their particular application. Kannan et al. [34] introduce two new SAA formulations that use leave-one-out
residuals. They identify conditions under which solutions to their data-driven SAAs possess asymptotic and
finite sample guarantees. Kannan et al. [34] also review other data-driven approximations to (SP) that do
not use DRO.



Solutions to the above approximations to (SP) might display poor out-of-sample performance when we
only have access to limited joint data on the random variables and covariates. DRO offers a structured
framework for determining solutions with better out-of-sample performance in such situations. Next, we
review related work that attempts to solve (SP) using DRO.

Hanasusanto and Kuhn [31] study multi-stage stochastic programs with time series data. They propose a
x2-distance-based DRO formulation that uses Nadaraya-Watson regression estimates to approximate value
functions, and solve it using an approximate dynamic programming method. Bertsimas et al. [10] consider
a multi-stage DRO extension of the approach in [7] using the sample robust optimization method of [11].
They demonstrate asymptotic optimality of their decisions and develop an approximate solution method
using linear decision rules. Bertsimas and Van Parys [8] propose a notion of ‘bootstrap robustness’. They
define DRO extensions of the Nadaraya-Watson and k-nearest neighbors formulations in [7] using ambiguity
sets based on discrepancy measures and study their theoretical properties.

Blanchet et al. [14] and Nguyen et al. [41] consider Wasserstein DRO formulations of single-stage stochas-
tic programs arising in statistics or machine learning applications. Blanchet et al. [14] study how to optimally
size their ambiguity sets. Boskos et al. [17-19] explore the construction of Wasserstein ambiguity sets for
noisy observations of dynamically evolving random variables with known dynamics within a control setting.
They also consider the case when the random variables may only be estimated using noisy observations of
outputs of a linear time-varying system. Similar to our Wasserstein ambiguity sets in Section 4, they propose
to enlarge the radius of the ambiguity set to account for errors in the estimates of the random variables due
to measurement noise. Dou and Anitescu [20] consider a tailored Wasserstein DRO formulation of single-
stage stochastic convex programs when the data obeys a linear vector autoregressive model and derive its
tractable dual. Finally, Esteban-Pérez and Morales [24] construct a Wasserstein DRO extension of (SP) by
linking trimmings of probability distributions with the partial mass transportation problem. They show that
their approach naturally produces DRO extensions of formulations based on some nonparametric regression
techniques. They also allow for the available data to be contaminated, and establish asymptotic and finite
sample guarantees for their solutions.

We consider a flexible data-driven DRO extension of (SP) that integrates a regression model within a
DRO framework. Our work is similar in spirit to [20, 24], but we consider more general formulations (SP),
including two-stage stochastic programs, generic regression models, and more general DRO setups, including
ones based on Wasserstein distances, sample robust optimization, and phi-divergences. A key difference
between our Wasserstein DRO formulation in Section 4 and the formulation in [20] is that we consider an
ambiguity set for the residuals of the regression model, but do not consider one for its coeflicients for the
sake of generality. We investigate the theoretical properties of our residuals-based DRO formulations in
Sections 4 and 5. The case study in Section 7 demonstrates the modularity benefit of our formulations.

1.2 Summary of main contributions

The following summarizes the main contributions of this paper:

1. We introduce a general residuals-based DRO framework for approximating the solution to problem (SP)
based on the residuals-based SAA framework in [34]. Our DRO framework is flexible in the sense that
it can accommodate side information effectively using a variety of regression setups and ambiguity sets.
It also seamlessly extends existing DRO formulations that do not utilize covariate information.

2. We study asymptotic optimality, pointwise and average rates of convergence, and finite sample guar-
antees of solutions determined using Wasserstein ambiguity sets.

3. We consider a family of ambiguity sets with only discrete distributions and study the asymptotic and
finite sample properties of resulting solutions.

4. We investigate three data-driven approaches for choosing the radii of ambiguity sets for our residuals-
based DRO formulations. An important difference compared to traditional DRO without covariate
information is that we cannot assume access to samples from the conditional distribution of Y given



X = z. Consequently, radius selection strategies used in traditional DRO (that do not use covariate
information) may no longer yield the best radius for our ambiguity sets. We empirically demonstrate
that our new radius selection strategies yield good-quality decisions that work better for our setting
than the strategies in the traditional DRO literature.

5. Finally, our numerical experiments investigate the effectiveness of proposed approaches for sizing am-
biguity sets, validate our theoretical results, and demonstrate the advantages of our data-driven DRO
formulations in the limited data regime even when the prediction model is misspecified. These exper-
iments also provide insight into the relative performance of different DRO formulations and illustrate
the benefit of our framework’s modularity.

Notation. Let [n]:={1,...,n}, |||, denote the ¢,-norm for p € [1, 4], projg(v) denote the orthogonal
projection of v onto a nonempty closed convex set S, and ¢ denote the Dirac measure. We write ||| as
shorthand for ||-||2. Let P(S) denote the space of probability distributions with support contained in the
set S C R%. Given Q1,Q2 € P(S9), let II(Q1,Q2) denote the set of joint distributions with marginals Q
and Q2. The p-Wasserstein distance dy,,(Q1, Q2) between Q1 and Q2 with respect to the fo-norm? is given
by

1 .
(@1, @2) = ( [l = el )it € 1 +oc),

inf
mel(Q1,Q2)

d , = inf m-ess su —y2l|,
W00 (@1, Q2) el ) Tess s pllyr — y2l
where m-ess supg, glly1 — y2|| = inf{C : 7(|ly1 — y2|| > C) = 0} denotes the essential supremum with

respect to the measure 7. Let (S,%, i) be a measure space. Given ¢ € [1,+00], we write || F||L« to denote

the Li-norm of a measurable function F : S — R ie. ||F|r« = (fSHFquu)l/q. For any S C R%,
let C(S) denote the Banach space of real-valued continuous functions on S equipped with the supremum
norm. For sets A, B C R%, let D (A, B) := sup,c 4 dist(v, B) denote the deviation of A from B, where
dist(v, B) := infy,ep|lv — w]|.

The abbreviations ‘a.e.’, ‘a.s.”, ‘LLN’, ‘i.i.d.’, and ‘r.h.s.” are shorthand for ‘almost everywhere’, ‘almost
surely’, ‘law of large numbers’, ‘independent and identically distributed’, and ‘right-hand side’. For a random
vector V with probability measure Py, we write a.e. v € V to denote Py-a.e. v € V. The symbols 25, =5

and % denote convergence in probability, almost surely, and in distribution with respect to the probability
measure generating the joint data on Y and X. For random sequences {V,,} and {W,, }, we write V,, = 0,(W,,)
and V;, = O,(W,,) to convey that V,, = R, W,, with {R,,} converging in probability to zero, or being bounded
in probability, respectively. We write O(1) to denote generic constants and v, = ©(w,,) to mean that the
sequence {v,,} is asymptotically bounded both above and below by the sequence {w,}. We assume that all
functions, sets and selections are measurable (see [48, 50] for detailed consideration of these issues).

2 Preliminaries

2.1 Framework

We assume throughout that the random vector ¥ (commonly referred to as “dependent variables”) is related
to the random covariates X (commonly referred to as “independent variables”) as Y = f*(X) + ¢, where
f*(x) :=E[Y | X = 2] is the regression function and the random vector ¢ is the associated regression error.
We also assume that the zero-mean errors ¢ are independent? of the covariates X, and that f* is known to
belong to a class of functions® F. The model class F can be infinite-dimensional and can depend on the

LOur results can be extended to Wasserstein distances defined using {4-norms with g # 2.

2We investigate extensions of our framework that can adapt to heteroscedasticity in [35], where we assume that Y =
f*(X) 4+ Q*(X)e with X and ¢ independent (here, Q*(X) denotes the covariate-dependent covariance matrix of the errors).

3See Remark 1 at the end of this section for a discussion of the case when f* & F.



sample size n. Let Y C R%, X C R%, and Z C R% denote the supports of Y, X, and e, respectively.
Additionally, let Py|x—, denote the conditional distribution of ¥ given X = x and Px and P. denote the
distribution of X and e. Finally, we assume that the support ) is nonempty and convex, which ensures
that the orthogonal projection onto ) is unique and Lipschitz continuous. If ) is not convex (e.g., if it is
discrete), one option is to instead project onto its convex hull, conv(})’), and replace ) by conv()) in our
formulations, assumptions, and results.

Under the above assumptions, problem (SP) is equivalent to

v (z) = min{g(z;2) := Ele(z, f*() + )]}, (3)
where the expectation is computed with respect to the distribution P. of . We refer to problem (3) as the
true problem. We assume throughout that the set Z is nonempty and compact, E[|c(z, f*(z) + ¢)]] < +oo
for each z € Z and a.e. x € X, and the function g(-; ) is lower semicontinuous on Z for a.e. x € X. These
assumptions ensure that problem (3) is well-defined and the set S*(z) of optimal solutions to problem (3) is
nonempty for a.e. v € X.

2.2 Review of data-driven SAA formulations

We now summarize the residuals-based SAA formulations considered in [34]. Let D, := {(y*,z%)}"_; denote
the joint observations of (Y, X) and {e'}" ,, with ' := y* — f*(2%), i € [n], denote the corresponding
realizations of the errors. If we know the regression function f*, then we can construct the following full-
information SAA (FI-SAA) to problem (3) using the data Dy:

gélg{gn zyx) = %éc ’)} (4)

Because f* is unknown, we first estimate it by fn using a regression method on the data D;,. We then use
fn and its residuals on the training data &), := y* — f,(z%), i € [n], to construct the following empirical
residuals-based SAA (ER-SAA) to problem (3):

oER () = gélg{gn = %Zc Z , Projy(f. ( )—i—é;))} (5)
i=1

In contrast with [34], we project the points {fn(:zr) —l—éﬁl}ie[n] onto the support Y in this work. This projection

step may be helpful when the ER-SAA scenarios { fn(:zr) + éfl}ie[n] lie outside the support ) even though
the “true” FI-SAA scenarios {f*(x) 4 €'};¢[n are elements of ). It also ensures that the Wasserstein and
sample robust optimization-based DRO formulations considered in Section 3 are tractable under suitable
assumptions on the true problem (3). This is because the ambiguity set of these DRO formulations then
becomes a ball around the ER-SAA distribution defined below, with respect to a suitable Wasserstein metric
(cf. Section 4 of [23]). We stick with this modification of the ER-SAA formulation (5) throughout for
uniformity.

When the sample size n is small relative to the complexity of the regression method, the empirical
residuals {£°}"_, may be optimistically biased and provide a poor estimate of the samples {e'}"; of e.
This motivated our construction in [34] of two alternative SAA formulations that instead use leave one-out
(jackknife) residuals to construct scenarios of Y given X = x.

Let P*(x) denote the true empirical distribution of Y given X = x corresponding to the FI-SAA prob-
lem (4) and PEE(z) denote the estimated empirical distribution corresponding to the ER-SAA problem (5),

ie.,
Pi()=—~36 —1§nj
W(I) T ﬁ _ Fr(z)+ets - ﬁ ~ projy (fo(z)+E0)"



A main component of the analysis conducted in this paper is controlling the distance between the estimated
empirical distribution PP®(z) and the true empirical distribution P’(x). To enable this, note that the
Lipschitz continuity of orthogonal projections* implies that for each z € X

Iprojy (fa(@) +&1,) = (f*(@) + &) < |1&, ()], Vi€ [n], (6)
where &l (2) = (fa(x) + %) — (f*(2) +€°) = (fulz) — f*(x)) + (f*(2?) — fu(z?)). Note that & () equals the

sum of the prediction error at the new covariate realization x € X and the estimation error at the training
point z* € X.

Remark 1. Although we assume that the regression function f* belongs to the model class F to establish
our theoretical guarantees, our data-driven approximations of (3) are well defined even when f* & F, i.e.,
when the regression model is misspecified. In this setting, under mild assumptions the regression estnnates
fn converge to the best approximation to f* in the model class F, denoted by f, and residuals-based SAA
and DRO formulations then yield solutions converging to the optimal solution of the problem

n

min 1 Z (z, f(z) + &%),

zZEZ M
i=1
where & := f*(x') — f(2%) + €. Therefore, we can replace f* by f and {¢’} by {&'} in our assumptions and
results to characterize the asymptotic and finite sample properties of our data-driven approximations in this
case.

3 Residuals-based DRO formulations

We consider the following DRO extension of the data-driven SAA formulations reviewed in Section 2.2 to
approximate the solution to problem (3):

ﬁfRO(:v) =min sup Ey.qlc(z,Y)], )
#€E QePo(a)

where P, () is a data-driven ambiguity set for the distribution of ¥ given X = x that is centered at PP (x).
Let 2PR9(z) denote an optimal solution to problem (7) and SPBO(z) denote its set of optimal solutions.
We assume throughout that the objective function of problem (7) is real-valued and lower semicontinuous
on Z for each x € X. This ensures that its optimal solution set 5' DRO () is nonempty for each z € X.

We seek to derive DRO formulations (7) that obtain a solution zD RO () with good out-of-sample perfor-
mance g(2PHO(z);x) for relatively small sample sizes n. To support our investigation of such formulations,
we cons1der different desirable properties they may have. Given a risk level a € (0, 1), we wish to construct
the ambiguity set P, (z) such that one or more of the following properties hold for a.e. z € X (cf. [9, 23]):

1. Consistency and asymptotic optimality: the optimal value 927° () and solution 2P%° (z) of the
residuals-based DRO problem (7) satisfy

oPRO (1) By v (x), dist(2PEO (), S*(x)) &0, g(ZPFO(2);2) & v* ().

2. Rate of convergence: for some constant € (0,1] (ideally close to one), the optimal value 52%° (z)
and solution 20RO (1) satisfy®
‘ DRO | _ ( 77"/2)7 ‘g(éERO(I);I) _ v*(x)‘ _ Op(nfr/Q)'

“For any u,v € R, |[projy (u >—projy(v>|| < flu—vl.
5In special cases (e g., smooth unconstrained problems, see [30, Section 5]), it may be possible to establish the sharper
convergence rate !g DRO(x) ) —v* (x)| = Op(n™").



3. Finite sample certificate guarantee: the optimal value 0259 (z) provides the following certificate

on the out-of-sample cost of 2210 (z):

P{g(é’,?RO(x);x) < ﬁ,?RO(x)} >1—aq.

We would also like the solution 2PF9(z) to possess the following guarantee:

4. Finite sample solution guarantee: for a.e. x € X and any n > 0, there exist positive constants
['(n, z) and 7(n, x) such that the solution 2DRO () of the DRO problem (7) with a suitable specification
of the radius of the ambiguity set P, (z) satisfies

P {dist (2,7 (2), S*(x)) > n} <T(n,z)exp(—ny(n, z)).

Finally, we would also like problem (7) to be efficiently solvable in practice. Although our asymptotic
guarantees are stated in terms of convergence in probability, they can be naturally extended to consider
almost sure convergence under stronger assumptions on problem (3) and the regression estimate fn

We call problem (7) with the ambiguity set P, (z) centered at PPE(z) the empirical residuals-based
DRO (ER-DRO) problem. While in this paper we focus our attention on ER-DRO formulations, note that
the ambiguity set 75n(3:) can also be centered at the estimated empirical distributions corresponding to its
jackknife-based counterparts introduced in [34]. The analysis in [34, Appendix EC.1] can be used to extend
this paper’s results for ER-DRO to its jackknife-based variants.

In the remainder of this work, we focus on the use of the following data-driven ambiguity sets 75n(x) in
the construction of ER-DRO problem (7). Unlike the classical DRO setting [43], we allow the radius of these
ambiguity sets 75,1(1:) to depend not only on the sample size n and the risk level « that, e.g., shows up in the
finite sample certificate, but also on the covariate realization x € X; see (,(z) and un(z) below. We often
omit the dependence of the radius on « to simplify notation.

1. Wasserstein-based ambiguity sets (cf. [23, 28, 42]): given radius ¢, (z) > 0 and order p € [1, +o0], set
Pa(@) = {Q € P(YV) : dwp(Q, B7(2)) < Cal®)}-
2. Sample robust optimization-based ambiguity sets (cf. [11, 53]): given radius p,(x) > 0 and parameter
p € [1,+00], setb
~ 1 - i . r A7 —1 .
Pulw) = {Q = = 3" a5+ 15" = projy (fula) + &)y < pin(@),5" € V. ¥i € [n]}.
i=1
We focus on ambiguity sets constructed using p = 2 to keep the exposition simple, but our analysis

also extends to ambiguity sets with p # 2.

3. Ambiguity sets with the same support as PP (z) (cf. [4, 6], for instance): given radius ¢, () > 0, set
Pul@) = {Q = D Pibpragy (5,120 P € Pul@iGale)) |,
i=1

where B, (x; (,(z)) is a generic ambiguity set for the n-dimensional vector of probabilities p. We focus
on sets P, (z; ¢, (x)) that satisfy for each z € X

p € R} and sz- =1, Vp € Pu(z;Cal(r)),
=t (8)

lin (5 C) = P (:0) = {(1 L 1)}

cl0 n'n’ n

6We use pin (z) to avoid a clash with the notation (y, (z) for the radius of ambiguity sets with the same support as PER (z).
Having different notation for these two radii will prove useful in our unified analysis of the corresponding ER-DRO problems
in Section 5.



The above family of ambiguity sets—that use the same support as P,;ER(:C)—result in tractable ER-
DRO formulations (7) under milder assumptions on the true problem (3) compared to Wasserstein and
sample robust optimization ambiguity sets, which go beyond the support of PX%(x).

We now provide two examples of the last category of ambiguity sets. Appendix B includes a third example
based on mean-upper semideviations.

Example 1. CVaR-based ambiguity set [45, 48]: given radius ¢, (x) € [0, 1), set

n . - _ . 1 i
B (z; Cu(2)) := {peRJr.;pl—l,ngm,Vze[n]}.

Observe that (,(z) enters the ambiguity set B, (z; (. (x)) through the CVaR risk parameter.

Example 2. Phi-divergence-based ambiguity sets [4, 6]: Let ¢ : R, — R, be a lower semicontinuous, convex
phi-divergence function with a unique minimum at 1 and ¢(1) = 0. Given radius (,(x) > 0, define P, (z)
using

Baloi o) = {p R Yo pi =1, 2 3 o) < Galo) .
i=1 =1

Particular instances include Kullback Leibler divergence, variation distance, and Hellinger distance-based
ambiguity sets.

In the next section, we investigate the theoretical properties of using Wasserstein ambiguity sets within
the ER-DRO problem. In Section 5, we present a unified analysis of the theoretical properties of using both
sample robust optimization ambiguity sets and ambiguity sets with the same support as I:’f R(z). Hereafter,
we often write P, (x; Cn(x)) instead of P, (z) to make its dependence on the radius ¢, () explicit. We also
write ¢, (o, x) instead of ¢, (z) when we want to emphasize the dependence of the radius on the risk level a.

4 Wasserstein-based ambiguity sets

We now establish asymptotic optimality, rates of convergence, and finite sample guarantees for ER-DRO
formulations defined using p-Wasserstein distance-based ambiguity sets with p € [1,400). Section 5 presents
analysis for ambiguity sets defined using the co-Wasserstein distance by exploiting a link with sample robust
optimization [11]. Sections 4.1 and 5 of [23] and Section 2.2 of [36] identify conditions under which the
resulting ER-DRO formulation (7) is computationally tractable. References [3, 28, 32] also consider solution
approaches for the setting where problem (3) is a two-stage stochastic program.

We begin with a light-tail assumption on the distribution P of the errors e.

Assumption 1. There is a constant a > p such that E [exp(]|e]|*)] < +o0.

Assumption 1 (cf. [23, Assumption 3.3]) may not hold for sub-exponential distributions. Additionally,
when p > 2, it requires the tails of € to decay at a faster rate than Gaussian tails. However, sub-Gaussian
errors (see Definition 1 below) can be handled using p € [1,2). Our first result identifies sufficient conditions
under which sub-Gaussian errors satisfy Assumption 1 for p € [1,2).

Definition 1. A random vector V € R% is said to be sub-Gaussian with variance proxy o2 if E[V] = 0 and
E [exp(suTV)] < exp(0.50%5%), Vs € R and u € R% s.t. |lul| = 1.

Definition 1 implies that the class of sub-Gaussian random vectors includes zero-mean Gaussian random
vectors.

Proposition 1. Suppose ¢ is a sub-Gaussian random vector with independent components and variance
proxy o2. Then E [exp(||e]|?)] < +o0, Va € (1,2).



Proof. See Appendix A.1. O
Next, we make a finite sample assumption on the regression estimate fn

Assumption 2. The regression estimate fn possesses the following finite sample property: for a.e. z € X
and any risk level o € (0, 1), there exists a constant xp,(c, ) > 0 such that

]P’{Hf* z) — fu(@)|? > kD (o,x)} <a, and
o5 )~ a1 > e <

We use same the constant x, (o, x) for both the prediction error at the new covariate realization z € X
and the power-mean estimation error on the training data points {2} ; to keep the notation simple even
though the latter does not depend on z. Appendix EC.3 of [34] 1dent1ﬁes conditions under which parametric
regression methods such as ordinary least squares (OLS) and Lasso regression satisfy Assumption 2 for the
case p = 2 with constants 3 ,(a,z) = O(n~"log(a™!)); we omit the dependence on x here for simplicity.
Nonparametric regression methods, on the other hand, typically only satisfy Assumption 2 with constants
kP () = O(n~log(a!))9W/4= - Similar bounds readily hold for p # 2, e.g., if the support X of the
covariates is compact. If Assumption 2 holds for p = 2, the power mean inequality implies that it also holds
for any p € [1,2) with kpn (o, @) = Ko n(o, ).

We make the light-tail Assumption 1 on the distribution P. of the errors € to invoke the concentration
inequality in Lemma 2 for the true empirical distribution P} (z). Throughout, we assume p # d,/2 for a
slightly simpler form of this concentration inequality; see [25, Theorem 2] for the case p = d,,/2. Lemma 2
also applies to non-i.i.d. data D,, such as time series data (cf. [20]).

Lemma 2. [Theorem 2 of [25]] Suppose Assumption 1 holds, p # d,/2, and the samples {e'}" ; are i.i.d.
Then, for all Kk >0, n € N, and x € X

O(1) exp(—O(1)nrmax{du/P2Hy if 4 <1

Pldwp(P(2), Prix=s) 2 5} < {o<1>exp<—0<1>m“/P> ifr>1"

The O(1) constants in Lemma 2 only depend on a, d;, and E [exp(]|e||*)] (see [25, Theorem 2]). We require
a few intermediate results before we can establish a finite sample certificate guarantee for Wasserstein ER-
DRO estimators in Theorem 7 (cf. [36, Theorem 19]). The first result bounds the p-Wasserstein distance
between the estimated empirical distribution anR(,T) and the conditional distribution Py|x_, of ¥ given
X ==

Lemma 3. For each z € X
. 1/p
i (PER (o), Prie) < ( ZH DIP) b (P, P

Proof. The triangle inequality for the p-Wasserstein distance yields

dw,p(PY " (x), Py x=2) < dw,p(PY (), Py (2)) + dwp( Py (2), Pyx=)-

The stated result then follows from the definition of the p-Wasserstein distance and inequality (6) since

BB < Z”pmﬂy Ful@) +2,) - (f*<x>+ai>|p>l/p
< (31 wir) " ]



The next result bounds the power mean deviation (2 >7 ||éfl(x)||p)1/p.

Lemma 4. For each z € X

G ZH o) <1rw - huw+ (L ZII i)™

Proof. We have from the definition of & (x) that

( Z”g" 'p)w s(% iﬂlf*@ — fa@)]l + (") - fn<xi>||)p)1/p

=1
1/p
<1 (@) - Fulw)] + ( an >||p) ,

where the first step follows from the triangle inequality for the ¢5-norm, and the second step follows from
the triangle inequality for the £,-norm. O

We also require the following simple inequality.

Lemma 5. Let V and W be random variables and ¢y, co € R. Then

PV+W>ci+c) <P(V>c)+P(W > ).

We are now ready to derive a finite sample guarantee for (£ 37" [|€7 ()[|?) e

Lemma 6. Suppose Assumption 2 holds and « € (0,1). Then for a.e. z € X

o (23 nar) > 2 (§0) < 5

Proof. We have for a.e. v € X

¢ Zn ”p>1/p>2w(%$)}
<e{ire)- i+ ;3006 @) > 20 (50) )

<P {|1"() = ful2) ] > np,n(%,x)}
B{ L1560~ e > w0 (S) )
i=1

<& n a  «a
4 4 2’

where the first step follows by Lemma 4, the second step follows from Lemma 5, and the last step holds by

Assumption 2. O

To establish our asymptotic and finite sample guarantees, we enlarge the radius of the Wasserstein
ambiguity set that is used in the absence of covariate information [23, 36]. This enlargement accounts for
the error in estimating the regression function f*. In particular, for a given covariate realization z € X and
risk level o € (0, 1), we use

Gnla @) = ki (@, 2) + K2, (@) 9)



as the radius of the ambiguity set, where fi,(f%(a, z) :=2kp,(%,2) and

(0(1) log(O(1)a™ 1) ) min{p/dy,1/2}

n

R (@) = it n > 0(1)log(O(1)a)

n

1 /a :
(M)p it n < O(1)log(O(1)a)

The constants a and k., above are defined in Assumptions 1 and 2. The term mé?%(a) is obtained by
setting the r.h.s. of the inequality in Lemma 2 to /2. While this choice of (, helps us derive our theoretical
guarantees, it involves unknown constants and is often conservative in practice (see Remark 3). We investigate

practical data-driven approaches for choosing ¢, in Section 6.

Theorem 7. [Finite sample certificate guarantee] Suppose Assumptions 1 and 2 hold, a € (0,1) is a given
risk level, and the samples {'}"_, of the errors are i.i.d. Then, for a.e. z € X, the finite sample certificate
guarantee P {g(2079 (x); x) < 9P%°(2)} > 1 — a holds for the ER-DRO problem (7) with radius ¢, (o, ) of

n

the ambiguity set P, (z; ¢, (v, x)) specified by equation (9).

Proof. Lemma 6 and Lemma 2 imply that

P{ (% ilé:;(x)w)l/p > n;ma,@} <

P{dwp(P; (), Py|x=a) > /iz(f%(a)} <

, forae z€eX,

I IER o)

, VredX.

Consequently, equation (9), Lemma 3 and Lemma 5 imply that
]P’{dWVP(PfR(:r),PwX:m) > (u(a,2)} < a forae € X.
The stated result follows from the definition of the ER-DRO problem (7). O

We now make the following assumption along the lines of [23, 28, 36] to show in Theorem 9 that solutions
to the ER-DRO problem (7) with radii {, (a,,z) are asymptotically optimal for a suitable sequence of risk
levels {ay, }.

Assumption 3. The function ¢(-,Y") is lower semicontinuous on Z for each Y € Y and the function ¢(z,-)
is continuous on Y for each z € Z. Furthermore, there exists a constant B, , > 0 such that

(2, V)| < Bep(L+[IY]?), VzeZ, Vel

We also make either of the following assumptions on the function c¢ to establish a rate of convergence of
the ER-DRO estimator in Theorem 10.

Assumption 4. For each z € Z, the function ¢(z,-) is Lipschitz continuous on ) with Lipschitz con-
stant L (z).

Assumption 5. The Wasserstein order is p > 2. Furthermore, for each z € Z, the function ¢(z,-) is
differentiable on Y with E [[[Ve(z,Y)||?] < +oo and

IVe(z,9) = Velz )| < Le(2)llg —yll, Yy, g€

Assumptions 3, 4, and 5 hold for broad classes of stochastic programs, including two-stage stochastic
mixed-integer linear programs (MIPs) with continuous recourse [34, Appendix EC.2].

Assumption 6. The sequence of risk levels {a,} C (0, 1) satisfies > «, < oo and lim (,(o,,x) = 0 for
n—oo
a.e. x € X with the radius ¢, defined in (9).

11



We have the following useful result.

Lemma 8. Suppose Assumptions 1, 2, and 6 hold and the samples {¢'}? ; are i.i.d. Then, a.s. for n large
enough
*(x) < g(3PEO(2); 2) < 0PFO(z), for ae. z € X.

v
Furthermore, let z*(z) € S*(x) be an optimal solution to problem (3). Then

A. If Assumption 4 holds, we a.s. have for a.e. z € X and n large enough
iy 10 () < 0™ (@) + 2L1 (2" (2)) o (@, ).
B. If Assumption 5 holds, we a.s. have for a.e. z € X and n large enough
8110 (2) < v* (@) + 2(E [ Ve(=" (@), Y)[2]) " Gulam, @) + 4La(=" (@) (0, ).
Proof. See Appendix A.2. O

We now state our asymptotic guarantees for Wasserstein ER-DRO.

Theorem 9. [Consistency and asymptotic optimality] Suppose Assumptions 1, 2, 3, and 6 hold and the
samples {e'} | are i.i.d. Then, for a.e. x € X, the optimal value and solution of the ER-DRO problem (7)
with amb1gu1ty set Pn( ; Cn (e, ) are consistent and asymptotically optimal, i.e.,

010 (@) 2 0¥ (x), dist(2779(2), 8% (2)) = 0, g(277 (x);2) = v* (2).

Theorem 10. [Rate of convergence| Suppose the assumptions of Theorem 9 and either A§sumption 4 or
Assumption 5 hold. Then, for a.e. x € X, the ER-DRO problem (7) with ambiguity set P, (x; (. (an, x))

satisfies
0 1 (@)] = Op (Gulam, @), |92 (@); (@)] = Op(Calan, 2)).

Proofs of Theorems 9 and 10 are in Appendices A.3 and A.4. The proof of Theorem 9 mirrors that
of [23, Theorem 3.6] (it shows that the conclusions in fact hold almost surely). Similar to the setting without
covariate information [23], we can typically choose the sequence of risk levels {a;, } in Assumption 6 to be any
sequence converging at a slower rate than {exp(—n)} when the errors € are sub-Gaussian (see the discussion
following Assumption 2).

Remark 2. Assumption 5 can be weakened to consider functions ¢ that satisfy
[Ve(z,9) = Ve(z, y)ll < Lo(z, )7 —wll®, VzeZ,y,5€),

and E [||La(z,Y)[[P/®=D] < +o0, Vz € Z, for some constant £ € (0,1] and orders p > 1 + k, see [29,
Proposition 1]. Furthermore, Assumption 5 can also be weakened to consider functions ¢ of the form
c(z,Y) = max;en,jci(2,Y), where N. € N and for each z € Z, the constituent functions c;(z,-) are
differentiable on Y and satisfy E[max;c(n,][|Ve;(z,Y)|?] < +oo and

[Vej(2,9) = Vej(zy)ll < Li2(2)lg—yll, Yy, g€, j €[N

The above weakening of Assumption 5 makes it applicable to a larger class of stochastic programs. We stick
with Assumption 5 for simplicity.

Remark 3. Recall the radius given in (9) consists of two parts. For the part that relates to the Wasserstein

ambiguity set without covariate information, because the rate dyw,,(Py(z), Py|x=s) = O, (n~P/4v) cannot

be improved in general (see [36, Example 3]), we usually have /@1(3,)1(04") converging to zero only at the
slow rate ©(n~P/%). Therefore, the convergence rate afforded by Theorem 10 suffers from the curse of

dimensionality even when we use parametric regression methods, which typically exhibit better rates of

12



convergence on the part of the radius that relates to the estimation of f* (cf. [34, Theorem 2]). The
analysis in Gao [27] and Blanchet et al. [16] implies that, under certain assumptions, using the smaller
radius C,(a, ) == max{r\a(a, x), B0 (@)} with suitably chosen A5 () = O(n~1/2) results in estimators
with a finite sample certificate-type guarantee and sharper convergence rates. This smaller choice of the
radius ¢, also yields estimators with the conventional O,, (n~1/2) rate of convergence when we use parametric
regression methods to estimate the function f*. Consequently, if sharper finite sample guarantees such as
those in [16, 27] apply, then Theorem 10 can be readily adapted to derive sharper convergence rates. However,
the assumptions in [16, 27] may exclude some formulations of interest, such as two-stage stochastic programs
(see, e.g., [16, Assumption (A3)] and [27, Assumption 2]), or may be difficult to verify in general (see [27,
Section 5]).

Next, we identify conditions under which the optimal objective value of the Wasserstein ER-DRO prob-
lem (7) converges to v*(x) at a suitable rate with respect to the L%-norm on X for ¢ € [1,00]. We make the
following stronger form of Assumption 2 for simplicity.

Assumption 7. The regression estimate fn possesses the following finite sample property: for any risk level
o € (0,1), there exists a positive constant r,(a) such that P{sup,c x| f*(z) — fu(2)|| > rn(a)} < a.

Appendix EC.3 of [34] verifies that Assumption 7 holds for some parametric and nonparametric regression
methods such as OLS, Lasso, and kNN regression when the support X of the covariates is compact. When
Assumption 7 holds, we write (,(«) instead of (,(«, x) for the radius specified by (9).

Theorem 11. [Mean convergence rate] Suppose Assumptions 1, 3, 6, and 7 hold, and {e‘}?; are i.i.d.
Let g € [1,400] and suppose either Assumption 4 holds with ||Li(2*(-))||« < +00, or Assumption 5 holds
with || (Ey [ Ve(z*(), Y)[12]) %[l < +00 and || La(2*(-))] a < +00. Then, the ER-DRO problem (7) with
ambiguity set Py, (2; Cp (i, ) satisfies

0y (X)) = 0" (X)]| 1, = Op(Gulem)),

927 (X): X) = v*(X)|| 1y = Op(Galan))-

Proof. Following the proof of Theorem 7, we have
]P){dW,;D(PnER(I)aPY|X:m) > Cn(an)v Vo € X} < ay.

Note that we are able to make the above assertion jointly over all © € X because the radius ¢, () is
independent of = by Assumption 7. Following the proof of Lemma 8, we then a.s. have for all n large enough:

v*(z) < g(ZPRO(x);2) < 0PRO(x), Vo e X.

Suppose Assumption 4 holds. Let z*(x) € S*(x). From part A of Lemma 8, the above inequalities a.s. imply
for all n large enough:
oDRO () —v*(2) < 2L1(2%(2))Cn (), Vz € X.

Consequently, when Assumption 4 holds
0 FO(X) = 0" (X)]| 1y = IE1(Z" () Lo Op(Galawn))-

Suppose instead that Assumption 5 holds. From part B of Lemma 8, the above inequalities a.s. imply for
all n large enough and each z € A

DPRO () — v* (z) < 2(By [|Ve(2*(x), V))2]) "/

n Gnlan) +4L2 (2" (2)) G (an).-
Consequently, when Assumption 5 holds

1/2

00 (X) = 0" (X) | o = I B [I9e(=" (), V)IF]) e Op(Galan). -
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Appendix EC.2 of [34] presents conditions under which some of the new assumptions of Theorem 11 hold.
We now identify conditions under which the ER-DRO estimators possess a finite sample solution guarantee.
We first refine Assumption 2 to another more convenient, stronger form in Assumption 8.

Assumption 8. The regression estimate fn possesses the following large deviation properties: for any
constant x > 0, there exist positive constants K, ¢(k,x), Kp (), Bp, (K, ), and B, (k) satisfying

]P’{Hf*(:v) — fn(x)Hp > f#’} < K, ;(k,z)exp (—npB, s(k,x)), for ae. z € X,

]P’{% DI at) = fala)|? > Hp} < Kp,g(r) exp (=nfp,f (k) -
i=1

Appendix EC.3 of [34] verifies Assumption 8 for some popular regression setups for p = 2; see the
discussion after Assumption 2 for p # 2. The following result will prove useful in deriving our finite sample
solution guarantee.

Lemma 12. Suppose Assumptions 1, 2, 3, and 8 hold, the samples {}"_; are i.i.d., and either Assumption 4
or Assumption 5 holds. Then, for a.e. # € A and any x > 0, there exist positive constants I'(x, z) and 7(k, x)

such that the solution of the ER-DRO problem (7) with risk level a = I'(x, ) exp(—n7y(k, x)), radius ¢, (a, x)
specified by (9), and ambiguity set P, (z; (, (v, z)) satisfies

P{g(zPC(x);2) > v*(2) + K} < o0 (k, ) exp(—nA(k, x)). (10)
Proof. See Appendix A.5. O

Theorem 13. [Finite sample solution guarantee| Suppose Assumptions 1, 2, 3, and 8 hold, the samples
{e"}n_, are i.i.d., and either Assumption 4 or Assumption 5 holds. Then, for a.e. z € X and any 1 > 0, there
exist positive constants I'(n, ) and (n, ) such that the solution of the ER-DRO problem (7) with risk level
a = T(n, z) exp(—ny(n, ), radius ¢, (, z) determined using equation (9), and ambiguity set P, (z; ¢, (o, z))
satisfies

P {dist (2, (z), S*(x)) > n} < 20(n, x) exp(=ny(n, z)).

Proof. From Lemma 12, we have for any x > 0, there exist [(k,2) > 0 and A(k,z) > 0 such that in-
equality (10) holds with o = T'(k, z) exp(—nJ(k, z)). We now argue that inequality (10) implies the stated
result.

Suppose we have dist(2P59 (), S*(x)) > n for some > 0, € X, and sample path. Since g(-; ) is lower
semicontinuous on the compact set Z for a.e. # € X, [34, Lemma 3] implies g(2259 (x);2) > v*(z) + k(n, )
for some constant x(n, z) > 0 on that path (except for paths of measure zero). We now bound the probability

of this event. The above arguments imply for a.e. x € X

P {dist(277 (2), $* (x)) = n} < P{g(zP"C(2);2) > v*(2) + K(n,2)}
< 20(k(n, x), ) exp(—n7 (k(n, x), z)).

Therefore, the desired result holds with constants I'(n, ) = I'(k(n, z), z) and v(n, z) = Y(k(n, x), x). O

Theorem 13 is similar to the finite sample guarantee in [34, Theorem 3] for solutions to the ER-SAA
problem. However, unlike [34, Theorem 3|, the dependence of the convergence rate on the parameter n
in Theorem 13 suffers from the curse of dimensionality even if we use parametric regression methods to
estimate f* (cf. Remark 3). Inequality (10) shows that the out-of-sample cost of the Wasserstein ER-DRO
estimators possesses a finite sample guarantee similar to the guarantee in the solution space. This convergence
rate estimate also suffers from the curse of dimensionality with respect to the parameter £ (we do not know
if faster rates of convergence can be derived).
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5 Sample robust optimization-based ambiguity sets and ambiguity
sets with the same support as PPf(x)

In this section we present a unified analysis of using two forms of ambiguity sets within problem (7): sample
robust optimization-based ambiguity sets and ambiguity sets with the same support as PFf(x). Specifically,
we consider ambiguity sets of the form

Pula) = {@ = Doty 0 € Baloi o), 7 € Fhasnala). ¥i € o] .

Vi (3 i (2)) := {y € Y+ |ly — projy (fu(z) + )| < pn(2)},Vi € [n],

where p,(z) and (,(z) are nonnegative radii and the ambiguity set B, (x; ¢, (x)) for the probabilities p
satisfies (8). This family of ambiguity sets generalizes both sample robust optimization-based ambiguity sets
constructed using the fo-norm (obtained by setting (,(z) = 0) and ambiguity sets with the same support
as pr(:v) (obtained by setting u,(z) = 0). We establish asymptotic optimality, rates of convergence, and
finite sample-type guarantees for the corresponding ER-DRO estimators (7).

When g, (z) = 0 and problem (3) is a tractable convex program, the resulting ER-DRO problem (7)
remains tractable and convex for many choices of the ambiguity set P, (z; ¢, (z)) such as Examples 1 and 2
(see, e.g., [6]). On the other hand, when p,(z) > 0 and problem (3) is a two-stage stochastic linear program,
then the ER-DRO problem (7) exhibits a min-max-min structure whose solution is in general NP-hard.
References [12, 52] investigate approaches for approximately solving the ER-DRO problem (7) when the true
problem (3) is a two-stage stochastic LP and (,(z) = 0.

To facilitate our analysis, denote by gf;} and g; ,, the functions

n
PPR(zz) = s Sp s czy)
PEPn(3Cn (@) =7 yeVi (wipn(z))
n
Gin(z;w) 1= sup ZpiC(Z,f*(a:) +&%).
PEPn (w:¢n () ;=1

Note that the function gf}f is equivalent to the objective function of the ER-DRO problem (7) with the
above definition of the ambiguity set ﬁn(x) Additionally, g5 ,, is equivalent to the objective function of the
FI-SAA problem (4) when (,(z) = 0 and condition (8) holds.

We begin by investigating conditions under which the optimal value and set of optimal solutions to the

ER-DRO problem (7) converge in probability to the true problem (3). We make the following assumptions
in this regard.

Assumption 9. For each z € Z, the function ¢(z,-) is Lipschitz continuous on ) with Lipschitz constant
L(z) satisfying sup,cz L(z) < 400.

Assumption 10. For a.e. z € X, the sequence of FI-SAA objectives {gX(-;2)} converges in probability to
the function ¢(-; ) uniformly on the set Z.

Assumption 11. The regression estimate fn has the consistency properties
1 n
fulx) B f*(x), forae zeX, and — ZHf*(x’) — fu(@)]? & 0.
n
i=1

Assumption 9 is a uniform Lipschitz continuity assumption that strengthens Assumption 4. Appendix EC.2
of [34] verifies that Assumption 9 holds for two-stage stochastic MIPs with continuous recourse. Assump-
tion 10 is a uniform weak LLN assumption, whereas Assumption 11 is a mild consistency assumption that
holds for many popular regression setups (cf. Assumptions 3 and 4 of [34]). Assumption 11 is weaker than
Assumption 2. We require the following additional assumptions for ambiguity sets with (,(x) > 0.
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Assumption 12. The radius (,(x) of the ambiguity set is chosen such that

n

sup Z (pl- - l)2 =0(n""), forae z€X,

PEPn(T:¢n () -1 n
for some constant p > 1.

Assumption 13. The following weak uniform LLN holds for a.e. x € X

sup 1 z": (cz, f*(z) + 51'))2 - ]E{(c(z, f*(x) + 5))2H 2o,

n
2€EZ i—1

with sup,cz E[(c(z, f*(z) + E))2] < +o0 for ae. x € X.

Assumption 12 requires us to choose the radius ¢, (z) so that the ambiguity set ., (x; (,(x)) converges
to the singleton {(%, ey %)} at a fast enough rate. This is always possible since we assume equation (8)
holds. We are interested in cases when Assumption 12 holds with p € (1,2] (see Theorem 17). Lemma 13
of [21] (cf. [6, 37, 38]) shows that for phi-divergence ambiguity sets B, (z; ¢, (z)) constructed using a twice
continuously differentiable and strictly convex divergence function ¢ with ¢'(1) = 0 (these conditions are
satisfied by most of the divergence functions listed in [6, Table 2]), we have

(-2 -o(52)

PEPn (z:¢n () ;1

Consequently, Assumption 12 holds for such phi-divergence-based ambiguity sets B,,(x; ¢, (x)) whenever the
radius (,(x) = O(n'~?). This bound on (,(x) is sharp in the sense that Assumption 12 does not hold
if ¢, (x) grows faster than n!~? asymptotically. Appendix B presents some other examples of ambiguity sets
for which Assumption 12 holds.

Theorem 7.48 of [48] presents conditions under which both Assumptions 10 and 13 hold when the sam-
ples {e} , are i.i.d. Note that Assumption 13 can also be equivalently stated as a weak uniform LLN
assumption on the sample variance of the sequence {c(z, f*(z) +¢*)}"_; when {e'}"_, arei.i.d. [21].

The following result will be useful in deriving asymptotic guarantees for the ER-DRO formulations studied
in this section.

Lemma 14. Suppose Assumption 9 holds. We have for each x € X

sup |95 (z;2) — g(z; @)

zE
< sup L(2) (Mn(:c) + (% é(ﬁi(gﬁ)”f) é)pemns(gzn(z))(l + niz:(pi B %)2)%

n

B %)Q)iup(l D (el (@) +<)%)

N|=

o (30

Pemn(CE,Cn(ﬂC)) i=1
+sup |gy (2;2) — g(z; 2)|
z€Z

(11)

Proof. See Appendix A.6. O

Our first result identifies conditions under which the sequence of objective functions {gZ(-;x)} of the
ER-DRO problem (7) converges uniformly to the objective function g(-;x) of the true problem (3) on Z.
Theorem 9 of [21] presents an analogous result for a class of phi-divergence-based ambiguity sets in the
absence of covariate information.
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Proposition 15. Suppose Assumptions 9 to 13 hold and the radius p, (x) satisfies lim,,_, o ptn () = 0 for a.e.
x € X. Then, for a.e. z € X, the sequence of objectives {gFF(-;2)} of the ER-DRO problem (7) converges
in probability to the objective ¢(-; ) of the true problem (3) uniformly on the set Z.

Proof. We wish to show that

sup |g£§(z;x) —g(z2)| 20, forae z€AX.
z2€Z

We bound this term from above using Lemma 14.
The third term on the r.h.s. of (11) vanishes in the limit in probability for a.e. x € X under Assumption 10.
We show that the first two terms also converge to zero in probability; the result then follows by o,(1)+0,(1) =

op(1).
Consider the first term on the r.h.s. of (11). We have for a.e. x € X

sup 1) (a0 + (232 @17)) s (1403 (m-2))

2€Z PER R (2;Cn ()
= 0(1)0,(1)O(1) = 0p(1),

on account of Assumptions 9, 11 and 12, lim,,_, pn(x) = 0, and [34, Lemma 1].
Next, consider the second term on the r.h.s. of (11). We have for a.e. z € X

w5 1) (S )’

PEPn (ziCn(2)) ¥ 5 zeZ NV
= 0(1)0p(1) = 0p(1),
on account of Assumptions 12 and 13. O

It can be seen from the proof that Assumptions 12 and 13 are not required for sample robust optimization-
based DRO, i.e., when the radius (,(x) = 0.

Remark 4. Assumption 9 can be weakened to a local Lipschitz continuity assumption under stronger
assumptions on the regression setup. In particular, when (,(z) = 0, the conclusion of Proposition 15 holds
if we replace Assumption 9 with [34, Assumption 2]. When (,(z) # 0, we need to replace Assumption 9
with strengthened versions of Assumption 11 and [34, Assumption 2] involving fourth degree terms.

Proposition 15 provides the foundation for showing that the ER-DRO estimators are asymptotically
optimal. We omit the proof of Theorem 16 since it is identical to the proof of [34, Theorem 1] in light of
Proposition 15.

Theorem 16. [Consistency and asymptotic optimality] Suppose the assumptions of Proposition 15 hold.
Then, for a.e. z € X

@DRO(:C) LN v*(x), D (S’ERO(:C), S*(a:)) LN 0, sup  ¢(z;x) 2, v*(x).
2€8DRO (1)

Next, we investigate the rate of convergence of the optimal value of the ER-DRO problem (7) to that
of the true problem (3). To enable this, we require the following rate of convergence assumptions on the
FI-SAA problem (3) and the regression estimate f,, (cf. Assumptions 5 and 6 of [34]).

Assumption 14. The function ¢ in problem (3) and the data D,, satisfy the following functional central
limit theorem for the FI-SAA objective:

\/E(QZ(J) —g(s2)) i> V(;x), forae xeX,

where g*(-;x), g(-;x), and V(-;x) are (random) elements of C'(Z).
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Assumption 15. There is a constant” 0 < r < 1 such that the regression estimate fn satisfies the following
convergence rate criteria for a.e. x € X

1f*(2) = ful@)|® = lef (@)]* = Op(n™").

Assumption 15 strengthens Assumption 11. It typically holds with » = 1 for parametric regression
methods such as OLS and Lasso regression under mild assumptions. On the other hand, nonparametric
regression methods such as kernel regression and random forests usually satisfy Assumption 15 only with
r = 0(1)/d, due to the curse of dimensionality.

Our next result establishes a convergence rate for the ER-DRO problem (7). The choice p = 147 in
Assumption 12 ensures that the resulting ER-DRO estimators enjoy the same rate of convergence as the
ER-SAA estimators in [34].

Theorem 17. [Rate of convergence] Suppose Assumptions 9, 13, 14, and 15 hold. In addition, suppose
Assumption 12 holds with p = 1 4 r and the radius p, (z) satisfies u,(z) = O(n="/?) for a.e. * € X, where
the constant r is defined in Assumption 15. Then, for a.e. x € X, the solution of the ER-DRO problem (7)

satisfies

’IA}?RO(ZC) _ ’U*(.’IJ)‘ _ Op(nfr/Q ADRO( ’ _ 77"/2

lg(

Proof. We bound sup,¢ = ’fo(z; x) —g(z; x)} from above using Lemma 14.
Assumptions 9, 12, and 15 and p,, = O(n~"/?) imply that the first term on the r.h.s. of inequality (11)
satisfies for a.e. x € X
Sup|9.7/(2:2) = 93n(z2)| = Op(n™""?).

Assumptions 12 and 13 imply that the second term on the r.h.s. of inequality (11) satisfies for a.e. z € X

sug\g;n(zw) —gn(z2)| = Op(n~""?).
zE

Finally, Assumption 14 implies \/nsup.cz|g;(z;2) — g(z; )| = Op(1) for a.e. € X, which in turn implies
sup,cz|gi(2;2) — g(z;2)| = O,(n~1/2). Putting the above three inequalities together into inequality (11),
we obtain

sug‘f]ff(z;x) —g(z2)| = 0,(n™"?), for ae. x € X.

ze

This implies that for a.e. x € X and any « > 0, there exists M, > 0 such that
P {sup‘gff(z;x) —g(z2)| > Manr/z} <o
z€EZ

Consequently, we have for a.e. © € X

P {6050 (@) > v*(2) + Man~ 3} < P{gER(z"(z);2) > v"(z) + Mm% }
<P{|gEE(z" (x);2) —v*(2)| > Man~%},

P{v"(2) > 0070 (@) + Man ™} < P{g(P 0 @)2) > 0770(@) + Man )
<P{|0779 (@) — g(277 (x);0)] > Man™ 3}

&

D
U,
RO

Therefore, both [9P7C (x) — }g (2PRO(7);2) — v*(g;)} are Op(n*’”/Q). 0

Our next result analyzes the rate of convergence of the ER-DRO objective with respect to the L4-norm.
We require the following refined assumptions.

"The constant r is independent of n, but could depend on the covariate dimension d.
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Assumption 16. The radius (,(x) of the ambiguity set is chosen such that

sup sup (pz' - —) =0(n"")
TEX pemn(x;Cn(z)); K

for some constant p > 1.

Assumption 17. There is a constant 0 < r < 1 such that the regression estimate fn satisfies the following
convergence rate criteria:

1F7(X) = fu(X) s = Op(n™"/?), ZHf (@)]* = Op(n™").
Assumption 18. The function ¢ in problem (3) and the data D,, satisfy:

Sup<%i +a))2>

Z2€EZ i—1

1
2

z€EZ La

Asssumption 16 requires Assumption 12 to hold uniformly over the covariates z € X. It reduces to
Assumption 12 when the ambiguity set B, (x; (,(x)) is chosen to be independent of z € X'. Assumption 17
requires the estimation error to converge to zero on average over the covariates. Appendix EC.3. of [34]
identifies conditions under which parametric regression methods satisfy Assumption 17 under LLN and mo-
ment assumptions on the covariate distribution. Assumption 18 holds, for example, when the corresponding
uniform LLNs (with respect to the decisions z € Z) hold uniformly over the covariates (cf. Theorem 7.48
of [48]).

Theorem 18. [Mean convergence rate] Suppose Assumptions 9, 17, and 18 hold. Let ¢ € [1, +oc]. Suppose
Assumption 16 holds with p = 14, with constant r defined in Assumption 17, and the radius p., (x) satisfies
|10 (X)|| e = O(n~"/?). Then, the solution of the ER-DRO problem (7) satisfies

ADRO(X) - U*(X)HLq: O:D(nirﬂ)v
l9(277C(X); X) = v*(X) || py= Op(n™"/?).

Proof. See Appendix A.7T. O

Finally, we make the following assumption to establish a finite sample certificate-type guarantee for
sample robust optimization-based ER-DRO, i.e., when the radius (,(xz) = 0. To achieve this, we utilize a
connection between sample robust optimization-based ambiguity sets and ambiguity sets defined using the
oo-Wasserstein distance. In particular, Theorem 5 of [11] implies that the sample robust optimization-based
ER- DRO problem is equivalent to the co-Wasserstein distance-based ER-DRO problem (7) with ambiguity

set Pu(z) 1= {Q € P(V) : dw,e(Q, BPR(x)) < pin ()}

Assumption 19. For a.e. € X, the conditional distribution Py|x—_, has a density Ay (-;z) : Y — [0, +00),
where )) C ) is an open, connected and bounded set with a Lipschitz boundary. Furthermore, for each
y €Y and a.e. v € X, the density satisfies 1/A(z) < Ay (y;2) < A(z), for some A\(z) > 1.

Trillos and Slepcev [49] consider cases when Assumption 19 holds. This assumption yields the following
concentration of measure result for the true empirical distribution P (x). Note that Lemma 19 also applies
to settings with non-i.i.d. data D,, such as time series data.
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Lemma 19. [Theorem 1.1 of [49]] Suppose Assumption 19 holds and the samples {¢?}” ; are i.i.d. Then,
for any constant 5 > 2 and a.e. x € X

P{dw,oo(Pif(x), Py|x—z) > 0(1)12‘15/(2) } < O(nb1?),

where the O(1) term depends only on 3, Y, and A(x) in Assumption 19.
The next result is the analogue of Lemma 3 for the co-Wasserstein distance.

Lemma 20. For each z € X
dw,o0 (P (), Py|x=s) < 2 sugllf*(x) — Fa(@)]| + dw,o0 (P; (2), Py | x—0)-
TE
Proof. The triangle inequality for the co-Wasserstein distance yields

dW,oo(PnER(x)v PY|X:m) < dWoo(PnER(x)v P;({E)) =+ dW,oo(P):zK (I)a PY|X:$)'

The result then follows from (6) and the definition of dw,~, which yield

duw,oe (PER(2), P(2)) < sup [[projy (fu(@) + &) — (F*(2) + 1)

i€[n]
< _S;I)Jl\(fn(a?) +&,) = (f*(2) + )
< 2sup||f*(z) — ful2)]. H
reX

For a given realization x € X and risk level a € (0, 1), we hereafter use
Calan2) =0, pn(a,2) = £, () + K2, (2) (12)
as the radii for the sample robust optimization-based ambiguity set, where
KSn(@) = 26n(a), K2, () = O/,

the constant k,, is defined in Assumption 7 and the constant 0 < 6 < 1 may be chosen arbitrarily close to
one. The term ng)n(x) above is chosen so that it is greater than the O(1)log(n)/n'/% term in Lemma 19
for B = 4 and n large enough. Similar to the specification of the Wasserstein DRO radius in (9), the
sample robust optimization radius pu, equals the sum of two contributions—the first accounts for the error
in estimating f*, and the second corresponds to the radius used in the absence of covariate information [12].
While the above choice of i, helps us derive our theoretical guarantees, it involves unknown constants and
is typically conservative in practice (cf. Remark 3). We investigate practical approaches for choosing the

radius pu, in Section 6.

Theorem 21. [Finite sample certificate-type guarantee] Suppose Assumptions 7 and 19 hold, the sam-
ples {e'}!, are ii.d., there exists a sequence of risk levels {ay }nen C (0,1) such that Y o, < 400, and
for a.e. x € X, limy,—s00 ftn(ap, ) = 0 with u,, defined in equation (12). Then, for a.e. x € X, there exists
N(z) € N such that the solution of the ER-DRO problem (7) with radii {,(ap,x) and py(an, x) specified
by equation (12) a.s. satisfies

9(EPRO(@);) < 6PTO(x), W > N(a).

Proof. Our proof follows the outline of the proof of [12, Theorem 1].
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Lemma 20, the probability inequality used in the proof of Lemma 6, and Assumption 7 yield for a.e.
re kX

P{dw.oo(PF(x), Py|x =) > fin(0tn, @)}
< an + P{dw,oc (P (2), Pyix=s) > k2, (2)}.

Consider f = 4 in Lemma 19. Because ng)n(:c) > O(1)log(n)/n'/% for n large enough, we have from

Lemma 19 that for a.e. z € & and n large enough
P{dW@O(PnER( ) PY|X m) > ,un Qn, T } <a,+ O( 72)

Therefore, we have Y7 | ]P){dW7oo(PnER( ), Py|x=z) > pin(0, )} < 400. The Borel-Cantelli lemma then
implies that for a.e. z € X, there a.s. exists N(z) € N such that for n > N (), dw.co(PPE(x z), Py|x=s) <
P (Qun, ).

Recall that our sample robust optimization-based ER DRO problem is equivalent to the co-Wasserstein
distance-based ER-DRO problem with ambiguity set P, () := ={Q e P() : dw,(Q, PER(2)) < fin(tn, z)} [11,
Theorem 5]. The stated result then follows by the deﬁnltlon of the oco-Wasserstein distance-based ER-DRO
problem (7). O

Hereafter, we revert to the shortened notation ¢, (x) and also use it to denote the radius of sample robust
optimization ambiguity sets for simplicity.

Algorithm 1 Specifying a covariate-independent radius (, using a naive SAA-based DRO problem

1: Input: data D, set of candidate radii A, and number of folds K.

2: Partition [n] into K subsets Si,..., Sk of (roughly) equal size at random.
3: fork=1,...,K do

4: for ( € A do

5 Solve the following DRO problem to get a solution 22£°(¢):

mln sup Ey.qlc(z,Y)],
2 QeP_y

where the ambigiuity set P_j with radius ¢ is centered at the empirical
distribution Iz’,k = 6
e | ST Z

n]\ Sk
6: end for

7: end for
8: Output: Radius ¢, € arg mln Z Z DRO 7yi) of the ambiguity set 75n(:c) for the ER-DRO

kG[K] Lesk
problem (7).

6 Specifying the radius of the ambiguity set

Determining the optimal radius ¢, (z) of the ambiguity sets in Section 3 using the theory in Sections 4 and 5
is hard for two reasons: (i) the theory usually involves unknown constants, and (ii) even if these constants
are known or estimated, this specification of (,(x) is typically conservative in practice (see Remark 3).
Therefore, we propose data-driven approaches that use cross-validation (CV) to specify (,(x) for the ER-
DRO problem (7) with the goal of minimizing the out-of-sample cost g(227(z); z) of the resulting ER-DRO
solution 2PFO(z). Once we choose ¢, (z), we re-solve the ER-DRO problem (7) with the ambiguity set of
radius Qn( ) centered at the empirical distribution PnER( ) to determine the optimal value 9279 (z) and a
solution 2PEO ().
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Algorithm 2 Specifying a covariate-independent radius (,, using the ER-DRO problem

1: Input: data D,, set of candidate radii A, number of folds K, and number of covariate realizations sampled
during each fold T < [ % .

2: Partition [n] into subsets Si, ..., Sk of (roughly) equal size at random. Let D_j, := Dp\{(v", %) }ics, -
3: fork=1,...,K do - .
4: Pick Wit}lout replacement a random subset X of {:cl}iesk of size T'.
5: for z € X do
6: for ( € A do .
7: Fit a regression model f—k ‘using the data D_; and compute its in-sample
residuals {€% Jigs,, = {y" — f-x(2") }igs,-
8: Solve the ER-DRO problem below at covariate Z to get solution 22£9(z, ¢)
min  sup Ey.glc(z,Y)],
€2 QeP 1 (@)
where the ambigiuity set P &(Z) with radius ¢ i 1s centered at the
estimated empirical distribution PEE(z) := p— |Sk| Z Foe(@) et
1Z Sy
9: end for
10: end for
11: end for
12: Output: Radius ¢, € arg mm— Z Z Z (228 (,¢),y") for the ambiguity set P, (z) for the ER-

CeA
DRO problem (7).

Algorithm 3 Specifying a covariate-dependent radius ¢, (x) using the ER-DRO problem

Input: data D, set of candidate radii A, number of folds K, and new covariate realization = € X.
Partition [n] into subsets Si,..., Sk of (roughly) equal size at random. Let D_j, := Dp\{(v*, 2%) }ies, -
for k=1,...,K do
for ( € A do
Fit a regression model f % using the data D_j and compute its in-sample
residuals {&*, }igs, == (4" — f_r(a")}igs,
Solve the ER-DRO problem below at covariate = to obtain solution 2219 (x, ¢)

@

min  sup Ey.glc(z,Y)],
€2 QeP ()

where the ambigiuity set 75,k( ) With radius ( is centered at the estimated

empirical distribution PEF(z) := p— |Sk| Lgs: Fon(o)rel
7 Fit a regression model fj, using the data {(y ") }ies, and compute its
in-sample residuals {&}}ics, = {3’ — fx(z)}ies, -
8: end for
9: end for
10: Output: Radius {,(z) € arg mmK Z Z ¢), fr(@) + &%) for the ambiguity set P, (z) for the
ke[K] LES
ER-DRO problem (7).
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We outline two approaches, Algorithms 1 and 2, for choosing the radius (,(z) independently of the
covariate realization x € X. Algorithm 1 ignores covariate information altogether, whereas Algorithm 2 uses
all of the data D,,, including covariates, but does not use the new covariate realization x € A" for specifying
the radius. Algorithm 3 presents an alternative that also uses the realization x € X to choose (,(z).
Algorithms 1 and 2 are less data and computation intensive and can be readily used in applications where
the DRO problem (7) is repeatedly solved for different covariate realizations. Allowing ¢,(x) to depend on
the realization x € X, on the other hand, could yield estimators with better out-of-sample performance,
which might justify the added computational cost of Algorithm 3.

Algorithm 1 chooses a covariate-independent radius ¢, for the ambiguity set ﬁn(x) using K-fold CV on
a DRO extension of a naive SAA problem that does not use covariate information (cf. [23, Section 7.2.2]).
This algorithm does not require estimation of the regression function f*. The radius (,, determined using
Algorithm 1 necessarily converges to zero as the sample size n increases. This may result in suboptimal
estimators 2P%9(z) when the prediction model is misspecified (cf. Remark 1 in Section 2), in which case
it may be beneficial to use a positive value of (,, even for large values of n (cf. Figure 7 in Appendix C).
Algorithm 2 determines a covariate-independent radius ¢, using K-fold CV on ER-DRO problems. Note
that the objective in line 12 of Algorithm 2 for choosing the radius (, is similar to the objective in line 8 of
Algorithm 1.

Algorithm 3 determines a covariate-dependent radius ¢, («) using K-fold CV on the ER-DRO problem (7).
For each fold, this algorithm estimates the regression function f* twice: once using the data omitted in the
fold for setting up the ER-DRO problem (7), and once using the data in the fold for estimating the out-of-
sample costs of the constructed DRO solutions. The motivation for estimating the function f* a second time
is to approximate the following radius selection problem that uses f* only to construct | S| i.i.d. samples from
the conditional distribution Py |x—, for evaluating the quality of the K-fold CV-based ER-DRO solutions

0, ¢):

Ch(x) € argmln Z

cea K ke[K]

> (2P, Q) f* (z) + ).

| k| 1€Sk

Clearly, there is a trade-off between the number of data samples used to construct each estimate of f*.
Because we are particularly interested in the limited data regime, we propose to use a sparse estimation
technique (such as the Lasso) for the second estimation step (i.e., for line 7 of Algorithm 3).

7 Computational experiments
We consider instances of the following mean-risk portfolio optimization model adapted from [23]:

o _yT _yT
gélg]E[ YTz + pCVaRg(-Y'2),

where Z := {z € Riz : Zj zj = 1}, p and B are given parameters, and

CVaRg(~Y"'2) = mel]g E [7’ max{0, -Y "z — 7'}:| .

n 1
-p
We can rewrite this model as the following single-stage stochastic program:

Zerg)igleRIE |:—YTZ +p7 + ﬁ max{0, - YTz — T}] .

The variable 7 can be bounded under mild conditions on the distribution of Y (see [46, Theorem 10]). For
each j € [d.], the decision variable z; denotes the fraction of capital invested in asset j and the random
variable Y; denotes the net return of asset j. The parameters p > 0 and 8 € (0, 1) specify the decision-

maker’s risk aversion level, with CVaRg (roughly) averaging over the 100(1 — 3)% worst return outcomes
under the distribution of Y. Following [23], we use 8 = 0.8, p = 10, and d,, = d, = 10.
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Similar to [34], we assume that the returns Y satisfy the relationship

Yi=vi+ > wpp(X)’ +& 4w, Vied),
leL

where X;, | € L, are covariates, § € {0.5,1,2} is a fixed parameter that determines the model class,
gj ~ N (0,0.0255) and w ~ N(0,0.02) are additive errors whose variances are chosen to match the case
study in [23, Section 7.2], v* and p are model parameters, and £* C £ contains the indices of the covariates
with predictive power (L£L* does not depend on the index j € [d,]). Note that |£| = d,. We draw covariate
samples {z'}" , from a multivariate folded-normal/half-normal distribution with the underlying normal
distribution having zero mean and covariance matrix equal to a random correlation matrix generated using
the vine method of [39]. Throughout, we assume that |£*| = 3, i.e., the returns truly depend only on three
covariates. We simulate i.i.d. data D,, with

v; = 0.0054, 15 52 = (0.00755)s6&;2,

to,53 = (0.0055)s0&53,  pg 41 = 0.025550 — g jo — 1. ;3

for each j € [d,], where {5 and ;3 are i.i.d. samples from the uniform distribution U(0.8,1.2) and the scaling
factor sy is (approximately) 1.25, 1.22, and 1 when the exponent 6 is equal to 1, 0.5, and 2, respectively.
The above coeflicients are chosen such that Ex = ,[Y; | X] = 0.034, Vj € [d,], which mirrors the setup in [23,
Section 7.2] (the scaling factor sy offsets the differences in the term Ex[(X;)?] for 6 € {1,0.5,2}). Once the
coefficients v* and puj are generated, they are considered fixed for different replications of the data D,,.

Given joint data D,, on the random returns and random covariates, we estimate the coefficients of the

linear model
}/j:Vj_'—Z:ulel‘Fnja Vj@[dy],
leL
where 7); are zero-mean errors, using OLS, Lasso, or Ridge regression and use this model within our residuals-
based formulations. We use this linear model even when the degree 6 # 1, in which case it is misspecified.
Note that OLS, Lasso, and Ridge regression estimate d, + 1 parameters for each j € [d,].

We compare the ER-SAA formulation (5) (denoted by E) with ER-DRO formulations that use the 1-
Wasserstein-based ambiguity set defined using the ¢;-norm (denoted by W), the sample robust optimization-
based ambiguity set constructed using the ¢;-norm (denoted by S), and the ambiguity set with the same
support as P,?R(x) defined using the Hellinger distance (denoted by H, see Example 2 in Section 3). Different
from the setup in Section 3, we use the /1-norm to define the 1-Wasserstein and sample robust optimization-
based ambiguity sets so that the resulting ER-DRO problems can be expressed as LPs [23]. Formulation H
can be expressed as a conic quadratic program [6].

We vary the dimension d, of the covariates, the sample size n, and the degree # in our computational
experiments. We use Algorithms 1, 2, and 3 to specify the radii ¢, (z) of the above ambiguity sets for the
ER-DRO problem (7) with K = 5 folds in all three cases and 7" = min{50, | ]} in Algorithm 2. We use
Lasso regression in line 7 of Algorithm 3 with 5-fold CV. For all ER-DRO formulations, following [23], we
choose the radius ¢,(x) from the set of 28 candidate points {b x 10°:b € {0,1,...,9}, e € {—1,—-2,-3}}
instead of R.

Solutions obtained from the different approaches are compared by estimating a normalized version of the
upper bound of a 99% confidence interval (UCB) on their out-of-sample optimality gaps using the multiple
replication procedure (MRP) [40] (see Algorithm 4 in Appendix C for details). We use 20,000 i.i.d. samples
from the conditional distribution of Y given X = z to compute these UCBs. Because the data-driven
solutions depend on the realization of D,,, we perform 50 data replications per test instance, sample 20
different covariate realizations x € X, and report our results in the form of box plots of these 50 x 20 = 1000
UCBs. The boxes denote the 25", 50" and 75" percentiles of the 9% UCBs, and the whiskers denote the
50 and 95" percentiles of the 99% UCBs over the 1000 instances.

Source code and data are available at https://github.com/rohitkannan/ER-DRO. Our codes are writ-
ten in Julia 0.6.4 [13], use Gurobi 8.1.0 to solve LPs and conic quadratic programs through the JuMP 0.18.5
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Figure 1: (Comparison of the different ER-DRO formulations) Comparison of the E+OLS approach
(E) with the covariate-independent tuning of the W4+OLS radius (W), the S+OLS radius (S), and the H+OLS
radius (H), all tuned using Algorithm 2. Top row: § = 1. Middle row: # = 0.5. Bottom row: 6 = 2. Left
column: d, = 3. Middle column: d, = 10. Right column: d, = 100.

interface [22], and use glmnet 0.3.0 [26] for Lasso and Ridge regression. All computational tests were
conducted through the UW-Madison Center for High Throughput Computing (CHTC) software HTCondor
(http://chtc.cs.wisc.edu/).

Comparison of the different ER-DRO formulations. Figure 1 compares the performance of the E+OLS
formulation with the W+OLS, S+OLS, and H+OLS formulations when the radius (,, of the ambiguity sets of
all three ER-DRO formulations are specified using Algorithm 2. We vary the model degree 6, the covariate
dimension among d, € {3,10, 100}, and the sample size among n € {5(d,+1),10(d,+1),20(d,+1),50(d,+1)}
in these experiments. Note that OLS regression estimates d, + 1 parameters for each 7 € J even though
the true model only contains |£*| + 1 = 4 nonzero parameters for each j. The performance of the S+OLS
formulation is similar to that of the W+OLS formulation with the S+OLS formulation performing slightly
better when 6 = 2. The H+OLS formulation does not significantly improve over the E+OLS formulation
for smaller covariate dimensions but provides an intermediate level of improvement relative to the W+OLS
and S4+OLS approaches for larger covariate dimensions. Recall that the Wasserstein (W) and sample robust

25


http://chtc.cs.wisc.edu/

d,=3 d, =100

250 50 50
(]
o
240 40 a0
®
£30 30 30
Eel
o
°20 20 20
*
c
610 10 10
m
O 1%2E 123E 123E 123E 0 123E 123E 123E 123E 0 123E 123E 123E 123E
n=20 n=40 n=80 n=200 n=55 n=110 n=220 n=550 n=505 n=1010 n=2020 n=5050
250 50 50
©
(=)}
Z40 40 40
®
£30 30 30
e
o
°20 20 20
X
c
610 ! é 10 10
m
S gé
0 12e123E 123€E 123 9 123E 123E 123E 123E 0 123E 123E 123E 123E
n=20 n=40 n=80 n=200 n=55 n=110 n=220 n=550 n=505 n=1010 n=2020 n=5050
250 50 50
©
Sl
z40 40 40
®
£30 30 30
e
2 |||
°20 20 20
2 |
810 10 10
8, 1
0 12e123E 123€E 123 9 123E 123E 123E 123 © 123E 123E 123E 123E
n=20 n=40 n=80 n=200 n=55 n=110 n=220 n=550 n=505 n=1010 n=2020 n=5050

Figure 2: (Wasserstein-DRO with OLS regression) Comparison of the E+OLS approach (E) with the
tuning of the W+OLS radius using Algorithms 1 (1), 2 (2), and 3 (3). Top row: ¢ = 1. Middle row: 6 = 0.5.
Bottom row: 6 = 2. Left column: d, = 3. Middle column: d, = 10. Right column: d, = 100.

optimization (8) ambiguity sets allow distributions with support different from PF% (), whereas the Hellinger
(H) ambiguity set only considers distributions with the same support as PEE(z). Because the data D,, comes
from a continuous distribution and PP%(z) may be a crude estimate of P*(z) for small n, this highlights
the advantage of DRO formulations that go beyond the estimated empirical distribution f’f R(z). From this
point on, we do not include any more results for the S formulations because they are similar to those of the
W formulations. We also do not consider the H formulations further.

The optimality gaps of the E+OLS and the ER-DRO+OLS estimators are not guaranteed to converge
to zero whenever § # 1 due to model misspecification; however, the W+OLS and S4+OLS formulations
are able to effectively mitigate the impact of model misspecification, especially for § = 0.5, in this case
study. Interestingly, choosing the radius (, of the ambiguity sets of all three ER-DRO formulations using
Algorithm 2 performs worse than the E+OLS formulation when 8 = 2 and n is large. This indicates that
Algorithm 2 may not yield a good choice of the radius ¢, for large sample sizes when model misspecification is
significant. From Figure 2, we see that Algorithm 3 provides a better-performing alternative to Algorithm 3
in this regime. Note that relatively large optimality gaps for DRO at small sample sizes n is to be expected
for this case study because of the risk-averse nature of the portfolio objective.
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Evaluation of the different radius selection strategies®. Figure 2 compares the performance of the
E+OLS formulation with the W+OLS formulation over the same range of parameter values as in Figure 1.
The radius (,(x) of the ambiguity set for the W-+OLS formulation is determined using Algorithms 1 and 2
that pick covariate-independent radii and Algorithm 3 that picks a covariate-dependent radius. Note that
all three strategies for choosing the radius (,(x) are based on the same underlying Wasserstein ER-DRO
formulation with OLS regression. In this small sample regime, the W+OLS formulations perform better than
the E+OLS formulation across almost all cases—the only exception again is when Algorithm 2 is used for
0 = 2 and n large. The radius specified by Algorithm 2 performs better than the radius specified using
Algorithm 1 in all other cases, with the difference being most significant for larger covariate dimensions and
smaller sample sizes. The radius specified by Algorithm 2 performs better than the radius specified using
Algorithm 3 for smaller sample sizes and covariate dimensions, and the converse holds for larger covariate
dimensions and sample sizes. When 6 # 1, the E+OLS and W+OLS approaches are not guaranteed to yield
consistent estimators because the regression model is misspecified; however, Figure 2 shows that the W+OLS
formulation with the radius ¢, specified by Algorithm 2 is able to effectively mitigate the impact of model
misspecification for 8 = 0.5 in this case study. Similarly, W+OLS with Algorithm 3 is able to effectively
mitigate the impact of model misspecification for both # = 0.5 and 6 = 2. Finally, as expected, the benefits
of the ER-DRO formulations diminish with increasing sample size.

Impact of the prediction step. We now highlight the modularity of our ER-DRO framework by exploring
the potential benefits of regularization-based methods for estimating f*. Figure 3 compares the performance
of the E4Lasso approach with the W+Lasso approach, whereas Figure 5 in Appendix C compares the per-
formance of the E4+Ridge approach with the W+Ridge approach. The radius (, of the ambiguity set for
these W formulations is determined using Algorithms 1, 2, and 3. We consider d,, € {3,10,100}, vary the
model degree 0, and vary the sample size among n € {3(dy + 1),5(dy + 1),10(dy + 1),20(d, + 1)} in these
experiments’. We consider smaller sample sizes because the Lasso and Ridge regression are most effective
in this regime. These experiments also illustrate the modularity of our residuals-based formulations. The
W+Lasso and W+Ridge formulations outperform the E4+Lasso and E4+Ridge formulations, respectively, when
the sample size n is small relative to the covariate dimension d,, (except when Algorithm 2 is used for 6 = 2
and n large). Note that the y-axis limits are different across the subplots in Figures 3 and 5. Regularization
as in the case of Lasso and Ridge regression reduces the variance of the regression estimate fn at the expense
of an increase in its bias. Since the ambiguity sets of our residuals-based ER-DRO formulations do not
explicitly address the uncertainty in the coefficients of the regression estimate fn, trading the variance of the
coefficient estimates for some bias can result in ER-DRO estimators with better out-of-sample performance.

Wasserstein-DRO certificates. Figure 4 compares the normalized optimal objective value 100(52%(z) —
v*(z)) of the E+OLS formulation with the normalized optimal objective value 100(927°(x) — v*(x)) of
the W+OLS formulation when the radius ¢, is specified by Algorithm 2. We consider d, = 100, vary the
model degree 6, and vary the sample size among n € {5(dy + 1),10(d, + 1),20(d, + 1),50(d; + 1)} in these
experiments. We omit the results for smaller covariate dimensions for brevity. Note that the y-axis limits
are different across the subplots. First, we see that the ER-SAA solutions are optimistically biased and the
bias reduces with increasing sample size (cf. [11, 23, 40]). Second, we see that ER-DRO solutions tend to err
on the side of caution, with the pessimism of the W+OLS formulation shrinking to zero for § = 1 and § = 0.5
as the sample size increases. Finally, the pessimistic bias of the W4+OLS formulation does not rapidly shrink
to zero for 8 = 2 because the radius (,, specified using Algorithm 2 does not shrink to zero for this case due

to significant model misspecification (cf. Figure 7 in Appendix C).

8We do not include results for Algorithm 3 with n = 20 because it requires at least 30 samples (line 7 of Algorithm 3 needs
at least 6 points for Lasso regression with 5-fold CV).
90nce again, we only report results for Algorithm 3 when n > 30.
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Figure 3: (Wasserstein-DRO with the Lasso) Comparison of the E+Lasso approach (E) with the tuning
of the W+Lasso radius using Algorithms 1 (1), 2 (2), and 3 (3). Top row: # = 1. Middle row: 6 = 0.5.
Bottom row: 6 = 2. Left column: d, = 3. Middle column: d, = 10. Right column: d, = 100.

8 Conclusion and future work

We propose a flexible data-driven DRO framework for incorporating covariate information in stochastic
optimization when we only have limited concurrent observations of random variables and covariates. We
study formulations that build a Wasserstein ambiguity set or an ambiguity set with only discrete distributions
on top of a data-driven SAA formulation. Our approach seamlessly generalizes existing DRO formulations
that do not use covariate information without sacrificing tractability or favorable theoretical guarantees.
We explore new data-driven approaches for sizing our ambiguity sets that do not require samples from
the conditional distribution of the random variables. Numerical experiments illustrate that our residuals-
based Wasserstein and sample robust optimization DRO formulations can significantly outperform the ER-
SAA formulation in the limited data regime. We conclude that the ER-DRO and ER-SAA approaches are
complementary. With limited data, the ER-DRO approach can yield better solutions. On the other hand,
the value of ER-DRO over ER-SAA diminishes if there is ample data available, and the ER-SAA formulation
remains tractable under milder assumptions on the true problem (3) compared to the Wasserstein and sample
robust optimization-based ER-DRO formulations. In particular, these ER-DRO formulations generally result
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Figure 4: (Wasserstein-DRO certificate) Comparison of the E+OLS approach (E) with the covariate-
independent tuning of the W+OLS Wasserstein radius using Algorithm 2 (W) for d, = 100. Left: 8 = 1.
Middle: 8 = 0.5. Right: 8 = 2.

in NP-hard formulations for two-stage stochastic programs and hence may require approximations [36, 43].

Deriving sharper finite sample guarantees for Wasserstein ER-DRO is an interesting avenue for future
work. Extensions of the ER-SAA and ER-DRO formulations to multi-stage stochastic programming (cf.
[10]), for the case when decisions affect the realizations of the random variables (cf. [7]), and for problems
with stochastic constraints (cf. [33]) also merit further investigation.
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A  Omitted Proofs

A.1 Proof of Proposition 1
We begin with the following useful results.

Lemma 22. Let ay,as,...,aq be positive constants with a; > 1, Vj € [d]. Then, we have

d 0/2 142
(Za?) SZai 2 Veell,2].

Proof. Let F(8) == (X0, ar" %)% and G(0) := log(F(6)) = 2log(3", ai"?). The stated result holds if

i=1 % i=1 %
F (or equivalently, ) is nonincreasing on 6 € [1,2]. We have

0= 5 3t~ Goa(3 17| = () - Ss(3 17

1=1 1=

.
Il
-
-
Il
-

where the nonnegative weight w; := (GHG/Q) (Zd a1+9/2)_1. Note that w; € (0,1) and Zle w; = 1. For

i j=1"j
0 € [1,2], the above expression implies that G’(0) < 0 whenever H?Zl(ai)““ < Z?:l a;+9/2. We have
d d d A,
H((Iz‘)wi < Zwiai < Zai < Z%Jri,
i=1 i=1 i=1 i=1

where the first inequality follows from the weighted AM-GM inequality, the second inequality follows from
the fact that 0 < w; < 1, Vi € [d], and the final inequality follows from the assumption that a; > 1, Vi € [d].
Consequently, G’'(0) <0, V0 € [1,2], which implies F' is nonincreasing on 6 € [1, 2]. O

Lemma 23. Let W be a sub-Gaussian random variable with variance proxy 2. Then
E [exp(IW]"4)] < +o0, WO € (1,2)
Proof. We have

0 (1+%)j
7] (13)

] 2

J=0

Lemma 1.4 of [44] implies that

]EPW“Hg)j] (Uﬁ,e%j)(”%)%
<
J! -
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where e := exp(1). Therefore, inequality (13), the Fubini-Tonelli theorem, and the ratio test imply the stated
0y
result whenever lim;_, o tj41/t; < 1, where t; := (oﬁle%j)(Hz)z (i1 Let C := 02e?. We have

i+l

, (1+%) .
) O 1 2 2 !
lim b1 lim ( U+ )) J

j—oo j—o0 (Cj)(lJr%)% (j+ 1)

(C(j+1))0.5(1+%) (j_i_l)(l‘f‘g)“;
J

= lim -

= 1lim O(1)(j + 1)*5G=Y lim (—

Jj—o0 Jj—o0

1) ( 0y1N (1493
=0(1) lim (§ + 1)1 1im(1+722)
(1) lim (5 +1) . 1+9)1

J—o0 Jj—o0
=0x0(1) =0,
where we use the fact 6 € (1,2) in the last step. O

We are now ready to prove Proposition 1. To establish E [exp(]|e]|*)] < 400, it suffices to show that
E [exp([le|*)je)>13] < +00, where Ly 51} = 1 if |€]|oc > 1 and 0 otherwise. Lemma 22 implies that

dy dy
E fexp(le]|*)] < E[exp(;aw%)] - E[Hexp('&'%)]'

Independence of the components of ¢ further implies

E [exp(|[e]|*)] < ﬁIE [exp(|gi|1+%)] .

i=1

Consequently, it suffices to show that E[exp(|ai|1+%)11{‘ai‘21}} < o0 for each i € [d,], which follows from
Lemma 23. O

A.2 Proof of Lemma 8
We require the following result (cf. [23, Lemma 3.7]).

Lemma 24. Suppose Assumptions 1, 2, and 6 hold and the samples {‘}?_; are i.i.d. Let {Qn(z)} be a
sequence of distributions with @, (z) € Pp(x; (n(an, ). Then

P{dW,;D(PY|X:m7Qn(I)) < QCH(OAH,ZZ?)} >1—-ay, forae ze€dX.
Consequently, we a.s. have for n large enough:
dw.p(Py|x=z,@n(2)) < 20n(an, ), forae zeX.
Furthermore, {Q,(z)} converges a.s. converges to Py|x—, under the Wasserstein metric
P{nli_)ngo dvw p(Py | x =) Qn()) = o} 1.

Proof. Mirrors the proof of [23, Lemma 3.7] on account of Theorem 7. O
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We now prove Lemma 8. From Theorem 7, we have for a.e. x € X that
P{v*(z) < g(£PFC(2);2) < 0079(2)} > 1 -y, VneN.
Since ), @, < +o00, the Borel-Cantelli lemma implies a.s. that for all n large enough

v*(x) < g(BPRO(2); 2) < 0PRO(z), for ae. z € X.

From Lemma 24, we a.s. have for any distribution Q,(z) € P, (x;Cn(n,z)) and n large enough that
dw,p(Py|x=2, @n(®)) < 2 (an, x) for a.e. x € X.

Suppose Assumption 4 holds. Using the fact that P, (z;C(an, ) C Prn(@; Culam, x)) for all orders
p € [1,+400), we a.s. have for n large enough and for a.e. x € X that

PR S s Eyeqlele (0),Y)] < g7 (2); ) + 2La (5" (@) Gn(ans 1),
erl,n(1§<7l(an;1))

where the second inequality follows from Assumption 4 and the Kantorovich-Rubinstein theorem (cf. [36
Theorem 5]).

Suppose instead that Assumption 5 holds and p € [2,400). Since Py (x; Cn(an, ) € Pon(@; Cn(an, )
for all p € [2,+00), we a.s. have for n large enough and a.e. x € X that

P9y < sup Ey~q [c(z"(2),Y)]
QEP2,n(x:¢n (an,x))

< gz (@);2) + 2(E [ Ve(=* (@), Y)I?]) 2 nlan, ) + 4La(2"(@))C2 (an, ),

where the latter inequality follows from Assumption 5 and [27, Lemma 2] (see also [29]). O

A.3 Proof of Theorem 9

From Theorem 7, we have
P{dWm(PnER(x),PHX:x) > (o(an, )} <o, forae zeX.

From Lemma 24, we a.s. have lim,, o0 dw,p(Py | x=z, Qn(7)) = 0 for a.e. x € X for any Q,,(x) € Pola; Cn (i, ).
Theorem 6.9 of [51] then a.s. implies that Q,(v) converges weakly to Py |x—, in the space of distributions
with finite pth moments for a.e. x € X.

Lemma 8 implies a.s. that for all n large enough

v*(x) < g(3PEO (2); 2) < 0PFO(z), for ae. z € X. (14)

Therefore, to prove lim,, o, 9779 (z) = = lim,, 00 g(2PE9(2); ) in probability (or a.s.) for a.e.

v ()
x € X, it suffices to show that limsup,,_, f;{?R (x) <v*(z) as. for a.e. z € X.
le n > 0. For ae. x € X, let z*(z) € S*(z) be an optimal solution to the true problem (3), and
Qi (z) € Pp(x;Culam, x)) be such that

_sup Eynq[e(z7(2),Y)] € Eyngy @) [¢(z7(2), V)] + 1.
QEPr (2;¢n(an,))

We suppress the dependence of Q(z) on 7 for simplicity. We a.s. have for a.e. z € X

lim sup 279 (x) < lim sup sup Ey g e(z"(x),Y)]

s 00 N0 QEP,, (x;Cn (an,x))

<limsupEyq: () [e(z"(2),Y)] +n
n—oo

= 9(z"(x); ) +n =" () + 1.
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The first equality above follows from the fact that Q},(x) converges weakly to Py|x—, (as noted above) and
by Definition 6.8 of [51] (which holds by virtue of Assumption 3). Since n > 0 was arbitrary, we conclude
that limsup,, . 9779 (z) <v*(z) a.s. for a.e. z € X.

Finally, we show that any accumulation point of {2 is almost surely an element of S*(x) for a.e.
r € X, and argue that this implies dist(279(x), S*(x)) 225 0 for a.e. z € X. From (14) and the above
conclusion, we a.s. have

DRO( )}

liminf g(2P7°(2);x) < lim 9289 (z) = v*(2), for ae. z € X.

n—oo n—roo

Let z(x) be an accumulation point of 2PEC(x) for a.e. € X. Assume by moving to a subsequence if

necessary that lim,, ., 2279 (x) = z(x). We a.s. have for a.e. v € X

v* (@) < g(z(x); ) < E [lminf (2070 (@), *(x) + )] < Iminf (270 (2); ) < v* (a),
where the second inequality follows from the lower semicontinuity of ¢(-,Y) on Z for each Y € ) and the
third inequality follows from Fatou’s lemma by virtue of Assumption 3. Consequently, we a.s. have that
z(z) € 57 ().

Suppose by contradiction that dist (2259 (x), S*(z)) does not a.s. converge to zero for a.e. x € X. Then,
there exists X C X with Px(X) > 0 such that for each z € X, dist(2P%9(x), S*(x)) does not a.s. converge
to zero. Since Z is compact, any sequence of estimators {ZDRO( )} has a convergent subsequence for
each + € X. Therefore, whenever dist(3P%9 (), S*(z)) does not converge to zero for some z € X and a
realization of the data D,,, there exists an accumulation point of the sequence {227 (z)} that is not a
solution to problem (3). This contradicts the fact that every accumulation point of {2279 (z)} is almost
surely a solution to problem (3) for a.e. z € X. O

A.4 Proof of Theorem 10

Lemma 8 implies that inequality (14) a.s. holds for all n large enough. From Lemma 24, we a.s. have for any
distribution Q,, () € Py (2; ¢, (o, x)) and sample size n large enough that dw,p(Py | X =z, Qn()) < 2Ci(an, )
for a.e. x € X.

If Assumption 4 holds, then the desired result follows from inequality (14) and part A of Lemma 8. On
the other hand, if Assumption 4 holds and p > 2, then the desired result follows from inequality (14) and
part B of Lemma 8. O

A.5 Proof of Lemma 12

Theorem 7 implies g(2PR9 (z); ) < 62O (z) with probability at least 1 —a when ¢, (o, z) is chosen according

to equation (9). Lemma 5 then yields

P {g(2,7(x);2) > v*(2) + v} =P {g(277C(x); ) — 077 (x) + 0779 (2) > v*(2) + K}
<a+P {50 (x) > v*(z) + K} .
Suppose Assumption 4 holds. Following the proof of part A of Lemma 8 (see Lemma 24), we have for any

z*(x) € S*(x)
P {ﬁERO(:U) > v*(z) + 2L1(2*(x))cn(a,x)} <.

Therefore, if we choose o € (0, 1) so that 2L1(2*(x))(n (e, ) < Kk, we have

P{g(zPF°(x);2) > v*(2) + K} < 2a.
Equation (9) implies that 2L1(z*(x))f<a,(,2,7)l(a) < k/2 whenever the risk level

a>0(1) exp(—O(l)n(WM)l/G)
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with 0 equal to min{p/d,,1/2} or p/a. Assumption 8 implies that we can choose the constant mgy)l(a, x) in

equation (9) such that for a.e. z € X, 2L1(z*(x))f<a,(,%7)l(a, z) < k/2 whenever
« Z 4maX{Kpﬁf(m, .I) eXp(—TL/BpJ'(m, I’)),
Ky 1 (soeerayy) exp (=8¢ (st ) -

The above bounds imply the existence of constants I'(k,z),5(k,z) > 0 such that the risk level o =
[(k,z) exp(—nA(k,z)) satisfies 2L (2*(x))Cn (o, ) < k. Consequently, (10) holds.

Next, suppose instead that Assumption 5 holds. Following the proof of part B of Lemma 8 (see
Lemma 24), we have for any z*(x) € S*(x)

P{6D7O(x) > v*(2) + (B [|Ve(z* (@), V)II2]) 2¢ul, ) + 4La(2* (2)) 2 (, 2) } < .
Therefore, if we pick a € (0,1) so that

(B [|Ve(z" (@), V)IIP) 2l @) + 4La (2" (2)) 2 (0, 2) < 5,

then P {g(2PR°(2);2) > v*(2) + k} < 2a. Similar to the analysis above, positive constants [(k,z) and
A(k,x) and inequality (10) can be obtained by bounding the smallest value of o using Assumption 8 and
equation (9) so that

(B [|Ve(z" (@), V)IIP) 2l @) + 4La (2" (2)) 2 (o, ) < . O

A.6 Proof of Lemma 14

By first adding and subtracting g;,(z; ), defined in problem (4), and then doing the same with g7 ,(z; ),
we obtain

n

sup ’gs Hzx) — g(z2)| < sup sup Zpi‘ sup c(z,y) —c(z, [ (z) + &)
z€Z 2€Z pePn (z:¢n(x)) ;21 eV (311 (2))

+ sup g5, (z:2) — g5 (z:2)| + sup |g; (z32) — g(z; 7). (15)
z2€Z zeZ

Consider the first term on the r.h.s. of (15). We have for each z € X

n

sup  sup Zpi‘ sup  c(z,y) —c(z f(x) + )
2€Z pePn(wiCn () 521 yeVi (mipun (x))

n

<sup  sup Y p;  sup  L(2)|y— (f(z) + &)
2€2 pePn(wiCn(®)) 521 YV (z3pm(2))

< sup sup piL )+ [I€%, (= )

zZEZ pemn(w,Cn Z

=sup L(z) sup pi ,un )+ ”E (z )H)
2€Z PEPn (w5 <7l($));

n 1

SsupL(Z)< (z; )2> sup <nzn:p?)%

2EZ P PEPn (z;¢n () i=1
n 1 n 1
ol (o)), o0’

2€Z i—1 PEPn (2;¢n () i=1
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where the first step follows from Assumption 9, the second step follows from the definition of the set Vi (; i, (),
the triangle inequality, and inequality (6), and the fourth step follows by applying the Cauchy-Schwarz in-
equality twice.

Next, consider the second term on the r.h.s. of (15). For each x € X

sup g3, (252) — g (25 7)]

z2€Z
R e ;
=sup|  sup pic( +e')— =) cz fr(x) +£)
2€Z'pEPp (x;¢n (x Z " ;
~ sup sup (pz' — —)c(z7 f(x)+¢€")
z2€EZ pemn(i»Cn(m)); K

1
n 1 2\ 2
< sup < E (pl—ﬁ)) sug(
ze

PEPn(;¢n(2)) i=1

where the inequality follows by Cauchy-Schwarz. O

A.7 Proof of Theorem 18

Since

|

OPRO(X) — 0% (X)) = | miggﬁf(Z;X) - Hggg(z;Xﬂhq

< [[suplaztce: ) = gtz )] (16)

we look to establish uniform rates of convergence of gf}f(-; X) to g(-; X) with respect to the L%norm on X.
From (15) and the triangle inequality, we have

sup G (25 X) — sup |G (52) = g2
z2EZ

sup [ (21 X) - g;;<z;x>\H +
2€EZ La

Jsmp 19z 25 %) - (17)

We bound the terms on the r.h.s. of (17) using Lemma 14. Assumptions 9, 16, and 17 and ||, (X)||ze =
O(n~"/?) imply the first term on the r.h.s. of inequality (11) satisfies:

sup |§20 (2 X) — g& . (
zeZ

o 146400+ (33640 ”2)1)pem?;¥zn<x>>(””§(p“%)QY
= 0(0) [l (Ol + H( Z” ”2>1 ]

_0(1){||un(X>|Lq H< Z”f )”2>_

)
= Op(n_r/Q).
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Assumptions 16 and 18 imply that the second term on the r.h.s. of inequality (11) satisfies

suplg?, (21 X) — g1 (= X))
zEZ La

< n sup(— c(z, f1(X) +¢) )
peqsn<xcn<X>>< Z;( )) z€2 ”;( ) La
1
=0,(1 sup (n p; — — ) — O.(n"/?
P PEPn (X3 (X)) Z;( ”) La p(n7)

Finally, Assumption 14 implies

suplgy (25 X) = g(z X)|| = 0,(n17?).
zEZ La

Putting the above three inequalities together into inequality (17), we obtain

sup’gER z; X)) — (Z;X)’HM = Op(n_T/2).
The first part of the stated result then follows from (16). The second part of the stated result follows

from (16) and the fact that

l9(2 70 (X); X) = v*(X)]| 1, < (92779 (X); X) = 077 (X) [,

X)HLq'

B Ambiguity sets satisfying Assumption 12

In Section 5, we outlined conditions under which phi-divergence ambiguity sets B, (x; (. (x)) satisfy As-
sumption 12 for a suitable choice of the radius (,(z). Lemma 25 below determines sharp bounds on the
radius ¢, (x) for some other families of ambiguity sets to satisfy Assumption 12. Before presenting the lemma,
we introduce a third example of the ambiguity set B,,(z; ¢, (2)) to add to Examples 1 and 2 in Section 3.

Example 3. Mean-upper-semideviation-based ambiguity sets [48]: given order a € [1,400) and radius
Cnl(z) >0, let b:=a/(a — 1) and define P, (z) using

B (x; Go(2)) = {p e Ry} :Zpi = land 3¢ € R} such that |[¢|ly < ¢ (),

=1
1 1 &
i = —|1+¢q¢ —— il Vi .
P n{+q nE qg} ZE[n]}

Lemma 25. The following ambiguity sets satisfy Assumption 12 with constant p € (1,2]:
(a) CVaR-based ambiguity sets (see Example 1) with radius ¢, (z) = O(n'=*),
(b) Variation distance-based ambiguity sets (see Example 2) with radius ¢, (z) = O(n="/?),

(¢) Mean-upper-semideviation-based ambiguity sets of order a € [1,+00) (see Example 3) with radius

O(nt—r/? ifa>2
Cn(z) = ( 3/2—1311— /2y :
O(n PI2) ifa <2

Furthermore, these bounds are sharp in the sense described above.
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Proof.  (a) Assume that (,(z) < 0.5. We begin by noting that there exists an optimal solution to the

problem Supeq. (z:¢ (2)) Doie1 (pi — %)2 that is an extreme point of the polytope B, (x; ¢, (z)). Fur-
thermore, every extreme point of B, (x;(,(x)) satisfies at least n — 1 of the set of 2n inequalities
{pi >0,1 € [n], p; < m, 1€ [n]}, with equality. This implies that there exists an optimal

solution at which at least n—1 of the p;s either take the value zero, or take the value m At this

solution, n — 1 of the terms (pi - %)2 are either n—12 or #(12&(2))2 (with # larger since ¢, (x) < 0.5
by assumption).

Suppose M € {0,...,n— 1} of the inequalities p; > 0, i € [n], are satisfied with equality at such an
optimal solution. Since >.1" ; p; = 1 and p; < m, Vi € [n], we require (n — M)m >1,
which implies M < n(,(z). Consequently, M < n(,(x) < n/2 of the inequalities p; > 0, i € [n],
are satisfied with equality and at least (n — 1 — M) > n(1 — (,(z)) — 1 > n/2 — 1 of the inequalities
Di < m, i € [n], are satisfied with equality. Therefore, whenever (,(z) < 0.5, we have:

izj; <pl. - %)2 < (G (&) + 1) + (1 = Gul) 1y <%>2
- (o)

Because the above analysis is constructive, it can be immediately used to deduce that the bound
on (p(z) is sharp.

The stated result follows from the fact that

S < (5

i=1 i=1

pPi — —
n

2
! ) < C?L(CC), Vp € mn(%Cn(x))v redX.

To see that the above bound is sharp, assume without loss of generality that n > 2 and (,(z) < 1.

Then, because
(1 cTCo e P/ C"(“’)) € P (3 al2),

n 2 2n — 2’ n 2n—2

n—1 terms

we have

n 1\ 2 2 2
sup (pi ) s Gl@) | G@)
PEPn (z:¢n () -1

Let ¢:= 13" | ¢;. We have:
sup (pz- - —) <  sup =D (@97,
PEPn (z;¢n () ; n QGQH(I;Cn(z))TIP ;

where Q,,(2; (o (2)) :== {g € RT : [|qlls < ¢a(z)}. Note that for each g € Q,(z;(,(2)), we have |g| <
n~Yqll; < n=?||qllp, which in turn implies

llg = q1lle < llalls + 1@l 2llo = llalls + lain'"* < llqllo + llalls < 2¢a(2),

where 1 is a vector of ones of appropriate dimension. Additionally, note that

- 2 o Jlla—a? ifb<2
i— )’ =|q—q1)* < .
;Zl(q 9)? = llg—q1|| _{n1—2/b||q—q1|§ if b>2
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Algorithm 4 Estimating the 99% UCB on the optimality gap of a solution

1:

Input: Covariate realization X = 2 and data-driven solution Z,(x) for a particular realization of the
data D,,.
Output: Bgg (), which is a normalized estimate of the 99% UCB on the out-of-sample optimality gap
of Z,(x).
for k=1,...,30 do

Draw 10° i.i.d. samples D* := {e¥1}19] of ¢ according to P.

Estimate the optimal value v*(z) by solving the full-information SAA

problem (4) using the scenarios {f*(z) + &%}1% constructed with D*

Estimate the out-of-sample cost of the solution zn( ) using the first

20,000 samples of DF, i.e., 0¥ (x) i= gk 321 e(2, (x), f*(x) + £5)

Estimate the optimality gap of the 2, () as G*(x) = 0% (x) — 0" (x).

end for
Construct the estimate of the 99% UCB on the optimality gap of 2, (z) as

By () := 100 (avg({(?k(:c)}) +2.462 var({(?’f(:c)})/?)o),

where avg({G*(z)})/var({G¥(x)}) denote the mean/variance of estimates.

The desired result then follows from

n
sup sup Hq —q1|?
4EQ (2:¢n (2)) T ; {q la—a1lly<26n ()} 12

L3 (2) ifb<2
T\ s Rr) ifb>2

We now show that the above bounds are sharp.

Consider ﬁrst the case when b < 2 and assume without loss of generality that ¢, (z) = O(y/n).
Note that p; = [1 + q; — —27 1 qj] i € [n], with ¢1 = (,(2z) and ¢; = 0, Vi > 2, is an element
of P, (z; ¢ (). Therefore

n

Sl -e(42)

PEPn (T:¢n(2)) ;=1

Next, suppose instead that b > 2 and assume without loss of generality that (,(x) = O(nl/ b). Note

1/b iy
. fi=0(mod 2)
that p; = =|{1 + ¢; with ¢; = (7) " Cal2) i 7
g all v ZJ 1) ! {0 if i =1 (mod 2)

of P, (z; ¢ (x)). Therefore

i € [n], is an element

- 142 Grlx)
sup (pi — —) = @( . O
PEPn (231, (2)) ; n nlt+2/b

C Additional computational results

Algorithm 4 describes our procedure for estimating the 99% UCB on the optimality gap of our data-driven
solutions using the multiple replication procedure [40]. We only use 20,000 of the generated 10° samples
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Figure 5: (Wasserstein-DRO with Ridge regression) Comparison of the E4Ridge approach (E) with
tuning of the W+Ridge radius using Algorithms 1 (1), 2 (2), and 3 (3). Top row: 6 = 1. Middle row: 6 = 0.5.
Bottom row: 6 = 2. Left column: d, = 3. Middle column: d, = 10. Right column: d, = 100.

from the conditional distribution of Y given X = x to compute these UCBs since they are sufficient to yield
an accurate estimate of the optimality gaps. Unlike [34, Algorithm 1] that uses relative optimality gaps, we
use absolute optimality gaps in our 99% UCB estimates to avoid division by small quantities when v*(z) is
close to zero.

We compare Algorithm 2 with an “optimal covariate-independent” specification of the radius (,. This
optimal covariate-independent radius is determined by choosing ¢, such that the medians of the 99% UCBs
over the 20 different covariate realizations are minimized. We also benchmark Algorithm 3 against an “op-
timal covariate dependent” specification of (,(x) that is determined by choosing (,(x) such that the 99%
UCBs are minimized. Determining these optimal covariate-independent and covariate-dependent radii ¢, (z)
is impractical because it requires 20,000 i.i.d. samples from the conditional distribution of Y given X = x
(which a decision-maker does not have). We consider it only to benchmark the performance of Algorithms 2
and 3.

“Optimal” tuning of the Wasserstein radius. Figure 6 compares the performance of the W+OLS
formulations when the radius ¢, (z) of the ambiguity set is determined using Algorithms 2 and 3 and optimal
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Figure 6: (Comparison with “optimal” specification of the Wasserstein radius) Comparison of the W+OLS
approach with the optimal covariate-dependent (D*) and covariate-independent (I*) tuning of the W+OLS radius, and
the tuning of the W+OLS radius using Algorithm 3 (3) and Algorithm 2 (2). Top row: 6§ = 1. Middle row: 6 = 0.5.
Bottom row: 0 = 2. Left column: d, = 3. Middle column: d, = 10. Right column: d, = 100.

covariate-dependent and covariate-independent tuning. We vary the model degree 6, the covariate dimension
among d, € {3,10,100}, and the sample size among n € {5(dy + 1),10(d, + 1),20(d, + 1),50(d; + 1)} in
these experiments. The radius specified by Algorithm 2 performs better than the radius specified using
Algorithm 3 for smaller sample sizes and covariate dimensions, and the converse holds for larger covariate
dimensions and sample sizes. These results indicate that while covariate-dependent tuning theoretically has
potential to yield better results than the covariate-independent tuning of Algorithm 2, Algorithm 3 is only
able to obtain good estimates of the optimal covariate-dependent radius ¢, (z) for relatively large sample
sizes n. The difference between the performance of Algorithm 2 and the optimal covariate-independent
tuning reduces with increasing sample size and covariate dimension except for § = 2. The difference between
the performance of Algorithm 3 and optimal covariate-dependent tuning of the radius also reduces with
increasing covariate dimension and sample size.

Comparison of the radii specified by Algorithms 1, 2, and 3. Figure 7 compares the radii specified
by Algorithms 1, 2, and 3 with the optimal covariate-dependent radius and optimal covariate-independent
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Figure 7: (Comparison of the radii specified by Algorithms 1, 2, and 3) Comparison of the optimal covariate-
dependent tuning (D*) and optimal covariate-independent tuning (I*) of the W+OLS radius, the covariate-dependent

tuning of the W+OLS radius using Algorithm 3 (3), and the covariate-independent tuning of the W4+OLS radius using
Algorithm 1 (1) and Algorithm 2 (2) for d, = 100. Left: § = 1. Middle: # = 0.5. Right: 6 = 2.

radius for the W+OLS formulation. We consider d, = 100, vary the model degree 6, and vary the sample
size among n € {5(dy + 1),10(dy + 1),20(d, + 1),50(d; + 1)} in these experiments. Note that the y-axis
limits are different across the subplots. First, note that the radius specified by Algorithm 1 shrinks very
quickly to zero for all three values of §. Consequently, we note from Figure 2 that the resulting ER-DRO
estimators typically do not perform as well as the estimators obtained when the radius (,, is specified using
Algorithms 2 and 3. Second, we see that the covariate-independent specifications of the radius result in more
narrow distributions overall compared to the covariate-dependent specifications. This may be because the
covariate-independent specifications of the radius attempt to choose a single value of ¢, (x) for all possible
covariate realizations = € X', whereas the covariate-dependent specifications can choose a different value
of ¢,(z) depending on the realization 2z € X. Third, the distribution of the radius determined using Algo-
rithm 3 appears to converge to the distribution of the optimal covariate-dependent radius as the sample size
increases. Similarly, the distribution of the radius determined using Algorithm 2 also appears to converge to
the distribution of the optimal covariate-independent radius as n increases (except for the case when 6 = 2).
Finally, as noted in Section 6, it may be advantageous to use a positive radius for the ambiguity set when
the prediction model is misspecified (e.g., using OLS regression even when 6 # 1). This is corroborated by
the plots for # = 2, where the distribution of the optimal covariate-dependent radius is far from the zero
distribution even for large sample sizes n.

Comparison with the jackknife-based formulations. Figure 8 compares the performance of the ER-
SAA+OLS approach and the jackknife-based SAA (J-SAA+OLS) approach [34] with the W+OLS formula-
tions when the radius (,(x) is specified using Algorithms 2 and 3. We consider d, = 100, vary the model
degree 6, and vary the sample size among n € {3(d,+1),5(dy+1),10(dz+1),20(d;+1)} in these experiments.
As observed in [34], the J-SAA+OLS formulation performs better than the E+OLS formulation in the small
sample size regime. Figure 8 shows that the W+OLS formulations outperform the J-SAA+OLS formulation
(except when using Algorithm 2 for § = 2 and large n). This is expected because the ER-DRO formulations
account for both the errors in the approximation of f* by f, and in the approximation of Py x—, by P;(x),
whereas the J-SAA+OLS formulation only addresses the bias in the residuals obtained from OLS regression
(i.e., even if fn is an accurate estimate of f*, the jackknife formulations do not account for the fact that
Py (x) may be a crude approximation of Py x—,). We omit the results for the J4-SAA+OLS formulation
because they are similar to those for the J-SAA+OLS formulation.
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Figure 8: (Comparison of Wasserstein-DRO with J-SAA) Comparison of the E+OLS (E) and J4+OLS (J)
approaches with tuning of the W+OLS radius using Algorithms 2 (2) and 3 (3) for d, = 100. Left: 6 = 1. Middle:
0 = 0.5. Right: 0 = 2.
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