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Abstract. To help ease ports to forthcoming Department of Energy
(DOE) exascale systems, testbeds have been made available to select
users. These testbeds are helpful for preparing codes to run on the
same hardware and similar software as in their respective exascale sys-
tems. This paper describes how the Uintah Computational Framework,
an open-source asynchronous many-task (AMT) runtime system, has
been modified to be performance portable across the DOE Crusher,
DOE Polaris, and DOE Sunspot testbeds in preparation for portable
simulations across the exascale DOE Frontier and DOE Aurora sys-
tems. The Crusher, Polaris, and Sunspot testbeds feature the AMD
MI1250X, NVIDIA A100, and Intel PVC GPUs, respectively. This perfor-
mance portability has been made possible by extending Uintah’s inter-
mediate portability layer [18] to additionally support the Kokkos::HIP,
Kokkos::OpenMPTarget, and Kokkos::SYCL back-ends. This paper also
describes notable updates to Uintah’s support for Kokkos, which were
required to make this extension possible. Results are shown for a chal-
lenging radiative heat transfer calculation, central to the University of
Utah’s predictive boiler simulations. These results demonstrate single-
source portability across AMD-; NVIDIA-, and Intel-based GPUs using
various Kokkos back-ends.
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1 Introduction

Forthcoming Department of Energy (DOE) exascale systems pose new challenges
for large-scale simulation codes. These challenges include understanding how to
manage the increased concurrency, deep memory hierarchies, heterogeneity, and
diversity of such systems. Most notable among challenges are the new hardware
and software featured among systems such as the exascale DOE Frontier [12]
and DOE Aurora [11], which include AMD- and Intel-based GPUs, respectively.
This is a challenge as it is a significant departure from prior heterogeneous high
performance computing (HPC) systems featuring NVIDIA-based GPUs.

Development for exascale systems is enabled and simplified by testbeds that
have been made available to select users through early access programs such
as the Aurora Early Science Program and the Frontier Center for Accelerated
Application Readiness Program. These testbeds feature the same hardware and
similar software as in their respective exascale system. This availability eases the
preparation of user codes for forthcoming exascale systems by allowing devel-
opers to port their codes to the target architectures while waiting for exascale
systems to enter production and open to users.

This paper describes how the Uintah Computational Framework, an open-
source asynchronous many-task runtime system, has been extended to run in
a performance portable manner across the DOE Crusher, DOE Polaris, and
DOE Sunspot testbeds in preparation for portable simulations across the exas-
cale DOE Frontier and DOE Aurora systems. The Crusher, Polaris, and Sunspot
testbeds feature the AMD MI250X, NVIDIA A100, and Intel PVC GPUs, respec-
tively. These runs have been made possible by extending Uintah’s intermediate
portability layer [18] to also support the Kokkos::HIP, Kokkos::OpenMPTarget,
and Kokkos::SYCL back-ends. This paper also describes notable updates to Uin-
tah’s support for Kokkos, which were required to make this extension possible.
These updates include rewriting device-specific portions of Uintah’s runtime to
make use of portable Kokkos abstractions rather than raw CUDA.

To demonstrate Kokkos capabilities, a case study using Uintah’s newly ex-
tended intermediate portability layer and runtime system are examined for a
challenging radiative heat transfer calculation, central to the University of Utah’s
predictive boiler simulations. This case study shows single-source portability
across AMD-, NVIDIA-, and Intel-based GPUs with various Kokkos back-ends.
For AMD-based GPUs, single-source portability is shown using the Kokkos::HIP
and Kokkos::OpenMPTarget back-ends. For NVIDIA-based GPUs, single-source
portability is shown using the Kokkos::CUDA, Kokkos::OpenMPTarget, and
Kokkos::SYCL back-ends. For Intel-based GPUs, single-source portability is
shown using the Kokkos::OpenMPTarget and Kokkos::SYCL back-ends. Note,
an experimental Kokkos::OpenACC [43] back-end providing cross-vendor sup-
port is also available. However, functionality of this back-end was not tested as
a part of this work.

The remainder of this paper is structured as follows. Section 2 provides an
overview of the Uintah Computational Framework. Section 3 describes the ex-
tension of Uintah’s intermediate portability layer to support the Kokkos::HIP,



Making Uintah Performance Portable 3

Kokkos::OpenMPTarget, and Kokkos::SYCL back-ends and updates to Uintah’s
support for Kokkos. Section 4 describes the benchmark used for experiments.
Section 5 describes the systems used for experiments and presents results gath-
ered on the DOE Crusher, DOE Polaris, and DOE Sunspot testbeds. Section 6
describes related work and Section 7 concludes this paper.

2 The Uintah Computational Framework

The Uintah Computational Framework is an open-source asynchronous many-
task (AMT) runtime system and block-structured adaptive mesh refinement
(SAMR) framework specializing in large-scale simulation of fluid-structure in-
teraction problems. These problems are modeled by solving partial differential
equations on structured adaptive mesh refinement grids. Uintah is based upon
novel techniques for understanding a broad set of fluid-structure interaction
problems [4].

Through its lifetime, Uintah has been ported to a diverse set of major HPC
systems. Examples using Uintah’s MPI+Kokkos capabilities include the NSF
Frontera [20], DOE Lassen [19], DOE Summit [20], NSF Stampede 2 [17, 18],
DOE Theta [35], and DOE Titan [35] systems. Other examples include the Na-
tional Research Center of Parallel Computer Engineering and Technology (NR-
CPC) Sunway TaihuLight [44], DOE Titan [33,23,25], NSF Stampede [33,17],
DOE Mira [33, 4], and NSF Blue Waters [4] systems.

The work presented here extends past efforts by demonstrating Uintah’s first
successful ports to heterogeneous HPC systems featuring AMD- and Intel-based
GPUs. This work makes use of Uintah’s MPI+Kokkos capabilities through the
runtime’s heterogeneous MPI+Kokkos task scheduler [19]. This scheduler sup-
ports use of 1 GPU and a subset of CPU cores per MPI process on heterogeneous
CPU+GPU nodes and executes tasks simultaneously across the host and device
based upon user-specified tags indicating where a task can run. For this work,
the majority of tasks were run on the GPU. Note, Uintah does not yet support
GPU-aware MPI. More details on Uintah’s heterogeneous MPI+Kokkos task
scheduler can be found in a recent paper [19].

3 Extending Uintah’s Intermediate Portability Layer

Introduced in 2019 [18], Uintah’s intermediate portability layer consists of 3 com-
ponents: (1) loop-level support providing application developers with framework-
specific abstractions (e.g., generic parallel loop statements) that map to interface-
specific abstractions (e.g., PPL-specific parallel loop statements), (2) application-
level support that includes a tagging system to identify which interfaces are
supported by a given loop, and (3) build-level support that includes selective
compilation of loops to allow for incremental refactoring and simultaneous use
of multiple underlying programming models for heterogeneous HPC systems.
More details on Uintah’s intermediate portability layer can be found in a recent
paper [18].
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The goal of this intermediate layer is for application developers to, hopefully,
need only adopt the layer once to support current and future interfaces to un-
derlying programming models. For application developers, this layer allows for
easy adoption of underlying programming models without requiring knowledge
of low-level implementation details. For infrastructure developers, this layer al-
lows for easy addition, removal, and tuning of interfaces behind-the-scenes in
a single location, reducing the need for far-reaching changes across application
code.

As a part of this work, Uintah’s intermediate portability layer has been ex-
tended to support the Kokkos::HIP, Kokkos::OpenMPTarget, and Kokkos::SYCL
back-ends. Prior to this extension, however, notable updates to Uintah’s use of
Kokkos were necessary to make use of the latest Kokkos releases. Section 3.1 de-
scribes these updates and the state of Uintah’s support for Kokkos. Note, these
updates and extensions were made without any required changes to user-facing
abstractions.

3.1 State of Uintah’s Support for Kokkos

Prior to this work, Uintah’s support for Kokkos was limited to use of the
Kokkos::OpenMP and Kokkos::CUDA back-ends. This support had two key lim-
itations: (1) use of the Kokkos::CUDA back-end required use of a patched version
of Kokkos release 2.7.00 from May 2018 with custom modifications from Uintah
developers to add support for asynchronous execution [35], and (2) Uintah’s het-
erogeneous MPI+Kokkos task scheduler [19] used raw CUDA behind-the-scenes
for task scheduling, which is described further in [20]. Though they eased rapid
research development, these limitations posed challenges when working to addi-
tionally support the Kokkos::HIP, Kokkos::OpenMPTarget, and Kokkos::SYCL
back-ends, which required use of Kokkos releases newer than 2.7.00.

Prior to adding support for new back-ends, limitation (1) was addressed
first to deprecate Uintah’s Kokkos 2.7.00 patch and modernize Uintah’s use of
Kokkos. This patch pre-dated Kokkos execution space instance functionality
and implemented instance-like functionality to achieve asynchronous execution
of parallel patterns when using the Kokkos::CUDA back-end. Deprecation was
a critical first step as Kokkos development has been advancing rapidly with
regular releases adding new functionality and back-end support. To deprecate
this patch, the only changes required in Uintah were minor interface changes.
Deprecation of this patch has been key for allowing Uintah’s use of Kokkos to
be updated more quickly as new Kokkos versions are released. Additionally, this
allows us to stay up to date with third party libraries used by Uintah that also
make use of the latest Kokkos releases (e.g., Hypre [13]).

Next, limitation (2) was addressed to remove the remaining raw CUDA used
in Uintah’s heterogeneous MPI+Kokkos task scheduler. This task scheduler used
cudaMemcpyAsync for asynchronous host-to-device (H2D) and device-to-host
(D2H) transfers and cudaStreamQuery to check the status of transfers. CUDA
streams, CUDA memory allocations, and CUDA kernels were also used behind-
the-scenes. Raw CUDA was replaced with portable alternatives by (1) replac-
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ing use of CUDA streams with Kokkos execution space instances, (2) replac-
ing use of CUDA memory allocations with Kokkos::kokkos malloc, (3) replacing
use of CUDA kernels with Kokkos::parallel_for, (4) replacing use of cudaMem-
cpyAsync with Kokkos::deep_copy, and (5) replacing use of cudaStreamQuery
with Kokkos::fence.

With limitation (1) and (2) addressed as a part of this work, Uintah’s use of
Kokkos was then updated from the May 2018 release to 2023 releases. Specifi-
cally, March 2023 release 4.0.0 was used for this work. This update allowed Uin-
tah to make use of newly supported Kokkos back-ends including Kokkos::HIP,
Kokkos::OpenMPTarget, and Kokkos::SYCL. To support these back-ends, Uin-
tah’s Kokkos::CUDA-specific device support was broadened to offer general de-
vice support through multiple back-ends. To ease parameter tuning, command-
line options were also added to allow the user to specify the execution pol-
icy type (e.g., TeamPolicy, RangePolicy, and MDRangePolicy) and low-level
parameters (e.g., chunk size and tile size) at run-time. Note, Uintah’s use of
Kokkos::OpenMP::partition_master was also deprecated as a part of this up-
date due to the functionality being deprecated in Kokkos. A replacement was
implemented using Kokkos::partition_space.

4 Radiation Modeling

Parallel reverse Monte-Carlo ray tracing (RMCRT) methods [23,25] are one
of several methods available within Uintah for solving the radiative transport
equation. RMCRT models radiative heat transfer using random walks across rays
cast throughout the computational domain. These rays are traced in reverse,
towards their origin, to eliminate the need to trace rays that may never reach
an origin. During ray traversal, the amount of incoming intensity absorbed by
the origin is computed. This incoming intensity is then used to aid in solving
the radiative transport equation. The work presented here uses Uintah’s 2-Level
RMCRT-based radiation model to solve the Burns and Christon benchmark
problem described in [6]. More detailed information on RMCRT can be found
in a recent dissertation [22].

5 Experiments

Experiments made use of the DOE Crusher, DOE Polaris, and DOE Sunspot
testbeds at the Oak Ridge Leadership Computing Facility and Argonne Lead-
ership Computing Facility, respectively. Crusher, Polaris, and Sunspot feature
AMD-, NVIDIA-, and Intel-based GPUs, respectively. For this reason, perfor-
mance portability is important.

5.1 Crusher

Crusher is a testbed featuring the same hardware and similar software as the
exascale Frontier system. Crusher and Frontier are maintained at the Oak Ridge
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Leadership Computing Facility. Frontier and Crusher (also known as Frontier
TDS) are currently Number 1 and Number 32 on June 2023’s Top500 list [38].

The Crusher testbed is comprised of 192 HPE Cray EX235a nodes, each
with one 64-core AMD EPYC 7A53 “Optimized 3rd Gen EPYC” CPU and
four AMD MI250X GPUs, each with 2 Graphics Compute Dies (GCDs). Each
compute node has 512 GB of DDR4 memory and 512 GB of high-bandwidth
memory (HBM2E), 64 GB per GCD. The CPU is connected to the GPUs via
AMD’s Infinity Fabric which delivers a bandwidth of 36+36 GB/s. All GCDs
on a Crusher node are interconnected via Infinity Fabric delivering up to 50450
GB/s for GCDs across GPUs, and up to 200+200 GB/s for GCDs on the same
GPU. Compute nodes on Crusher are interconnected via HPE’s Slingshot 11
interconnect.

5.2 Polaris

Polaris is a testbed featuring a similar heterogeneous CPU+GPU node configu-
ration and similar software as the forthcoming exascale Aurora system. Polaris
and Aurora are maintained at the Argonne Leadership Computing Facility. Po-
laris is currently Number 19 on June 2023’s Top500 list [38].

The Polaris testbed is comprised of 560 HPE Apollo Gen10+ nodes, each
with one 32-core AMD EPYC Milan 7543P CPU and four NVIDIA A100 GPUs
connected via NVLink. Each compute node has 512 GB of DDR4 memory and
160 GB of high-bandwidth memory (HBM2), 40 GB per GPU. Compute nodes
on Polaris are currently interconnected via HPE’s Slingshot 10 interconnect and
are scheduled to be upgraded to Slingshot 11 in 2023.

5.3 Sunspot

Sunspot is a testbed featuring the same hardware and similar software as the
forthcoming Aurora system. Sunspot and Aurora are maintained at the Argonne
Leadership Computing Facility.

The Sunspot testbed is comprised of 128 HPE Cray EX nodes, each with
two Intel Xeon CPU Max Series(Sapphire Rapids) processors and six Intel Data
Center GPU Max Series (Ponte Vecchio/PVC), each with 2 Stacks. Each com-
pute node has 512 GB of DDR5 memory, 512 GB of high-bandwidth memory
(HBM) on each CPU, and 128 GB of high-bandwidth memory (HBM) on each
GPU. Compute nodes on Sunspot are interconnected via HPE’s Slingshot 11
interconnect.

5.4 Testbed Comparisons

For testbed comparisons, experiments explored performance of various GPU
architectures (i.e., AMD MI250X, NVIDIA A100, and Intel PVC) using problems
sized to provide each GCD/GPU/Stack with eight 1283 fine mesh patches. Note,
additional demonstration of Uintah’s portable capabilities can be found among
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Table 1. Single-node timings across AMD MI250X, NVIDIA A100, and Intel PVC
GPUs. For Crusher, 1 MPI process is used per AMD MI250X GCD. For Polaris, 1
MPT process is used per NVIDIA A100 GPU. For Sunspot, 1 MPI process is used per
Intel PVC Stack.

Testbed Devices Back-End Execution|Mean Time per
Used Used Used Policy | Timestep (s)

Crusher| 1x MI250X (2 GCDs) Kokkos::HIP MDRange 51.7
1x MI250X (2 GCDs) |Kokkos::OpenMPTarget| MDRange 53.3
Polaris 1x A100 Kokkos::CUDA Range 28.9
1x A100 Kokkos::OpenMPTarget| Team 48.7
1x A100 Kokkos::SYCL Range 37.1
Sunspot| 1x PVC (2 Stacks) |Kokkos::OpenMPTarget| Team 55.6
1x PVC (2 Stacks) Kokkos::SYCL MDRange 48.6
Crusher|4x MI250X (8 GCDs)* Kokkos::HIP MDRange 64.1
4x MI250X (8 GCDs)*|Kokkos::OpenMP Target| MDRange 75.2
Polaris 4x A100* Kokkos::CUDA Range 39.2
4x A100* Kokkos::OpenMPTarget| Team 60.3
4x A100* Kokkos::SYCL Range 474
Sunspot| 6x PVC (12 Stacks)* |Kokkos::OpenMPTarget| Team 82.0
6x PVC (12 Stacks)* Kokkos::SYCL MDRange 65.9

*This configuration corresponds to use of a full node.

MPI+Kokkos results gathered on the NSF Frontera [20], DOE Lassen [19], DOE
Summit [20], NSF Stampede 2 [17,18], DOE Theta [35], and DOE Titan [35]
systems.

Simulations were launched using 1 MPI process per GCD/GPU/Stack. Ex-
periments were performed to identify optimal run configurations using each
Kokkos back-end that worked on the target architecture with various Kokkos
execution policy types and parameters. Optimal run configurations were used
for the results to follow.

The simulation domain is decomposed into a collection of patches, which are
distributed across MPI processes. Here, a patch refers to the collection of cells
executed by a loop. The radiation modeling problem also uses adaptive mesh re-
finement to coarsen/refine patches [24]. Domain decomposition and, thus, patch
size is user-specified at run-time and remains fixed throughout the simulation.

Problems were sized to provide each MPI process with eight 128 fine mesh
patches. The problem is weak-scaled when moving from one device to a full node.
The problem was configured to cast 50 rays per cell and used a mesh refinement
ratio of 4. Results have been averaged over 7 consecutive timesteps. Note, this
problem does not weak scale as configured due to communication requirements.
However, excellent weak-scaling is possible through the use of aggressive mesh
refinement to reduce communication requirements [22].

Table 1 shows single-node timings across MI250X, A100, and PVC for the
Burns and Christon benchmark problem on a 2-level structured adaptive mesh
refinement grid. For each testbed, results were gathered using problems sized
to provide each MPI process with 256 x 256 x 256 cells on the fine mesh and
64 x 64 x 64 cells on the coarse mesh, respectively, for one fine mesh patch
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size (1283 cells per fine mesh patch). These results are encouraging as they
demonstrate the portability of Kokkos across DOE exascale testbeds. In addition
to being able to run across multiple architectures with Kokkos, we were also
able to run across multiple Kokkos back-ends on a given architecture. Note,
Kokkos back-ends are supported to varying degrees on individual architectures.
For example, use of Kokkos::SYCL is not tested or officially supported on AMD-
based GPUs as of this writing.

6 Related Work

Uintah is one of many asynchronous many-task runtime systems and block-
structured adaptive mesh refinement frameworks. Examples of similar AMT
runtime systems include Charm++ [28], HPX [27], IRIS [29, 34], Legion [2],
PaRSEC [5], and StarPU [1]. Other examples of AMT-based approaches include
the combination of OpenMP tasking and target offloading [42]. Examples of
similar SAMR frameworks include BoxLib [46] (superseded by AMReX [45]),
Cactus [14], and Parthenon [15]. An analysis of performance portability for rep-
resentative AMT runtime systems, including Uintah, can be found in a recent
technical report [3]. A review of representative SAMR frameworks, including
Uintah, can be found in a recent survey [9].

Kokkos is one of many performance portability layers offering a single in-
terface to multiple underlying programming models (e.g., CUDA, HIP, Ope-
nACC, OpenCL, OpenMP, etc). Examples of similar performance portability
layers are OCCA [32], RAJA [21], and SYCL [37] / DPC++ [36]. Examples
of Exascale Computing Project codes using Kokkos can be found in a recent
survey [10]. Examples of “real-world” applications using Kokkos include Ar-
borX [30], BabelStream [8], K-Athena [16] (superseded by AthenaPK [15]),
kEDM [39], LAMMPS [40], and Octo-Tiger [7,31] with a more extensive col-
lection of applications using Kokkos documented on their GitHub [41]. A review
of exascale challenges and performance portable programming models can be
found in a recent survey [26].

7 Conclusions and Future Work

This study has helped demonstrate Uintah’s preparedness for forthcoming DOE
exascale systems. Specifically, this work documents Uintah’s first portable use
of AMD- and Intel-based GPUs, whereas prior work was limited to NVIDIA-
based GPUs. This preparedness has been made possible by the extension of Uin-
tah’s intermediate portability layer [18] to additionally support the Kokkos::HIP,
Kokkos::OpenMPTarget, and Kokkos::SYCL back-ends. This extension has been
made possible by notable updates to Uintah’s support for Kokkos.

Kokkos capabilities have been shown across the DOE Crusher, DOE Polaris,
and DOE Sunspot testbeds when using Uintah’s intermediate portability layer to
make portable use of AMD-, NVIDIA-, and Intel-based GPUs, respectively, for
the benchmark examined. At the device- and node-level, single-source portability
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is shown across AMD-, NVIDIA-, and Intel-based GPUs using various Kokkos
back-ends. This portability offers encouragement as we prepare to make portable
use of the DOE Aurora and DOE Frontier systems. Next steps include portable
simulations across the DOE Aurora and DOE Frontier systems to help better
understand how Uintah scales across exascale systems.
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