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Executive Summary

We present high-fidelity large-eddy-simulation modeling approaches for the turbulent atmospheric
boundary layer flows. Wind energy is a prime example of an application driven by the atmospheric
boundary layer. Generation of electrical energy from farms of wind turbines at night in the stable
atmospheric boundary layer is a particularly interesting situation. In this report, we consider the well-
known Global Energy and Water Cycle Experiment-Atmospheric Boundary Layer Study (GABLS)
stably stratified benchmark large-eddy simulation case. We use a high-order spectral element code
Nek5000/RS, which is supported under the U.S. Department of Energy’s Exascale Computing
Project Center for Efficient Exascale Discretizations project, targeting application simulations on
various acceleration-device-based exascale computing platforms [1, 2, 3]. In our earlier Argonne
National Laboratory report [4], we demonstrated our newly developed subgrid-scale models based
on high-pass filter, mean-field eddy viscosity, and Smagorinsky with no-slip and traction boundary
conditions, provided with low-order statistics, convergence, and turbulent structure analysis. In
this report, we extend the range of our subgrid-scale modeling approaches in the context of the
mean-field eddy viscosity [5] to include the solution of a subgrid-scale turbulent kinetic energy
equation. We demonstrate the model fidelity of Nek5000/RS in comparison to that of AMR-Wind,
a block-structured second-order finite-volume code with adaptive-mesh-refinement capabilities, with
which we studied and compared scaling performance of both codes on the U.S. Department of
Energy’s leadership computing platforms [6].
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1 Introduction

Atmospheric boundary layer (ABL) flows are turbulent, and the state of the turbulence is affected by
density stratification that arises in large part from surface heating and cooling. Additionally, Coriolis
effects caused by planetary rotation and curvature complicate the flow. Furthermore, regional-scale
weather patterns and terrain add complexity to the ABL. Significant research effort is applied to
ABL flows because of their importance and complexity [7, 8, 9]. This work focuses on numerical com-
putation of ABL flows using large-eddy simulation (LES), where the governing physics equations
are solved in filtered form such that the larger, energy-containing eddies are directly resolved and
the remaining “subgrid-scale” (SGS) turbulence is modeled.

The ABL community has set up a sequence of benchmark problems, the GEWEX (Global Energy
and Water Cycle Experiment) Atmospheric Boundary Layer Study (GABLS) [10] to quantify
the effects of numerical modeling and discretization choices. These benchmarks represent the
atmospheric boundary layer in regional and large-scale atmospheric models and are considered
important benchmarks for improving modeling approaches for the study of wind energy, climate,
and weather on all scales [11].

Figure 1: NekRS simulation for the at-
mospheric boundary layer flows demon-
strating the potential temperature on
the vertical planes and the streamwise
velocity on the horizontal plane.

In this report, we consider the GABLS1 benchmark, il-
lustrated in Figure 1, which is a well-documented stably
stratified flow problem. The studies are conducted using
the Argonne-developed open-source Navier–Stokes solver,
Nek5000/RS, which is based on high-order spectral ele-
ment discretizations [12]. NekRS [1] is a GPU-accelerated
version of Nek5000 [13] developed under the DOE’s Ex-
ascale Computing Project (ECP) Center for Efficient Ex-
ascale Discretizations (CEED) project [14], targeting ap-
plication simulations on various acceleration-device-based
exascale computing platforms [1, 2].

In our earlier ANL report [4], we demonstrated our newly
developed subgrid-scale (SGS) models based on high-
pass filter (HPF), mean-field eddy viscosity (MFEV), and
Smagorinsky (SMG) with no-slip and traction boundary
conditions, provided with low-order statistics, convergence,
and turbulent structure analysis. In this report, we extend
the range of our SGS modeling approaches in the context
of MFEV [5], to include the solution of an SGS turbulent
kinetic energy (TKE) equation. The model fidelity and
scaling performance of Nek5000/RS on DOE’s leadership computing platforms in comparison to those
of AMR-Wind, a block-structured second-order finite-volume code with adaptive-mesh-refinement
capabilities, were discussed in [6]. Here, we demonstrate the model fidelity of Nek5000/RS in
comparison to that of AMR-Wind.

This report is organized as follows: Section 2 presents the governing equations for our LES modeling
approach. Section 3 describes the benchmark problem and discusses our SGS models, validation,
and convergence studies. Section 4 demonstrates the results obtained with the newly implemented
SGS models. Section 5 concludes.
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2 Large-Eddy Simulation Model

For the atmospheric LES, we consider the governing equations consisting of the incompressible
Navier–Stokes and potential temperature equations in nondimensional form, solved in a spatially
filtered resolved-scale formulation defined as

∂ūi
∂t

+ ūj
∂ūi
∂xj

= −1

ρ̄

∂p̄

∂xi
− ∂τij

∂xj
+ fi −

θ′

θ0
gi, (1)

∂ūj
∂xj

= 0, (2)

∂θ̄

∂t
+ ūj

∂θ̄

∂xj
= −

∂τθj
∂xj

, (3)

where ūi is the ith component of the resolved-scale velocity vector, ρ̄ is the density, p̄ is the pressure,
gi is the gravity acceleration vector, and θ̄ is the resolved-scale potential temperature. The scalar
θ′/θ0 is the buoyancy force defined by

θ′

θ0
=

θ̄ − θ0
θ0

, (4)

where θ0 is the reference potential temperature. fi represents the Coriolis acceleration defined by

fi = −2ϵijkΩj ūk, (5)

where ϵijk is the alternating tensor, Ωj is the planetary rotation rate vector at the point of interest
on the planet (which is dependent on latitude).

In addition, τij and τθj are the stress tensors in the momentum and energy equations including
subgrid-scale (SGS) modeling terms defined as

τij = − 2

Re
Sij + τ sgsij = − 1

Re

(
∂ūi
∂xj

+
∂ūj
∂xi

)
+ τ sgsij , (6)

and

τθj = − 1

Pe

∂θ̄

∂xj
+ τ sgsθj , (7)

where Re is the Reynolds number, Pe is the Peclet number, Sij is the resolved-scale strain-rate
tensor, and τ sgsij and τ sgsθj are the subgrid scale stress tensors.

3 Benchmark Cases and Modeling Approaches

We consider the GABLS benchmark problem [15], which is a stable ABL in which the ground
temperature is cooler than the air temperature and continues to cool over the duration of the
simulation. We investigate several SGS modeling approaches and wall boundary conditions as
discussed below.
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3.1 ABL GABLS Benchmark

We describe the GABLS benchmark problem [15], a stable ABL in which the ground temperature (at
z = 0) is cooler than the air temperature and continues to cool over the duration of the simulation.
We define the domain as spanning Lx × Ly × Lz = 400 m × 400 m × 400 m, with the streamwise
direction x, the spanwise direction y, and the vertical direction z. We initialize our simulations
at time t = 0 with a constant velocity in the streamwise direction equal to the geostrophic wind
speed of U = 8 m/s. We define the initial potential temperature by 265 K in 0 ≤ z ≤ 100 m and
linearly increase at a rate of 0.01 K/m in the range of 100 m ≤ z ≤ 400 m. The reference potential
temperature is 263.5 K. The Reynolds number, defined as Re = ULb/ν, is approximately 50 million
in this case, which precludes the use of direct numerical simulation wherein all turbulent scales are
resolved. In estimating the Reynolds number, we use Lb = 100 m, which is the thickness of the
initial thermal boundary layer, and ν is the molecular viscosity. We add an initial perturbation to
the temperature with an amplitude of 0.1 K on the potential temperature field for 0 ≤ z ≤ 50 m.

Periodic boundary conditions (BCs) are used in the streamwise and spanwise directions. At the top
boundary (z = 400 m), a stress-free, rigid lid is applied for momentum, and the heat flux for the
energy equation is set consistent with the 0.01 K/m temperature gradient initially prescribed in
the upper region of the flow. At the bottom boundary, we perform simulations with impenetrable
traction BCs for the velocity where the specified shear stress comes from Monin-Obukhov similarity
theory [16]. For the energy equation, a heat flux is applied that is derived from the same theory
and a specified potential temperature difference between the flow at a height, z1, and the surface.
The surface temperature is from the GABLS specification following the rule θb(t) = 265 − 0.25t,
where t is in hours. Because the boundary conditions are periodic (lateral), or the mass flow rate
through the boundaries is zero (top and bottom), pressure boundary conditions are not needed.

3.2 SGS Modeling Approaches

We have extended the range of our SGS modeling approaches, in the context of the MFEV [5],
to include the solution of an SGS TKE equation. In our earlier ANL report [4], we discussed the
modeling approaches for the following:

(1) HPF SGS model + no-slip BCs
(2) HPF SGS model + traction BCs
(3) MFEV (SGS for anisotropic part) + HPF (SGS for isotropic) + traction BCs
(4) MFEV (SGS for anisotropic part) + SMG (SGS for isotropic) + traction BCs

In the earlier report [4], two different types of boundary conditions were used in Nek5000/NekRS at
the bottom boundary representing the lower wall. These boundary conditions (BCs) were no-slip
and traction BCs. In this report, we consider only traction boundary conditions for all simulations
reported, in which the normal velocity component was forced to zero and traction BCs were specified
for the two horizontal velocity components; in addition, heat flux BCs were specified for the potential
temperature, based on the Monin-Obukhov log-law [16].

Results obtained with the MFEV/HPF approach led to converged results with increasing resolution.
Figure 2 (a) shows horizontally averaged profiles of streamwise and spanwise velocities at t = 7 h,
and demonstrates convergence with increasing resolution from n = 1283 to n = 10243.
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(a) (b)

Figure 2: Nek5000 Convergence: (a) MEFV+HPF and (b) MFEV+SMG.

In addition, the obtained profiles were almost identical for different values of Re as well as of z+1 as
reported in [4]. Results obtained with the MFEV/SMG approach also demonstrate convergence with
increasing resolution as well as asymptotic convergence with Re and z+1 . Moreover, convergence
with resolution seems to be faster with MFEV/SMG as compared with the MFEV/HPF approach
described earlier. This can be observed in Fig. 2 (b), which shows horizontally averaged streamwise
and spanwise velocities at t = 7 h using MFEV/SMG and traction boundary conditions.

Interestingly, the difference between the mean profiles obtained with MFEV/HPF and MFEV/SMG
is reduced with increasing resolution, as can be observed in Fig. 3 (a)–(c).

Figure 4 (a) shows the horizontally averaged streamwise and spanwise velocities and Fig. 4 (b) shows
the horizontally averaged potential temperature at t = 6 h for the two highest resolutions 5123 and
10243 for MFEV/HPF, and for 5123 for MFEV/SMG and AMR-Wind. As can be observed, both
Nek5000/NekRS converge to the same profiles as resolution is increased; they also agree well with
the AMR-Wind obtained profiles at 5123.

Figure 5 (a)–(d) show horizontally averaged streamwise and spanwise velocity profiles at different
times t = 6 h, t = 7 h, t = 8 h, and t = 9 h, demonstrating good agreement between MFEV/HPF,
MFEV/SMG, and AMR-Wind for n = 5123.

Here, we focus primarily on the approaches that are based on an SGS TKE equation as follows:

(6) MFEV (SGS for anisotropic part) + SGS TKE (SGS for isotropic part) + LSMG

(7) MFEV (SGS for anisotropic part) + SGS TKE (SGS for isotropic part) + LDRD

The SGS TKE equation and the definition of the Smagorinsky and Deardorff length scales, LSMG

and LDRD, respectively, are described below. In addition to the above, sampling for the evaluation
of the wall momentum and heat fluxes was extended to include specified z-locations away from the
lower wall.
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Figure 3: Comparison between mean profiles obtained with MEFV+HPF and MFEV+SMG with
resolution (a) n = 1283, (b) n = 2563, and (c) n = 5123.

MFEV (SGS for anisotropic part) + SGS TKE (SGS for isotropic) + traction BCs

In the efforts described in this subsection, the traction BCs for the horizontal velocity components
are implemented in the context of the log-law for which we follow the approach of [17] and [18],
which is suitable for finite element methods based on a weighted residual formulation. The normal
component of the velocity is set to zero, and the traction BCs imposed on the tangential velocity
are based on the horizontally averaged slip velocity that develops at the boundary or at a specified
sampling z-location from the lower wall.

The SGS modeling is based on [5], where the SGS stress tensors τ sgsij and τ sgsθj are expressed in
terms of an anisotropic and an isotropic part. Thus, the SGS dissipation is based on an anisotropic,
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(a) (b)

Figure 4: Horizontally averaged (a) streamwise, spanwise velocities and (b) potential temperature
at t = 6 h using MFEV/SMG and MFEV/HPF with traction boundary conditions, compared with
AMR-Wind results, for 5123.

MFEV νT obtained by the horizontally averaged mean strain rate, and an isotropic, fluctuating
part νt, which is a function of the SGS TKE obtained from a transport equation as described below.
The law of the wall is effected through the use of the MFEV concept, and the approach originally
used by [19] is used to convert the horizontally averaged traction to local values based on the local
slip velocity in each of the horizontal directions. The SGS model of [5] is based on the following
expression

τ sgsij = −2γνtSij − 2νT ⟨Sij⟩ , (8)

where ⟨ ⟩ denote averaging over the homogeneous directions, and νT is an average eddy viscosity that
is expressed in terms of mean flow quantities. In Eq. (8) γ is an “isotropy factor,” which accounts for
variability in the SGS constants due to anisotropy of the mean flow. The fluctuating eddy viscosity,
νt, is obtained from the SGS turbulent kinetic energy equation, in which the shear production term
is computed from the fluctuating velocities as suggested by [20]. When the fluctuating (isotropic)
part of turbulent motion is taken into account through of the use the fluctuating strain rate, νt in
Eq. (8) is non-zero and the full stress tensor has to be taken into account. Thus, the momentum
and potential temperature equations are given by

∂ūi
∂t

+ ūj
∂ūi
∂xj

= − ∂p̄

∂xi
− ∂τij

∂xj
− 2ϵi3kΩūk + (1− δi3)

∂

∂z
νT

∂⟨ūi⟩
∂z

− θ′

θ0
gi (9)

= − ∂p̄

∂xi
+

∂

∂xj

(
1

Re
+ γνt

)
2Sn

ij − 2ϵi3kΩūk + (1− δi3)
∂

∂z
νT

∂⟨ūi⟩
∂z

− θ′

θ0
gi, (10)

∂θ̄

∂t
+ ūj

∂θ̄

∂xj
=

∂

∂xj

(
1

Pe
+

γνt
Prt

)
∂θ̄

∂xj
+

∂

∂z
νT

∂⟨θ̄⟩
∂z

. (11)

The transport equation for the SGS TKE equation [5] is:
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(a) (b)

(c) (d)

Figure 5: Mean velocity profiles from Nek5000 MEFV+HPF, MFEV+SMG, and AMR-Wind SMG
at (a) t = 6 h, (b) t = 7 h, (c) t = 8 h, and (d) t = 9 h.

(
∂

∂t
+ uj

∂

∂xj

)
e = 2γνtS

′
ijS

′
ij +

g

θ0
τθw − Cε

e3/2

L
+

∂

∂xi

(
1

Re
+ 2γνt

)
∂e

∂xi
(12)

and the fluctuating eddy viscosity, νt, is given by

νt = CkLe
1/2.

For unstable stratification, the length scale L in this equation becomes

L = LSMG = ∆,

where ∆ is the cube-root of the cell volume. For stable stratification, L is reduced as suggested
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Figure 6: Nek5000 Convergence: MEFV+SMG and MFEV+HPF.

by [21] and is obtained by the following expression

L = LDRD =
0.76e1/2(
g
θ0

∂θ
∂z

)1/2 .
The definition of τθw is

τθw = −νθ
∂θ

∂z
,

whereas
Cε = 0.19 + 0.74L/∆,

and S′
ij is given by

S′
ij = Sij − ⟨Sij⟩ .

The Smagorinsky constant Cs is written in terms of Ck and Cε

Cs =

(
Ck

√
Ck

Cε

)1/2

.

From [5], the SGS constants are Ck = 0.1, and for the case where L = LSMG = ∆, Cε = 0.93. The
isotropy factor γ is obtained from

γ =
S′

S′ + ⟨S⟩
, (13)

where

⟨S⟩ =
√

2 ⟨Sij⟩ ⟨Sij⟩, (14)

8



(a) (b)

(c)

Figure 7: Effect of sampling location: horizontally averaged streamwise and spanwise velocity
profiles at t = 7 h using zsmpl/z0 values between 10 and 50 for resolutions (a) n = 1283, (b) n = 2563,
and (c) n = 5123.

and

S′ =

√
2
〈
S′
ijS

′
ij

〉
. (15)

The expression for the MFEV νT is derived so that the law-of-the-wall behavior can be recovered in
the absence of any resolved turbulence as explained below. According to [5], a model consistent
with this idea is as follows:

νT = (CKLm)2
√
2 ⟨Sij⟩ ⟨Sij⟩, (16)

where Sij is the strain rate tensor, CK is a constant, and CKLm is a mixing-length scale. Equation (16)
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(a) (b)

Figure 8: Effect of Prt: horizontally averaged streamwise and spanwise velocity profiles at t = 7 h
at resolutions 1283, and 2563, using (a) zsmpl/z0 = 10 and (b) zsmpl/z0 = 50, with Prt taking values
1 and 1/3.

simplifies to

νT = (CKLm)2

√(
∂⟨u⟩
∂z

)2

+

(
∂⟨v⟩
∂z

)2

, (17)

and ignoring the mean wind turning with height at the first grid point implies that the wind-speed
derivative is: √(

∂⟨u⟩
∂z

)2

+

(
∂⟨v⟩
∂z

)2

≈ ∂Us

∂z
, (18)

where Us is the average surface layer wind speed (i.e., Us =
〈√

u2 + v2
〉
). The choice of CKLm is

guided by the need to match Monin-Obukhov similarity theory in the wall region and the expression.
In this theory, the wind-speed derivative becomes

∂Us

∂z
=

uτϕm

κz
, (19)

where uτ is the friction velocity, κ is the von Karman constant, and ϕm is the Monin-Obukhov
stability function for momentum. Following [5], in order to make use of Eq. (16) we further impose
a “constant flux,” traction-type boundary condition at z = z1, which states that the sum of the
SGS and resolved momentum fluxes be equal to the surface stress, i.e.,[

⟨τ sgsuw ⟩2 + ⟨τ sgsvw ⟩2
]1/2

+
[
⟨uw⟩2 + ⟨vw⟩2

]1/2
= u2τ . (20)

As described in [4], this traction boundary condition in Nek is imposed at the first grid point in the
vertical direction, which is assumed to be a point inside the log-layer at a location z = z1, where the
boundary condition for the vertical velocity component is defined to be zero. For this reason the
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second term in Eq. (20) corresponding to the resolved momentum fluxes is identically equal to zero.
In [5], a predictive relationship for the MFEV at the first grid point z1, ν

⋆
T = νT (z1), is obtained by

invoking the approximation that the fluctuating components of strain are neglected compared to the
mean strain so that only the horizontally averaged SGS stress in Eq. (8) is retained. This leads to

⟨τ sgsuw ⟩ = −νT
∂⟨u⟩
∂z

,

⟨τ sgsvw ⟩ = −νT
∂⟨v⟩
∂z

.

(21)

Upon substitution of Eq. (21) into Eq. (20) and making use of Eqs. (18) and (19), the expression
for the MFEV, ν⋆T , for Nek becomes

ν⋆T =
uτκz1
ϕm (z1)

. (22)

Equation (22) provides an adaptive method for estimating the MFEV needed to force the computed
wind speed derivative to match with similarity theory at z = z1. At any other height, similar to [5],
we use

νT = ν⋆T
κz1

uτϕm (z1)

√
2 ⟨Sij⟩ ⟨Sij⟩, (23)

which follows directly from Eqs. (16), (18), and (19). In contrast to [5], a similar correction was
also applied to the SGS potential temperature field, and τ sgsθz becomes:

〈
τ sgsθz

〉
= −νT

∂⟨θ⟩
∂z

. (24)

Following [17] and [18], as was already described in the previous subsection, in our approach the
boundary of the computational domain is not located exactly at the wall but at a finite distance
from the wall corresponding to a fixed value of z+1 = z/z0. Strictly speaking, this implies that a
boundary layer of width z1 (corresponding to the specified value of z+1 ) should be removed from
the computational domain; however, it is assumed that this width is very small at high Reynolds
numbers and can be considered negligible, so that the equations can be solved in the whole domain
with traction BCs prescribed on the lower boundary. Since the choice of z+1 is rather arbitrary, we
have found that values of z+1 up to 10 at the target Re produce averaged results that do not differ
significantly.

4 Results with MFEV/SGS-TKE

This section presents results obtained with the MFEV approach in conjunction with solving an
SGS TKE equation. Figure 6 compares horizontally averaged streamwise and spanwise velocity
profiles at t = 7 h, using MFEV/SMG and MFEV/SGS-TKE with LSMG for resolutions n = 1283,
n = 2563, and n = 5123. For completeness, the MFEV/HPF profiles for n = 10243 are also shown.
As can be observed, the difference between MFEV/SMG and MFEV/TKE-SMG using LSMG is
negligible for all resolutions.

As noted earlier, here we extended the work of the earlier report [4] by allowing for the sampling of
tangential velocities and potential temperature at specified z-locations away from the lower wall in
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Figure 9: Effect of LSMG vs LDRD on horizontally averaged streamwise and spanwise velocity
profiles at t = 7 h for resolutions (a) n = 1283, (b) n = 2563, and (c) n = 5123 using MFEV/SGS-
TKE and LSMG vs LDRD.

order to evaluate uτ and θτ , i.e., the wall momentum and heat fluxes. The evaluation of uτ and θτ is
performed using the system of equations and method presented in Section 4 of [4]. To investigate the
effect of the sampling location zsmpl on the results, simulations using MFEV/SGS-TKE with LSMG

were performed for various values of zsmpl/z0 ranging between 10 and 50, for various resolutions.
Figure 7 shows horizontally averaged streamwise and spanwise velocity profiles at t = 7 h using
zsmpl/z0 values between 10 and 50 for resolutions (a) n = 1283, (b) n = 2563, and (c) n = 5123. An
important conclusion from this study was that the effect of the sampling location diminishes with
resolution, and already at n = 5123 it is almost negligible.

The effect of Prt was also investigated for the case MFEV/SGS-TKE with LSMG, and the results
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(a) (b)

(c)

Figure 10: Effect of LSMG vs. LDRD on horizontally averaged streamwise, spanwise and normal
fluctuation profiles at t = 7 h for resolutions (a) n = 1283, (b) n = 2563, and (c) n = 5123 using
MFEV/SGS-TKE and LSMG vs LDRD.

are shown in Fig. 8 (a) and (b) at resolutions n = 1283, and n = 2563, with Prt taking values 1
and 1/3 for zsmpl/z0 = 10 and zsmpl/z0 = 50, respectively. As can be observed, the effect of Prt is
almost negligible for both resolutions studied.

A comparison of the horizontally averaged streamwise and spanwise velocity profiles at t = 7 h
between the MFEV/SGS-TKE with LSMG and the MFEV/SGS-TKE with LDRD approaches is
shown in Fig. 9 (a)-(c) for resolutions n = 1283, n = 2563, and n = 5123, respectively.

A comparison of fluctuation velocities at t = 7 h between the MFEV/SGS-TKE with LSMG and
the MFEV/SGS-TKE with LDRD approaches is shown in Fig. 10(a), (b), and (c) for resolutions
n = 1283, n = 2563, and n = 5123, respectively.

Figure 11 shows a comparison of the horizontally averaged streamwise and spanwise velocity profiles
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(a) (b)

Figure 11: Horizontally averaged streamwise and spanwise velocity profiles at t = 7 h for resolutions
n = 1283, n = 2563, and n = 5123 using MFEV/SGS-TKE and LSMG vs LDRD for (a) zsmpl/z0 = 10
and (b) zsmpl/z0 = 50.

(a) (b)

Figure 12: Horizontally averaged streamwise, spanwise, and normal fluctuation profiles at t = 7 h
for zsmpl/z0 = 10 using (a) MFEV/SGS-TKE with LSMG and (b) MFEV/SGS-TKE with LDRD

for resolutions n = 1283, n = 2563, and n = 5123.

at t = 7 h for (a) zsmpl/z0 = 10 and (b) zsmpl/z0 = 50, using MFEV/SGS-TKE with LSMG and
MFEV/SGS-TKE with LDRD for resolutions n = 1283, n = 2563, and n = 5123. For completeness,
the MFEV/HPF profiles for n = 10243 are also shown.

Figure 12 shows a comparison of the horizontally averaged streamwise, spanwise, and normal
fluctuation profiles at t = 7 h for zsmpl/z0 = 10 using (a) MFEV/SGS-TKE with LSMG and (b)
MFEV/SGS-TKE with LDRD for resolutions n = 1283, n = 2563, and n = 5123.

14



0 2 4 6 8 10
t [h]

0

100

200

300

400

O
bu

kh
ov

 L
en

gt
h 

L 
[m

]

Nek ∆x=0.78m MFEV/SGS-TKE LSMG Prt=1/3 zsmpl/z0=10

Nek ∆x=0.78m MFEV/SGS-TKE LDRD Prt=var zsmpl/z0=10

MO     ∆x=2m
IMUK ∆x=2m
NCAR ∆x=2m
MO     ∆x=1m
IMUK ∆x=1m

(a) (b)

0 2 4 6 8 10
t [h]

0

0.05

0.1

0.15

0.2

-<
u′

 w
′>

=u
τ 

2  [
m

2 /s
2 ]

Nek ∆x=0.78m MFEV/SGS-TKE LSMG Prt=1/3 zsmpl/z0=10

Nek ∆x=0.78m MFEV/SGS-TKE LDRD Prt=var zsmpl/z0=10

MO     ∆x=2m
IMUK ∆x=2m
NCAR ∆x=2m
MO     ∆x=1m
IMUK ∆x=1m
NREL ∆x=3.25m

0 2 4 6 8 10
t [h]

0

1

2

3

4

5

6

7

-9
.8

1<
w

′θ
′>

/θ
0=9

.8
1u

τθ τ/θ
0 

x 
10

4  [m
2 /s

3 ]

Nek ∆x=0.78m MFEV/SGS-TKE LSMG Prt=1/3 zsmpl/z0=10

Nek ∆x=0.78m MFEV/SGS-TKE LDRD Prt=var zsmpl/z0=10

MO     ∆x=2m
IMUK ∆x=2m
NCAR ∆x=2m
MO     ∆x=1m
IMUK ∆x=1m
NREL ∆x=3.25m

(c) (d)

Figure 13: Nek5000 (a) spatial spectrum and time history of (b) Obukhov length, (c) momentum,
and (d) temperature fluxes.
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Good convergence is also observed in second-order quantities in Fig. 12 (a) and (b), for MFEV/SGS-
TKE with (a) LSMG and with (b) LDRD. This is especially the case for resolutions n = 2563 and
n = 5123 and for LSMG. The resolved fluctuations obtained by the two approaches MFEV/SGS-TKE
with LSMG and LDRD compare reasonably well for the same effective resolution.

Figure 13 (top left) demonstrates the spatial spectrum for velocity magnitude at t = 6 h for n = 2563

and n = 5123 resolutions. We see that both the n = 5123 and n = 10243 results exhibit k−
5
3 energy

spectrum, as expected for resolved turbulent flow simulations. The remaining figures show the
comparison of Nek5000/RS to the NCAR, IMUK, and MO results for the Monin-Obukhov length,
the surface momentum flux, and the surface heat flux.

5 Conclusion

We presented high-fidelity LES turbulence models for the atmospheric boundary layer flows. We
considered the GABLS1 benchmark problem and extend the range of our SGS modeling approaches
in the context of the mean-field eddy viscosity provided with cross-verification and validation of
two different codes, Nek5000/RS and AMR-Wind, that are based on unstructured high-order and
structured low-order discretizations.
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