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During hypersonic flight, compressional and viscous heating of the air can form a plasma layer which encases the
aircraft. If the boundary layer becomes turbulent, then the electron density fluctuations can effect a parasitic modula-
tion in microwave signals transmitted through the plasma. We developed an approach for studying the interaction of
microwave signals with a turbulent, hypersonic plasma layer. The approach affords a great deal of flexibility in both
the plasma layer model and the antenna configuration. We then analyzed a line-of-sight problem in which microwaves,
transmitted from a rectangular aperture antenna, propagate through a turbulent plasma layer to a distant receiver. We
characterized the first and second order statistics of the computed parasitic modulation and quantified the depolarization
of the signal. The amplitude fluctuations are lognormally distributed at low frequencies and Rice distributed at high
frequencies. Fluctuations in the co-polarized phase and amplitude of the far field signal are strongly anti-correlated. We
used a multi-output Gaussian process (MOGP) to model these quantities. The efficacy of the MOGP model is demon-
strated by recovering the time evolution of the co-polarized phase given the co-polarized amplitude and occasional

measurements of the phase.

I. INTRODUCTION

During the atmospheric entry of a spacecraft, heating of the
surrounding air leading to plasma formation may cause a pe-
riod of radio blackout. A number of approaches towards mit-
igating radio blackout have been considered in the past: opti-
mization of the aerodynamic shaping with radio transmission
as a constraint, the use of magnetic fields to allow for whistler
mode transmission through the plasma and also the use of high
frequencies.!> With a high transmission frequency, most of
the microwave energy will be transmitted through the plasma
layer rather than being reflected or absorbed. Nevertheless,
turbulent structures in the plasma layer electron density can
modulate a high frequency signal. A better understanding of
the high frequency microwave channel characteristics during
hypersonic flight is therefore of interest.

To provide context we give a brief, but by no means com-
prehensive, account of recent work in the literature. Most
work regarding radio blackout has been concerned with lami-
nar plasma layers. There have been a few examples of meth-
ods where the plasma is modeled as a three-dimensional (3D)
reacting Navier—Stokes flow over a realistic geometry and 3D
electromagnetic simulations are used to analyze the proper-
ties of microwave transmission through the plasma layer.>*
Less attention has been given to turbulent plasma layers and
the issue of parasitic modulation. He et al. were the first to
present a calculation of parasitic modulation given a model
for the turbulent plasma layer.> In their plasma layer model,
turbulent spatial variation is given by a linear eddy model and
temporal variation given by a Gaussian random function hav-
ing a power spectral density consistent with Kolmogorov de-
cay. They characterized the first order statistics of the cor-
related noise. Shi et al.® introduced a novel reduced order
model description of parasitic modulation which can be in-
formed by statistical properties of flight conditions. They used
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a multistate Markov chain to model the microwave channel
behavior over a long timescale which includes not only high
frequency fluctuations from turbulence but also slower varia-
tions due to shifting angle of attack and even slower variation
due to descending altitude. Bai et al. considered the statis-
tical properties of the polarization for waves which obliquely
propagate through a turbulent plasma layer.” Recently, Yao et
al. explored the nature of the correlation between amplitude
and phase fluctuations, using a slab model for the plasma.® In
most of the aforementioned work, the historical RAM-C ex-
periments were used to inform the target plasma conditions of
calculations and experiments.’

Here, we introduce a methodology for studying the para-
sitic modulation in a microwave signal due to transmission
through a turbulent plasma layer. We applied it to a line-
of-sight transmission problem and obtained a comprehensive
characterization of the parasitic modulation. In this work, the
plasma layer is modeled with a surrogate description of hyper-
sonic plasma turbulence which has been previously used for
aero-optics studies.!? In the future we intend to analyze high
fidelity plasma layer models, such as a large eddy simulation
(LES) model, with this methodology.

In section II, we outline the methodology for computing
the properties of the parasitic modulation. Then, we ex-
plore the line-of-sight propagation of microwave signals trans-
mitted from a rectangular aperture antenna terminating on a
flat ground plane in section III. In our analysis, the signal
is found to be partially depolarized by interaction with the
turbulent plasma layer. We use the cross-polarization dis-
criminate (XPD) to quantify the depolarization. We found
that the amplitude experiences lognormal fading at low fre-
quencies and Rice fading at higher frequencies, above the
plasma frequency. The Wang-Strohbehn distribution is ef-
fective at modeling the amplitude fluctuations at all frequen-
cies considered.!! In addition, strong correlations between the
cross- and co-polarized signal amplitudes and phases are seen.
It therefore seems natural to model these quantities of interest
as a multi-output Gaussian process (MOGP). We demonstrate



the efficacy of this approach by recovering, with high accu-
racy, the time evolution of the co-polarized phase given the
cross- and co-polarized amplitudes as well as occasional mea-
surements of the co-polarized phase. Closing discussion is
then provided in section IV.

II. METHOD FOR CALCULATING THE PARASITIC
MODULATION

The hypersonic motion of turbulent flow structures across
an antenna aperture is far slower than the transit of microwave
energy through the plasma layer; the RAM-C2 experiment
reached a maximum velocity of around 7500 m/s during atmo-
spheric entry. We therefore treat the plasma profile as being
quasi-stationary when solving Maxwell’s equations. This ap-
proximation is to consider relativistic effects in the frequency
broadening as negligible,'? and the plasma electron response
to the microwaves as linear. For our approach, then, we need
a number of instantaneous frames f;, i € [1,N] describing the
3D plasma profile at successive moments in time.

The method proceeds by processing the sequence of frames.
For each frame we compute the time-domain transmission of a
microwave pulse, radiated by some antenna structure, through
the plasma. The shape of the pulse can be selected to excite
a microwave spectrum of interest. The plasma response is
accounted for with a linear model for a cold, isotropic plasma.
The relative electric permittivity is,
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where @, is the plasma frequency and V is the electron colli-
sion frequency. In future studies, it may be of interest to con-
sider a different linear plasma model, such as a magnetized
plasma model.

The electromagnetic calculations are performed with the
Empire plasma physics code.!3> Empire implements a con-
forming finite element time-domain method for electromag-
netics. This discretization ensures that the divergence of the
magnetic field is zero as long as that condition is met at
time zero. The finite element formulation allows a great deal
of flexibility in the geometric specification of the antenna,
ground surface and plasma layer. Time integration in Empire
is implicit. This enables computationally efficient integration
of the solution even when the peak plasma frequency and/or
collision frequency of the plasma profile is much higher than
the microwave frequencies of interest. For details on the Em-
pire numerical method, the reader is referred to the recent
work of McGregor et al.'*1>

Once the electromagnetic response of each frame is com-
puted, the raw solution data is aggregated for analysis. The
preprocessing, calculation of the electromagnetic properties
of each frame and aggregation of the raw electromagnetic re-
sults is orchestrated by a workflow utility called vvtest.'® In
seeking appropriate hypersonic plasma data f; with which to
characterize the signal propagation, one must bear in mind
the two key parameters: the total number of frames N and the
frame interval AT. The total number of frames N should be

sufficient to obtain an adequate estimation of statistical prop-
erties of the signal, given the selected AT. An appropriate
value for AT may be determined by an estimation of the max-
imum frequencies present in the power spectral density of the
signal or by phase unwrapping considerations.

The frames f;, containing the electron density and collision
frequency profile snapshots, are given by a file in CFD Gen-
eral Notation System (CGNS) format. The CGNS file format
is a standard used by contemporary computational fluid dy-
namics (CFD) codes including, e.g., SPARC.!7

To load the plasma profile into Empire, we must obtain the
plasma state at the finite element quadrature points. This is
accomplished in two steps. First, we use a Galerkin projec-
tion onto the Empire nodal finite elements ¢;. Then nodal fi-
nite element interpolation is used to obtain the values of the
plasma frequency and electron collision frequency at quadra-
ture points.

The nodal finite element coefficients &; corresponding to
some function u by Galerkin projection satisfy,

ZMijﬁj = fi, ()
j

where M;; are elements of the nodal mass matrix. The quantity
on the right-hand side (RHS) is,

fi= /v G dV, 3)

where V is the Empire computational domain. The reader
is referred to Karniadakis and Sherwin for a rigorous treat-
ment of the projection of a function onto a nodal finite ele-
ment basis.'® The quantity u to be projected can represent the
plasma frequency or electron collision frequency data given
by a CGNS file. The file could be output from a CFD code or
it could have been generated by some other means.

Assembly of the RHS quantities f; is a key task in comput-
ing the Galerkin projection. Towards this, we expect u to be
given by the CGNS file as a piecewise constant quantity over
a hexahedral structured mesh,

u(lx)=u; : x €, )
where C; denotes the i CGNS mesh element. This is typical
for output from a finite volume CFD code. On the other hand,
a nodal basis function ¢; is compactly supported over a region
&; coinciding with one or several Empire tetrahedral or hex-
ahedral mesh elements. Therefore the RHS quantities can be
expressed,
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Most of the intersections of the CGNS and Empire mesh ele-
ments, V;; = & NC;, will be zero. To identify which V;; may
be non-zero, the domain is decomposed by recursive octree
partitioning. At each decomposition level, a bounding esti-
mate for which CGNS and Empire elements are within a given
partition is obtained by bounding box testing. Recursion ter-
minates when the number of CGNS/Empire mesh cell pairs



i,j in a partition is less than a specified value. Then, pairs
i,j for which V;; = 0 are identified by bounding box tests
and eliminated from consideration. Finally, the R3D library
is used to compute the intersections of the CGNS and Empire
mesh elements, V;; = £ NC; which may be non-zero."”

For the present, we only use linear nodal basis functions
which have the property,

/v di(x) dV = ¢i(Zij)Vij, (6)
ij
where,
Vij= [ av ()
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The R3D library provides functionality for computing both
V;j and &;; given V;;. With these simplifying assumptions, the
expressions for the RHS quantities reduce to,

fi=Y u;oi(&ij)Vij. ©)
J
And from Eq. 2 the Galerkin projection coefficients are,

;= ZMl.;lf,-. (10)
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Importantly, we recommend that a practical implementation
use the lumped (row-summed) mass matrix to avoid the ap-
pearance of significant spurious oscillations in the projection.

With this approach, the loading result will vary in a smooth
and well-defined way as the relative spatial resolutions of the
CGNS and Empire meshes are varied. The only assumption
we make, regarding the CGNS and Empire meshes, is that
they at least partially overlap. We note that a naive approach to
profile loading, such as nearest point interpolation, will gen-
erally produce a corrupted result since turbulent plasma data
may not be smoothly varying over any of the length scales
associated with the Empire mesh.

lll. LINE-OF-SIGHT PROBLEM

One aspect of antenna performance that we can study with
our methodology is the line-of-sight propagation of transmit-
ted signals to a distant receiver. Specifically, we will consider
the properties of the electric far field along the axis of an aper-
ture antenna,

Ei(xp,t) = Exj(xp,t)é + Ey (xR, 1)éy, (11)

where é, and é, are the x- and y-direction unit vectors, the
point xF lies on the axis of the antenna waveguide in the far
zone and the subscript i denotes the frame number. A near to
far field transformation, which computes the time-domain far
fields,?® was used to compute E;(xg,t) from the 3D electro-
magnetic solution for frame i.
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FIG. 1. A cross-sectional view of the problem geometry. The edges
are color-coded according to the boundary conditions used in the
electromagnetic problem.

A. Electromagnetic problem specification

The problem geometry and electromagnetic boundary con-
dition placement is illustrated in Fig. 1. It is useful to consider
the problem domain as the union of two regions. The region
z < 0 is the waveguide region and z > 0 is the free space re-
gion. The electric permittivity within the free space region is
given by the plasma model, Eq. 1, while the waveguide region
has vacuum electrical properties.

Perfect electrical conductor boundary conditions apply to
the waveguide walls and the ground surface at z = 0. The
free space region is bounded by an absorbing boundary con-
dition. There is also an absorbing boundary at the negative-z
end of the waveguide, z = —L. The free space region contains
a 5-sided open cube surface called the near field surface. The
near field surface is not associated with any boundary condi-
tion, but it is used by the near to far field transformation in
computing the electric far field, Eq. 11. The near field sur-
face is sized so that it encloses nearly all electric currents in
the problem. It extends out to z =9 cm, which is beyond the
extent of the plasma layer.

The antenna waveguide runs along the z-axis from z = —L,
where L = 12]j, and terminates at the ground plane z = 0.
The waveguide cross-section is rectangular with widths a = [
and b = 2ly/3 in the x and y-directions, respectively. The
characteristic length /g is defined in terms of the characteristic
frequency,

lo=c/fo (12)
fo =120 GHz, (13)

where c is the speed of light.

The value of f partially determines the frequency band
driven in the electromagnetic problem. For each of the N
frames, a simulation is run where the rectangular aperture
antenna is driven by a TE( sine-modulated Gaussian pulse.
Within the waveguide region, the initial value of the axial,



parallel magnetic field is,

_ 2
H,(z) = exp (%) sin (ko(z+L/2))

H,(z) =H,(z; x=0,y=0,1 =0),

(14)

where o, = Iy and ko = 27 /ly. This fully specifies the initial
fields of the pulse; for a TE ;o eigenmode, the parallel mag-
netic field, H;, as well as the transverse electric and magnetic
fields, Ey and H,, can be expressed in terms of ﬂz.zl

The computational mesh for the electromagnetic calcula-
tion is a nearly uniformly spaced hexahedral mesh with spac-
ing Ax = lp/20. The electromagnetic time step size, Ar =
Ax/c, is /3 times the explicit Courant-Friedrichs-Lewy limit.
The electromagnetic state is evolved for 2.4 ns which is suffi-
ciently long for the total electromagnetic energy to decay over
50 decibels.

An advantage of using a time-domain formulation is that
a single simulation run provides results for a wide range of
frequencies. Consider the uncertainty principle, c,0; > 1/2
where oy, is the standard deviation of the pulse wavenum-
ber spectrum. It follows that a narrower pulse (smaller o)
is associated with a broader k-space spectrum. A broader k-
space spectrum implies a broader temporal frequency spec-
trum given the form of the TE ¢ mode dispersion relation. The
pulse temporal frequency spectrum as well as the pulse axial
parallel magnetic field A,(z) used in the present analysis are
shown in Fig. 2.

B. Plasma layer model

We consider plasma conditions that are representative of the
RAM-C2 flight, at 28 km altitude, at a distance xo = 3.5 dy
behind the tip of the nose. The spherically blunted RAM-
C2 nose has a diameter dy = 12 in. An interpretation of
the RAM-C2 reflectometer readings has suggested that the
boundary layer was turbulent at 28 km.’

The time-averaged electron density profile is a digitiza-
tion from figure 14d in Schexnayder et al.” The maximum
value of the electron density in the time-averaged profile is
Rpeak = 7.05 X 10'® m~3, corresponding to a plasma frequency
@p peak = 27 % 23.7 GHz. The velocity profile was obtained
by a supplemental Reynolds-averaged Navier—Stokes calcula-
tion. The time-averaged electron density and velocity profiles
are shown in Fig. 3(a).

Turbulent fluctuations in the electron density are mod-
eled as spherical perturbations (tfurbules) superimposed on the
time-averaged profile. This model for boundary layer turbu-
lence is based on that used by Trolinger and Rose for aero
optics.!? The radii of the spherical fluctuations, A, are dis-
tributed according to a modified exponential distribution with
a characteristic radius A,,,

A
Kexp (K) Amin <A< Amax

0 otherwise,

P(A) = (15)
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FIG. 2. For each frame, a TE( sine-modulated Gaussian pulse initial
condition drives antenna emission. The initial parallel magnetic field
along the axis of the waveguide (a) and the pulse spectrum (b) are
shown above. The abscissa of the spectrum plot starts at the TEg
cutoff frequency for this waveguide. The pulse spectrum is nearly a
Gaussian.

where K is a normalization constant. The magnitude of a per-
turbation is related to the fluctuation strength An and the per-
turbation radius,

AA
/ 5—6”, ifA < Ay
55 i > A,

The centers of the spherical turbules are uniformly distributed
over the boundary layer region 0 < z < 6. Note that the
supplemental calculation which provided the velocity pro-
file also informed the value of the boundary layer thickness,
0 = 2.5 cm. At each frame, the positions of turbules are trans-
lated downstream according to the value of the plasma veloc-
ity profile at the center of each turbule. Each frame contains
approximately 10* turbules.

The plasma layer model parameters used in the simulations
are given in Table I. The values are intended to provide a
reasonable representation of the RAM-C flow conditions, al-
though we offer no proof or rigorous justification. Towards
characterizing the properties of microwave signal propagation
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FIG. 3. In (a), the time-averaged electron density and plasma velocity
profiles is shown. In (b), a two-dimensional cross-sectional plot of
the turbulent plasma frequency is shown.

through a plasma layer model, we ran three series of simu-
lations: S, S, and S3. Different random seeds are used to
generate the turbules for each series. The plasma layer model
parameters are the same for each series, except a different
number of frames N and frame interval AT are used for Ss.
In series S| and S, there is a strong correlation between sub-
sequent frames due to the small AT. These series therefore
allow estimation of the second order statistical properties (co-
variance functions / power spectral densities). The series S3,
having a larger AT, provides more information about the first
order statistics (probability density functions) of the signal.
A cross-sectional plot of the model electron density, at frame
i =0 from Sy, is shown in Fig. 3(b).

In addition to the simulation series S|, S, and S3, we ran
simulations for the vacuum and time-averaged plasma cases.
The vacuum case is simply the case where there is no plasma.
The time-averaged plasma case is the case for which there
are no turbulent fluctuations and the plasma profile is just the
time-averaged profile shown in Fig. 3(a). These results are
useful in the following discussion.

C. Results

First, we consider the polarization of the received sig-
nal. It is immediately evident from the transient far field

Simulation series| S; | S» | S3
o 2.5cm - -
A, 028 | - -
Amin 0018 | - -
Amax 1.26 - -
An npeak/2 - -
AT 0.75 s|0.75 ps|5.0 s
N 2000 | 2000 | 3000

TABLE I. Values of the turbulence model parameters used for the line
of sight problem. Dashes represent repeated values in a row. The
three series of simulations were run with different random number
seeds.

at each frame, F;(xp,?), that the signal is partially depolar-
ized by scattering from the 3D fluctuations in electron den-
sity. The computed cross-polarized component of the far field,
E. i(xF,t), is non-zero and varying with frame number i when
turbulent fluctuations are included. For the vacuum and time-
averaged plasma cases, the cross-polarized component is zero.
Although the scattering of a plane wave by a single spherical
perturbation in &, does not induce a cross-polarized field, mul-
tiple scattering from many spheres in close proximity is well
known to induce a significant cross-polarized field.??

To quantify the strength of signal depolarization, we use the
cross-polarization discriminate, X PD. The X PD is the ratio of
the average cross-polarized spectral intensity to the average
co-polarized spectral intensity,

12
XPD(w) = 10log (2‘?:2;) (17)

The quantities & ; and &) ; are just the Fourier transforms of
the far field components,

& i(@) = FIEyi(xp,1)]
Cop},’i((l)) = ]:[Ey,i(mFat)]'

(18)

The computed XPD for simulation series Sz is plotted in
Fig. 4. Peak XPD occurs just below @ = @, peak. The de-
crease in X PD with increasing frequency, above @ > @p peak.
occurs because the index of refraction approaches unity at
high frequency. Depolarizing scattering interactions with the
microwave signal are therefore weaker at higher frequencies.
Next, it will be fruitful to consider the statistical properties
of the co-polarized amplitude A and phase ¢ at the receiver,

Al ; 0) = |&i(0)] 19
ot ; o) = angle(cg’y_,,-(a))), (20)

where time #; = iAT and angle is the unwrapped phase angle
of the complex-valued argument. The co-polarized amplitude
and phase for f = 26.3 GHz, over an interval of the S; data, is
shown in Fig. 5. For all frequencies within the bandwidth of
the pulse there is a strong anti-correlation between ¢ and A:
the correlation coefficient p ~ —0.7 in this range. We encoun-
tered difficulties in unwrapping the phase between 21 and 25
GHz and attention will be given to this in future work.
Previously, He et al.’ noted that the amplitude fluctuations
follow a lognormal distribution. We fit various models to the
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FIG. 4. The cross-polarization discriminate of the far field. The far
field signal is most strongly depolarized at a frequency just below the
profile peak plasma frequency.
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FIG. 5. The computed fluctuations in amplitude and phase, about
the mean values, at 26.3 GHz over an arbitrarily selected 200 mi-
crosecond interval. It is evident by inspection that there is a strong
anti-correlation between these quantities. The strong anti-correlation
holds for all frequencies in the pulse bandwidth.

simulation series S3 data using maximum likelihood estima-
tion. We found that the amplitude is distributed lognormally
at lower frequencies. At higher frequencies, however, there
is a transition to Rice statistics. In this problem, the transi-
tion occurs around @p peak, although further investigation is
required to fully understand the transition from lognormal to
Rice statistics.

Both the lognormal distribution and Rice distribution
have well understood interpretations in line-of-sight signal
interference.”> Lognormal fading arises when the received
signal results from multiple scattering along a narrow cone
of propagation. Rice signal fading arises when the received
signal consists of many uncorrelated scattering contributions.
The Rice shape parameter K is the ratio of signal contribu-
tion from the direct path to the scattered paths. At low K, the
Rice distribution is Rayleigh-like and at high K it becomes
Gaussian-like.

In our computed results, the amplitude fluctuations begin
to deviate from lognormal statistics at 21 GHz. Amplitude
fluctuations follow Rice statistics at 25 GHz and above. In
the Rice fading regime, K increases with frequency due to the
weaker microwave interaction with the plasma layer for higher
frequencies above @ peak. At 25 GHz, K ~ 0 corresponding
to Rayleigh statistics. At29.8 GHz, K = 5.4, indicating nearly
Gaussian statistics.

Wang and Strohbehn proposed the product distribution of
a Rice distributed random variable with a lognormally dis-
tributed random variable to model the case of many uncor-
related multiple scattering contributions.!! This distribution
can account for a smooth transition from lognormal statistics
to Rice statistics. It appears to be highly effective at modeling
the amplitude variation statistics in our computed line-of-sight
transmission result. However, there is no analytic expression
for the probability density function (PDF) so it is cuambersome
to work with. Also, this distribution has four model parame-
ters while the Rice and lognormal distributions have only two
parameters. A straightforward maximum likelihood estima-
tion procedure for fitting the Wang-Strohbehn distribution to
the computed amplitude variation data proved computation-
ally slow and prone to overfitting. Nevertheless, good results
were obtained for amplitude variations at all frequencies of
interest.

PDFs for some of the fitted models are plotted in Fig. 6. In
these plots, an empirical PDF is shown for reference. The em-
pirical PDF was obtained by constructing the empirical char-
acteristic function, removing the high frequency noise asso-
ciated with finite sampling and applying a discrete Fourier
transform. In Figs. 6(a) and 6(d), the lognormal and Rice dis-
tributions are effective at modeling the data. However, at the
transition frequencies of Figs. 6(b) and 6(c) only the Wang-
Strohbehn provides a good approximation to the empirical
distribution.

The strong correlation between amplitude and phase im-
plies that knowledge of either provides a significant amount
of information about the other. A striking demonstration of
this can be observed by modeling the phase and amplitude
as a multi-output Gaussian random process (MOGP). Gaus-
sian processes are completely defined by the second-order
statistics of the signal, viz. the covariance or equivalently the
power spectral density.?* Indeed, the use of random functions
is commonplace in the theory of electromagnetic scattering
from random media; the covariance of the scattered signal is
often a primary quantity of interest.'?

Given the present model for the turbulent plasma layer,
the fluctuations in amplitude and phase can be considered to
be stationary random processes. Therefore, their covariance
functions can be written as a function of only the lag time.
The sample auto- and cross- covariances are thus,

w(T)
NIk Y (ai(ti) = (ai)) (a; (1) — (q;)),
K[ =
(21)
where g1 = @, g2 = A and 7 = kAT is the lag time. The win-
dow function w is selected so that B; ; will be a more reliable
estimate of the covariance B;;; above some maximum correla-

Bij(n; ©) =
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FIG. 6. Estimates for the probability density function of the copolarized amplitude fluctuations. A transition from the lognormal distribution
at low frequencies to the Rice distribution at high frequencies can be seen. At intermediate frequencies, (b) and (c), neither the Rice nor
lognormal models fit the data well however the Wang-Strohbehn distribution is effective at all frequencies. In each plot, either the Rice or
lognormal model is shown according to which model has a higher likelihood for the data.

tion time, it is expected that B;; will be zero. However, as we
are estimating the covariances from finite sequences, values
for larger 7; will contain an increasing amount of noise since
they result from fewer terms. We use the Tukey window func-
tion centered at zero, spanning 40 us with a Tukey window
parameter o = 0.5. Therefore, sample covariances are zero
for lags | 7| > 20 us.

The sample covariances é,-j are generally unsuitable for
application in Gaussian process modeling; licit covariances
are positive-definite functions.>* A typical approach for esti-
mating a licit auto-covariance is to (hyper-)parameterize the
covariance using a functional form which is positive defi-
nite (e.g. a Gaussian). One then fits the hyperparameters
to, in some sense, approximate B;;. Another approach is to
use Bochner’s theorem or its multivariate extension to condi-
tion the covariance appropriately.”> Our approach was to sim-
ply add independent and identically distributed (iid) noise to
the Gaussian process model, following Liu et al.>® We found
that the kriging matrices are well conditioned when a small
amount of iid noise is associated with each quantity.

In the following calculations, we estimated the covariances
from simulation series S; and performed regression on the

data from S».

Before considering an MOGP model, we first consider a
single-output Gaussian process (SOGP) model for the phase.
Regression of the phase is performed over an arbitrarily se-
lected 150 us interval. The SOGP regression is informed by
evenly spaced training measurements of the computed copo-
larized phase, ¢(t ; @ = 27 x 26.3 GHz). The training mea-
surements are separated by 10 us intervals. The result is
shown in Fig. 7(a). At each point on the regression inter-
val, SOGP regression provides the posterior probability of the
phase as a univariate Gaussian distribution. Both the posterior
mean, as well as the region up to one standard deviation away
from the mean are indicated in the figure.

If, in addition to the phase training measurements of the
copolarized phase, we are given full knowledge of the copo-
larized amplitude A(r ; @ = 27 x 26.3 GHz), a much more
accurate estimation of ¢ (7 ; @ =27 x 26.3 GHz) can be ob-
tained with multi-output Gaussian process (MOGP) regres-
sion. A multi-output Gaussian process (MOGP) can be con-
sidered a vector-valued random function which accounts for
the cross-correlations between the different quantities. The
result of MOGP regression is shown in Fig. 7(b). In addition
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FIG. 7. Gaussian process regression of fluctuations in the copo-
larized phase associated with a microwave frequency of 26.3 GHz,
which is above the plasma layer peak characteristic frequency of 23.7
GHz. Given training points at which measurements of the copo-
larized phase are given, (a) single-output Gaussian process and (b)
multi-output Gaussian process (MOGP) regression are used. The
MOGP regression makes use of the full knowledge of the copolar-
ized amplitude. Because there is a strong correlation between the
copolarized phase and amplitude fluctuations, MOGP regression is
substantially superior.

to the phase training measurements of the copolarized phase
used in the SOGP regression example, the training data in-
cludes A(r ; @ =21 x 26.3 GHz) at every point within the
regression interval. It is clear that including knowledge of the
amplitude enables a substantially more accurate estimation of
the phase. Quantitatively, the L2 error of the SOGP regression
result was 9.7% and the MOGP error was 3.6%. For reference,
the L2 error of the prior, ¢ (7 ; @ =21 x 26.3 GHz) =0, is
21.5%. We assigned a standard deviation for the iid noise as-
sociated with amplitude which is five percent of the standard
deviation of the computed fluctuations. The standard devia-
tion of the phase noise was one percent.

We should provide the result of this procedure applied to
frequencies below @y peak as well. The result of MOGP re-
gression at 19.1 GHz is shown in Fig. 8. The L2 error of the
result MOGP regression was 3.3% while the L2 error of the
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FIG. 8. MOGP regression of fluctuations in the copolarized phase at
19.1 GHz, which is significantly below the plasma frequency associ-
ated with the peak electron density in the layer.

prior was 28.2%. To obtain well conditioned kriging matri-
ces, we had to associate stronger iid noise with the amplitude
compared to the 26.3 GHz case: we used ten percent noise for
19.1 GHz. Note that at 19.1 GHz, the amplitude fluctuations
are lognormally distributed which contradicts some assump-
tions of Gaussian process models. At 26.3 GHz, the amplitude
statistics are intermediate between Rayleigh and Gaussian, be-
ing Rice distributed with Rice shape parameter K = 1.3

IV. SUMMARY AND DISCUSSION

An approach to studying the turbulent modulation of mi-
crowave signals by re-entry plasma layers, which utilizes 3D
electromagnetic simulations, was outlined. In any such study,
the specifics of the electron density in the plasma layer is an
important aspect. The 3D plasma profile is loaded onto the
electromagnetic finite element basis, from a standard CFD file
format, by Galerkin projection. It would be straightforward,
in principle, to use the results of a high fidelity LES to inform
the plasma layer model. Our approach allows for an arbitrary
3D geometry and antenna configuration.

In this work we used a surrogate model for the turbulent
plasma layer to study a line-of-sight problem. In the problem,
microwaves are transmitted from a rectangular aperture an-
tenna, through the plasma, to a distant receiver. We explored
several aspects of the parasitic modulation of the signal by the
turbulent plasma layer. First, we noted that the received signal
is partially depolarized. This is expected from the basic theory
of electromagnetic scattering from random media,'? although
there are few discussions of the phenomenon in this context.

We considered the first order statistics, viz. the probability
density function, of the amplitude fluctuations in the line-of-
sight problem. We found that the amplitude is lognormally
distributed at low frequencies and Rice distributed at high fre-
quencies. The transition from lognormal to Rice statistics, in
this case, occurred around the peak plasma frequency of the
plasma layer profile. We found that a probability distribution



which can account for a smooth transition from lognormal to
Rice statistics, originally proposed by Wang and Strohbehn, !
was suitable for modeling the amplitude fluctuations at all fre-
quencies considered.

We found that the copolarized phase and amplitude are
strongly correlated in the line-of-sight problem. We exploited
this by modeling the received signal as an MOGP. An MOGP
can serve as a time-domain reduced order model for the par-
asitic modulation. The MOGP model of the signal proved
significantly more effective, in the context of a regression
problem, than modeling signal properties individually with
SOGPs. The strong correlation between phase and amplitude
was found to hold over a wide range of microwave frequen-
cies. Indeed, Yao et al. established that that a strong correla-
tion between phase and amplitude fluctuations, due to a time
varying plasma layer, can be generally expected.®

The extent to which the computed parasitic modulation re-
flects reality is limited by the fidelity of the turbulent plasma
layer model. The results of the line-of-sight problem pre-
sented here should be considered a preliminary effort intended
to inform future efforts which consider, say, an LES model
of the plasma layer. Although relatively weak depolariza-
tion of the signal was computed in the present case, it is rea-
sonable to suspect that a plasma layer having strong spatial
anisotropy in the fluctuations could significantly enhance de-
polarization. Although we observed a transition from lognor-
mal to Rice statistics near the plasma frequency, it is not clear
that this should hold generally. Other unforeseen differences,
both qualitative and quantitative, could arise when a realistic
plasma layer model is considered.

We should note some forseeable ways by which our char-
acterization of parasitic modulation could be improved upon.
Future work could identify approaches which are superior to
the MOGP as a reduced order model for the signal fluctua-
tions. The amplitude fluctuations are not Gaussian distributed
except at high frequencies, which contradicts fundamental as-
sumptions in the Gaussian process model. Towards charac-
terizing the first order statistics of the amplitude fluctuations,
we note that the Wang-Strohbehn distribution is difficult to
work with for at least two reasons: there is no analytic expres-
sion for the probability density function and it has many (four)
parameters which can lead to overfitting during maximum
likelihood estimation. Finally, we had difficulties in unwrap-
ping the copolarized phase at frequencies near the plasma fre-
quency. We could not manage to unwrap the cross-polarized
phase at any frequencies of interest. The lack of computed
phase information ultimately limited the scope of our analy-
sis.
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