LA-UR-23-30155

Approved for public release; distribution is unlimited.

Title: Diffusional creep in UO2 informed by lower length scale simulations
Author(s): Galvin, Conor Oscar

Andersson, Anders David Ragnar

Sweet, Ryan

Capolungo, Laurent
Cooper, Michael William Donald

Intended for: Report

Issued: 2024-02-26 (rev.1)

NATIONAL LABORATORY

% Los Alamos



1% Los Alamos NYSE

NATIONAL LABORATORY National Nuclear Security Administration

Los Alamos National Laboratory, an affirmative action/equal opportunity employer, is operated by Triad National Security, LLC for the National Nuclear Security
Administration of U.S. Department of Energy under contract 89233218CNA000001. By approving this article, the publisher recognizes that the U.S. Government
retains nonexclusive, royalty-free license to publish or reproduce the published form of this contribution, or to allow others to do so, for U.S. Government
purposes. Los Alamos National Laboratory requests that the publisher identify this article as work performed under the auspices of the U.S. Department of
Energy. Los Alamos National Laboratory strongly supports academic freedom and a researcher's right to publish; as an institution, however, the Laboratory does
not endorse the viewpoint of a publication or guarantee its technical correctness.



1% Los Alamos

NATIONAL LABORATORY

Diffusional creep in UO, informed by lower
length scale simulations

C. O.T. Galvin?, D. A. Andersson?, R. Sweet®, L. Capolungo?, and M. W. D. Cooper®

Materials Science and Technology Division, Los Alamos National Laboratory
b1daho National Laboratory, 1955 N Fremont Ave, Idaho Falls, ID 83415, USA

August 315, 2023



Executive Summary

Using molecular dynamics, we predict information at the atomistic scale used to develop a mech-
anistic UO, creep model for use in higher length-scale fuel performance codes. The ultimate
objective of the model is to not only to capture the creep rates of UO, but to determine the dom-
inant mechanism in the diffusional regime, which is still debated in the literature. It is important
to have a model to capture the correct mechanisms for creep in UO, as this can be used as the
foundation when applying to other fuels, such as doped UO,, and when irradiation is accounted.
In last years NEAMS milestone (FY22), we developed a prelimnary model, however there were
issues, for example, excessively high values of uranium vacancy concentrations at the grain
boundary. This year we have addressed the issues with the previous version of the model, added
a new term that accounts for the nucleation of dislocations at stress raisers (e.g., triple junctions)
within the microstructure and discussed where there was disagreement in the literature about the
underpinning physics (uranium self-diffusion at the grain boundary).

Attached below is a manuscript which we will submit for publication. The model outlined in
the manuscript was also described using analytical fits and passed on to Idaho National Labora-
tory (INL) to be implemented in BISON. Furthermore, there is also surrogate modeling efforts
being conducted by INL using this mechanistic creep model.
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Abstract

We present a diffusional creep model for UO, that has been informed using lower length scale
simulations. The simulations focus on the uranium vacancy concentration, diffusivity and elas-
tic dipole tensor, all of which underpin steady-state diffusional creep in UO,. The results were
compared against avaiable experimental values and used to provide insight where there is still
some confusion, for example the uranium self-diffusion due to vacancies at grain boundaries.
The ultimate objective of the work is not only to predict creep rates for different temperatures,
grain sizes and stress, but also determine the dominant diffusional creep mechanism for UO,,
where there is disagreement in the literature. Creep is an important property for nuclear fuel
performance as it influences the pellet-cladding gap, which in turn affects the fuel temperature.
Having a creep model capturing the correct mechanisms is essential to be used in nuclear fuel
performance codes. It is also an important first step towards modeling the complicated irradia-
tion case, and is needed to support extension of the model to microstructures that have limited
data.

1. Introduction

Uranium dioxide (UO,) is the most common fuel type used in commercial light water reac-
tors (LWRs) due to its suitable material properties, such as a high melting point, radiation tol-
erance, chemical stability and accommodation of non-stoichiometry and fission products [1].
Additionally there is the benefit of years of operational experience. Advanced fuels are cur-
rently being developed for use in LWRs to potentially provide better fuel performance and
economics of operation. One of these advanced fuel candidates is doped UO,, which has been
doped to produce a larger grain size than conventional UO,. The larger grain sizes provide im-
proved operational fuel behavior for fission gas retention and pellet-cladding interactions due
to improved mechanical properties [2]; one such property is creep. That is, having a ‘softer’
fuel pellet (higher creep rates) can reduce the risk of cladding failure by reducing the cladding-
pellet mechanical interactions when the reactor undergoes a power ramp. Adding dopants can
also increase the fuel density leading to less densification under irradiation [3]. Furthermore,
extension of fuel burnups requires knowledge of how restructured fuel impacts properties in-
cluding creep. For example, a characteristic of high burnup fuel is smaller grain sizes not just
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in the periphery but also further towards the center of the pellet.

Creep is a type of plastic deformation of a solid material under stress. There are different
mechanisms of creep and their significance depends on the material type and microstructure,
for example metals or ceramics. In this study, we focus on the steady-state diffusional creep
regime in UO,. Diffusional creep has two different contributions: i) bulk diffusion (Nabarro-
Herring [4, 5]) and ii) grain boundary diffusion (Coble [6]), illustrated in figure 1. In fact, Coble
not only proposed the grain boundary diffusional creep mechanism generally, but also studies
diffusional creep in UO; [7]. Both of these processes are driven by the net diffusion of uranium
vacancies (although uranium interstitials may play an important role under irradiation condi-
tions [8]) arising from the chemical potential gradient induced by an applied stress. However,
there is still disagreement in the literature [7, 9-21] as to what is the rate-controlling mechanism
in the diffusional creep regime of UO, (or if it even was a deformation mechanism). Not only is
this important to understand if an accurate mechanistic creep model used to predict creep rates
is to be developed, but Nabarro-Herring and Coble creep have different grain size dependen-
cies. This would impact creep rates of doped UO,, and undoped UO, which experiences grain
growth if held at high temperatures [22] and grain sub-division at high burnup [23, 24]. In the
case of doped UO, both the suppression of creep (due to large grains), the potential enhance-
ment due to doping effects on defect chemistry (in the bulk or at the grain boundary) and grain
sub-division at high burnup needs to be captured. A good handle on the correct mechanism
(i.e. bulk or grain boundary) is needed to make better models.

GB self-diffusion

Bulk lattice
self-diffusion

Figure 1: Schematic illustrating diffusional creep mechanisms occurring in a grain of UO;.

Diffusional creep is also an interesting regime to study due to the underlying mechanisms
which cause it. In UO, under thermal equilibrium conditions it is the concentration and dif-
fusion of uranium defects (under an applied stress) which drive diffusional creep. For bulk
UQ;, it is the uranium vacancies are the rate controlling diffusion process as they diffuse much



slower than oxygen atoms and are have concentrations than uranium interstitials [8]. However,
for grain boundaries, to the best of our knowledge, this has not yet been shown, therefore, ura-
nium vacancies and interstitials will be considered. Studying thermal equilibrium conditions
is an important first step towards treating the more complicated irradiation case, which is rele-
vant for fuel.

Not only does the expected uranium vacancy concentration and diffusion contribute to dif-
fusional creep, but this diffusion process also impacts other important phenomena in UO,, such
as swelling due to fission gas release, bubble growth and sintering [25]. We predict this infor-
mation, compare the uranium self-diffusion, Dy, to experiment, and discuss the reasons for the
vast differences observed in the literature. For a clear comparison, in this study we will refer
to the concentration of defects in the bulk as [x], at the grain boundary as [xgg], the diffusion
of a defect in the bulk as Dy, and at the grain boundary as DSB. Therefore, the self-diffusion in
the bulk is described as le,”lk, and the self-diffusion at the grain boundary is DSB . The overall
(volume) self diffusivity, D}, is then dependent on , Df}“lk, DECE | the grain boundary thickness
(6) and the grain size (G), as illustrated in figure 2.

D?Iulk = Dy [x]

D{® = DEB[xgg]

‘l“

D§ = (D™, D§F.5,G)

Figure 2: Schematic illustration of the processes that make up uranium self-diffusion in the grain, at the
grain boundary and across the total volume of the grain for UO;.

In this work, we use atomic-scale data to predict and understand the contributions that un-
derpin the diffusional creep regime in UO,. The main contributions being, the uranium vacancy
defect concentration and diffusion, both in the bulk and at the grain boundary. The predictions
are also compared with experimental results and discussed where there is still confusion, for
example, the diffusion of uranium vacancies at UO, grain boundaries. The driving force for



diffusional creep studied here is the strain dependence of the chemical potential for uranium
vacancies, given by the elastic dipole tensor of the uranium vacancy. This is widely known for
uranium vacancies in the bulk [26], but it has not been studied for grain boundary uranium
vacancies before. All the lower-length scale information is then used to develop a diffusional
creep model for UO,, where the model elucidates the dominant creep mechanism and is able to
reproduce experimental data, thus, resolving the debate in the literature regarding the cause of
diffusion creep in UO,. This mechanistic model was validated against experimental results and
can be used to predict creep rates in the diffusional regime of UO, as a function of temperature,
stress and grain size.

2. Method

In this section the analytical creep equations and the lower-length scale computer simula-
tion methods used to obtain the relevant data employed in the mechanistic diffusional creep
model are discussed. Primarily, the diffusion coefficients, concentrations and elastic dipole
tensor of uranium vacancies in the bulk and at the grain boundary. X9 (221)/[110] and X11
(311)/[110] symmetric tilt grain boundaries were deemed suitable choices for this study as
they are common in UO, [27, 28] and do not induce a dipole like ¥5 tilt grain boundary [29].

2.1. Analtical creep equations

For the diffusional creep model considered in this study the polycrystal behavior has been
simplified into analytical equations. Ideally, a polycrystal plasticity model informed by lower
length scale simulations should be used to capture the complex creep mechanisms. However,
first we need to establish a baseline that ascribes creep in UO, to the correct mechanisms and
shows that the lower length simulations are capable of capturing the relevant phenomena.
Therefore, rather than tracking the response of local vacancy concentrations at grain bound-
aries and in the bulk due to applied stress, we instead predict average uranium vacancy defect
concentration and diffusion coefficient in the bulk and at the grain boundary. Uranium inter-
stitials are also included in our study. This information is then applied in the analytical creep
equations (equations 1 and 2) outlined below, where stress, grain size and temperature is ac-
counted.

Nabarro-Herring (bulk diffusional) creep occurs via the bulk diffusion of point defects within
a grain in response to an applied stress. Defect concentration gradients arise across the grain
due to the influence of stress on a defect’s chemical potential. For example, the energy of va-
cancies is typically lower in a compressive strain field and, therefore, will diffuse from tensile
to compressive regions. Consequently, uranium atoms will diffuse in the opposite direction,
resulting in the transport of mass to tensile regions. This process results in plastic deformation
(creep) that acts to relive an applied stress. The Nabarro-Herring creep rate, due to a given
defect x can be approximated by the following equation [4, 5, 30]:

42|Q) | Dy [x]
€ = ——F 0. ].
NH, x kB TG2 v ( )
where o, is the von-Mises stress, G is the grain size, [x] is the defect concentration, Q, is the de-
fect volume, D, is the diffusivity of defect x, kp is the Boltzmann constant and T is temperature.



Coble creep is similar to Nabarro-Herring creep, however, rather than occurring within the
grain interior, it transpires at the grain boundary. As with the Nabarro-Herring process, va-
cancies will diffuse (this time along the grain boundary), from tensile to compressive regions
leading to transport of mass and creep. The Coble creep rate due to a given defect, x, is given
by [6, 30]:

oo x = 42|QGB,X|D3?B[xGB]T(50_ 2)
’ kgTG3 v

where [xgp] is the defect concentration at the grain boundary, Q, is the defect volume, DS® is
the is the diffusivity of defect, x, at the grain boundary and ¢ is the grain boundary thickness.

2.2. Simulation details

A cluster dynamics model formulated in terms of the free energy of the system (free energy
cluster dynamics or FECD) developed by Matthews et al. [8] is implemented in the Centipede
code. Centipede contains high fidelity atomistic simulations of point defect energies/entropies
and information relating to the diffusion coefficient, such as, attempt frequencies and activa-
tion enthalpies, where the statistics is assumed to obey a point defect model. Centipede’s main
utility is under irradiation, however, here it is used for the thermal equilibrium state to calcu-
late a charge neutral combination of defect concentrations in the bulk at a given temperature
and oxygen partial pressure. In addition, it is also used to predict the diffusion coefficient for
uranium defects. A more detailed description of Centipede can be found in [8].

Molecular dynamics (MD) simulations and static energy minimization calculations were car-
ried out using LAMMPS [31] to calculate the uranium vacancy diffusion coefficients at a grain
boundary, D‘(,;f ,the segregation energy of defects to the grain boundary (used to predict the
defect concentrations, [xgg]) and the elastic dipole tensor. For MD simulations the interatomic
forces between all the U**-U*t, 02--0% ions and the cross terms were described using the
Cooper, Rushton and Grimes (CRG) potential [32]. U** ions are converted to U* for simula-
tions which consider electron holes, denoted by Uy, in Krdger-Vink notation [33]. The U* - 0>~
and U>* - U>" interactions used are given by Liu et al. [34, 35]. As there is no U** (U{;in Kroger-
Vink notation) empirical potential compatible with the CRG, electron interactions described by
changing the charge state of U+ to U3* are employed using the Gd3*- O~ parameters devel-
oped by Rushton and Chroneos [36]. This is assumed to be an appropriate assumption given
the similar ionic radius of Gd** and U3* [37]. A cut-off of 11 A was employed for Coulombic
interactions, which were calculated using a particle-particle particle-mesh solver at an accuracy
of 1x107>.

2.2.1. Uranium Vacancy diffusion calculations

The diffusivity of a uranium vacancy Dy, in the bulk is calculated from the DFT migration
barriers [8, 38], the attempt frequency, the species dependent parameter jump distance and the
number of jump sites while MD simulations are used to calculate the diffusivity of a uranium
vacancy D‘C,;f , at the grain boundary. The timescales are too slow to predict bulk uranium va-
cancy diffusivity using MD.

For the grain boundary MD simulations, symmetrical tilt grain boundary structures were
generated with a rotation angle 6 equal to half the misorientation angle. Two tilt grain bound-
aries common in UO, [27, 28], were considered for this study, and are outlined in table 1. Due



to the periodic boundary conditions, each simulation box contains two grain boundaries in the
(y, z) plane, separated by a distance equal to half the box size along the x-direction. First, the
lowest energy structure for each grain boundary type without any defects was found by sam-
pling the y-surface. This is achieved by shifting all atoms for one grain in the y-z plane with
0.5 A increments and energy minimizing the system. Using the lowest energy minimized grain
boundary structures from the y-surface sampling, uranium vacancies were randomly added
to the grain boundary (assuming a 1 nm thickness) at a specific concentration. As there are
two grain boundaries in the structure (due to the periodic boundaries) vacancies were added to
both. To observe the effects of different charge compensation mechanisms, structures contain-
ing V3 by removing oxygen atoms, U}; by converting some U** cations to U>* describing the
oxidation of U**, and applying a background charge were all created. These results are shown
and discussed in the supplementary information.

Table 1: Supercell dimensions for the grain boundary structures. Each value in the dimensions refer to
the x, y and z direction respectively (i.e. Ly XLy x L,) with the units in A.

GB Dimensions (A)
¥9-(221) 140.0x131.0x38.5
X11-(311) 178.9x181.5%46.3

Uranium vacancy diffusivities presented in the results section were calculated using MD
simulations on the lowest energy position on the gamma surface for a given grain boundary
containing uranium vacancies. Firstly, an MD run with an isobaric-isothermal (NPT) ensemble
was carried out for 80 ps. The first 40 ps were used to bring the system from 300 K up to the de-
sired temperature and then the system was allowed to equilibrate at the target temperature for
40 ps. An average of the lattice parameter was taken over the last 6 ps, and the structure lattice
parameter was changed to the obtained average. The simulation was then run using a canonical
(NVT) ensemble for 20 ps at the desired temperature and a microcanonical ensemble (NVE) for
70 ns (this time was reduced for some high temperature runs as we have enough statistics to
get a linear mean squared displacement). From this, the mean squared displacement (MSD) for
uranium was calculated and the uranium vacancy diffusivity was determined using equation 3.

DGB _ Ntot[<RUVZ>][ 1 ] (3)

o™ Ngpl| 4t [xGB]

where Ny, is the total number of atoms in the system, Ngp is the number of atoms in the grain
boundary, Niwt/Ngp = grain boundary thickness (o) divided by the length of the supercell (x),
<RUyz> is the MSD for uranium atoms in the yz plane, f is time and [xgg] is concentration of
uranium vacancies, x, at the grain boundary (percentage of uranium vacancies with respect
to uranium sites in the grain boundary). Generally, the mean-square displacement becomes a
linear function of time as time increases so that the diffusion constant is simply related to the
slope of this linear regime. It is important to run the simulation long enough that the linear
regime is reached.

2.2.2. Uranium vacancy concentration calculations
The concentrations of uranium vacancies in the bulk are calculated using their formation
energies, solving for charge neutrality and applying to an Arrhenius Law.



We assumed that the grain boundary and the bulk lattice are in thermal equilibrium, whereby
the reduction in energy of a vacancy moving from the bulk to the grain boundary (segregation
energy) couples the bulk and grain boundary concentrations. Therefore, the concentration of
uranium vacancies at the grain boundary can be described by the formation energy of that de-
fect in the bulk and its segregation to the grain boundary. The grain boundary uranium vacancy
concentration at a given grain boundary site was calculated with the equation:

_(EfBulk + ESeg,site)

(4)

[xGB,site] =exp

kgT
where the segregation energy of defects to the grain boundary is
Eseg = Efgp = Efy (5)

Ef, .. refers to the formation energy of the defect in the bulk and Ey_, is the formation energy
of the defect at the grain boundary.

Alternatively, if the bulk concentration is know (which is predicted), the grain boundary
concentration can be expressed at each grain boundary site as:

—Eec,.

romaie] = exp| 5 ) )
B

where [Xgp site] is the concentration of defects at a grain boundary site and [x] is the concentra-

tion of uranium vacancies in the bulk. Any site that had a concentration greater than 1 was set

to the value of 1. Then the average concentration of uranium vacancies across the whole grain

boundary is given by the mean concentration across all grain boundary sites:

lxes] = Z [XGB site] )

- Ngj
sites sites

where ngj;.; refers to the total number of grain boundary sites.

However, just having the uranium vacancies segregate to the grain boundary would result
in an unphysical build up of charge. Therefore, a charge neutral combination of oxygen, ura-
nium, electron, and hole defects, at the grain boundary must be solved for. This includes their
segregation energies to the grain boundary. The energy for each defect (presented in table 2) at
a given site in the grain boundary was calculated by either i) removing an atom for a vacancy,
ii) adding an atom for an interstitial or, iii) changing the charge state of the uranium to 3* or
5* for an electron or a hole, and carrying out static geometry optimization. This process was
repeated for all the available sites in both the ¥9 and Y11 supercells, as outlined in table 3.

Table 2: Defects used for segregation energy calculations.

Defect type Formal charge Kroger-Vink notation
Uranium vacancy 4 vy’

Uranium interstitial 4+ u;***

Oxygen vacancy 2% Vo

Oxygen interstitial 2" or*

Electron 1- Uy

Hole 1* uy




Table 3: Supercell dimensions for grain boundary structures used for segregation energy calculations.

Grain boundary Dimensions (A)
¥9-(221) 186.3x32.7%x23.1
¥11-(311) 180.9x25.6x23.1

To enforce charge neutrality at the grain boundary, an electron potential solver which ad-
justs the Fermi level depending on the total defect concentration is applied. The charge of a
defect, g,, multiplied by the electron potential, y,, is applied to the segregation energy by the
following equation:

(_ESeg,site) + (QVE)

e | (8)

[xGB,site] =exp

The total charge concentration at the grain boundary, Qgp is given by:

QcB = Xqx[xcs] 9)

The electron potential, y,, is iteratively refined until Q = 0 ensuring that the concentrations of
all defects in the grain boundary are fully charge compensated.

To make sure there is not a discontinuity between the grain boundary and the bulk after
shifting p, to get a charge neutral combination of defects at the grain boundary, y, is weighted
changing fractionally from the bulk to the grain boundary, as illustrated in figure 3. That is,
closer to the bulk p, is slightly shifted, with the greatest contribution to p, occurring at the
grain boundary center. The Fermi level at the bulk comes from [x], shown in equation 2.2.2.

Electron potential

——J——————————
-
-
-
-

\

o GB Bulk

Figure 3: Schematic illustrating the fractional change in y, from bulk to the grain boundary.

2.3. Elastic dipole tensor

As mentioned earlier, the elastic dipole tensor describes the change in defect energy due to
an applied strain. This can also occur at the grain boundary and, therefore, provides a thermo-
dynamic driving force for Coble creep whereby defects migrate in response to, and relive, an
applied stress. The grain boundary structure used for the elastic dipole tensor calculations is
given in table 4.



Table 4: Supercell dimensions for grain boundary structures used for elastic dipole tensor calculations.

Grain boundary Dimensions (A)
>11-(311) 180.8x25.6x23.1

Similar to the segregation energy calculations, for the grain boundary structure, a uranium
atom was removed from the system to create a point defect. This was carried out separately for
all .uranium sites in the structure, such that up to 4000 separate structures were generated con-
taining one vacancy each. The defective grain boundary structure was then energy minimized,
while keeping the supercell dimensions fixed. Following this, the supercell was strained to de-
termine the response of the vacancy formation energy to the three orthogonal and three shear
strains. The tensor that describes the strain-response of the vacancy formation energy can be
described as an effective elastic dipole tensor, G*. It is not strictly a true elastic dipole ten-
sor, G , as we are investigating the response due to the strain applied to the supercell, rather
than resolving the strain at the location within the grain boundary where the defect is sited.
Nonetheless, it is the response to strains at the supercell length scale given by G* that is rel-
evant for implementation in the diffusion-mediated creep model. A specific component of G*
for a uranium vacancy with its formal -4 charge is given by:

gEvl/I/
1]
where,
EV{}" = Edef - Eperf (1 1)

Ejer and Ep,, ¢ are the energies of the defective and perfect supercells at a given strain, respec-
tively. Note that although the formation energy also contains terms for the reference energies,
such as uranium metal or O,; these terms are independent of the stress state of the material and

177 .

are, thus, not included in the calculation of G*. In addition to examining G* for V{7, it is also
necessary to determine G* for Uy; ions. Exactly the same procedure as described above for V{;”
was employed for Uyy. It is critical to include Uy so that the flow of charge neutral combinations
of defects can be accounted for; thus, preventing unphysical charge build up when simulating

diffusional creep.

3. Results and Discussion

3.1. Diffusivity of a uranium vacancy

The prediction of uranium vacancy diffusivity, Dy, , in the bulk is shown by the green line
in figure 4. Bulk defect diffusivity, Dy, values were calculated for each contributing defect type
using the DFT migration barriers and empirical potential calculated entropies [8].

The grain boundary uranium vacancy diffusion coefficient, Dgf , was calculated at two sym-
metric tilt grain boundaries, X9 and X11 (see table 1). Three different charge compensating
mechanisms were tested and it was found that the type of charge mechanism (structures con-
taining Vg, Uy and applying a background charge) does not greatly affect Dgf (these results
are presented in the supplementary information). Therefore, the charge compensation mecha-
nism chosen to be applied going forward was a net background charge. Furthermore, different



concentrations and temperatures were examined to see if they impact the predicted D‘C,;f , mak-

ing sure to capture D‘(/;B values in the point defect limit. A concentration of 0.25% uranium
vacancies was decided to be used to ensure that the vacancies did not interact. These results are
also shown in the supplementary information. Using MD, there needs to be enough vacancies
in the system, so that sufficient statistics can be obtained at a given temperature to calculate a
D%g value during timescales associated with MD (on the order of 10s of ns).

10*10

Bulk
11
z9

10*15

10*20

Vy diffusivity (m?s™)

4.5 6.0

5.0 5.5
10000/T (K)

Figure 4: Arrhenius plot of uranium vacancy diffusion coefficient as a function of inverse temperature.

Figure 5a shows the MSD for uranium atoms at the X9 tilt grain boundary structure across
the temperature range 1600-1900 K. The uranium atoms do not move in the bulk because there
are no vacancies there, and DgB is much lower in the bulk compared to the grain boundary, as
shown in figure 4. It can be seen that for lower temperatures (<1800 K) a timescale of ~70 ns
was needed to achieve enough statistics to observe proper linear behavior for lower tempera-
ture runs, and therefore, capture long range diffusion at the GB. The MSD was then used in
equation 3 to calculate D%; , shown as a function of temperature in figure 5b. From this a mi-

gration energy and pre-exponential, DOGB was calculated, which are presented in table 5.

The same procedure as outlined above was conducted for the X11 tilt grain boundary. The
MSD of the uranium atoms are shown in figure 6a, with the corresponding uranium vacancy
diffusion coefficient presented in figure 6b. Under thermal equilibrium conditions, it is the
uranium vacancies (and not interstitials) that will dominate due to their concentration, as will
be discussed in the next section. However, uranium interstitials may play an important role
under irradiation conditions and this will be examined in a future study.
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Figure 5: (a) Mean squared displacement of uranium atoms in a X9 tilt GB containing uranium vacancies
at different temperatures. (b) Uranium vacancy diffusion coefficient as a function of inverse temperature
in a X9 tilt grain boundary.
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Figure 6: (a) Mean squared displacement of uranium atoms in a 11 tilt GB containing uranium vacancies
at different temperatures. (b) Uranium vacancy diffusion coefficient as a function of inverse temperature
in a ¥11 tilt grain boundary.

Table 5: D‘C/;f pre-exponential and migration energy values calculated from figures 5b and 6b. The grain

boundary thickness was calculated from the segregation energy calculations shown in the supplementary
information.

GB DSB m?/s Emig eV GB thickness nm
9 1.50x107% 2.71 3
T11 9.13x10°8 1.51 4

Plotting the diffusion coefficient of a uranium vacancy, on a log scale as a function of 1/T,
as presented in figure 4 lets us compare the diffusion at the grain boundary to that in the bulk.
Figure 4 shows that, for both grain boundary cases, D\C,‘f is orders of magnitude greater than
that in the bulk. Furthermore, it is observed that different grain boundaries will have different
D%g values, however, they are still orders of magnitude greater than the bulk. This result indi-
cates that Coble creep rates will be shifted to higher values compared to the Nabarro-Herring
creep rates - a point that will be discussed in greater detail later in this study.
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3.2. Uranium vacancy concentrations

The bulk uranium vacancy concentration that the Centipede code predicts is shown as a
function of inverse temperature by the green line in figure 7a. The partial pressure as a function
of temperature was taken as the “best case" from Matthews et al. [8], at a value of Hpp, =5.9 eV
and Tp=2373 K. The “best case” conditions produced uranium self-diffusivity data that matches
the uranium self-diffusion (D{’]“lk) experimental data from Sabioni et. al [39].

To predict the defect concentrations at the grain boundary, first the segregation energies for
each defect listed in table 2 at the X9 tilt and ¥11 tilt grain boundaries (shown in table 3) are
needed. The segregation energy as a function of site filling (energy from lowest to highest) for
the different point defects are presented in the supplementary information. Figure 7a shows
the grain boundary uranium vacancy concentrations, [V gg] plotted alongside the uranium
vacancy concentrations in the bulk, [V;]. It can be seen that the grain boundary concentra-
tions are orders of magnitude greater than those in the bulk. Again, like the enhanced grain
boundary diffusivity, this suggests that Coble creep might be the dominant diffusional creep
mechanism. The two grain boundary structures have a large difference in the concentrations,
where X 11 shows stronger segregation of uranium vacancies.

Figure 7b shows the grain boundary uranium interstitial concentrations, [U; gg] plotted
alongside the uranium interstitial concentrations in the bulk, [U;]. A similar trend is seen as
for the uranium vacancies shown in figure 7a, in that there is an enhancement for the concen-
tration at the grain boundary compared to the bulk. However, these interstitial concentrations
are orders of magnitude lower than the vacancies, therefore will likely not contribute to the
diffusional creep rates.

107 Bulk Bulk
s11 >11
29
29 10710
-2
- 10 c
§e) o
=} =]
g g 10720
c
3 3
c 10 g
8 3]
S S 1o
107
1074
a 5 6 7 8 9 a 5 6 7 8 9
10000/T (K) 10000/T (K)
(a) (b)

Figure 7: (a) An Arrhenius plot of the uranium vacancy concentration as a function of inverse tempera-
ture.(b) An Arrhenius plot of the uranium interstitial concentration as a function of inverse temperature.
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3.3. Uranium self-diffusion

Figure 8 shows a plot of our lower length-scale uranium vacancy grain boundary self-
diffusion (shown by the dotted gray lines), DEFVU = Dgg[VUGB], plotted against a number of
studies showing uranium self-diffusion (volume, single crystal and grain boundary) in UO,.
In addition, uranium self-diffusion coefficients inferred from creep experiments are also pre-
sented. They were calculated by backing out a Dy value from equations 1 or 2 depending on
the assumed dominant mechanism.

10—10 4

—~~

Z
I(D

E

~ 15
..2" 10 1: DSB - Yajima et al.
E 2: DEB - Alcock et al.
g 3: DSB - £9 this work
= 4: DR - 211 this work
o 5: DEP - Sabioni et al.
Y— 1020 6: DY) - (multiple sources)
O 7: DB Sabioni et al.
g 8: DB This work

4 ' ' 7

5 6
10000/T (K)

Figure 8: Uranium self-diffusion as a function of inverse temperature. The solid green and dashed orange
lines represent the uranium self diffusivity backed out of different experimental creep rates [9, 12, 14, 40]
using equations 1 and 2. The circles represent calculated grain boundary results from tracer experiments.
The solid purple lines are volume diffusivity tracer experiment results [41-45] in polycrystalline material.
The solid orange line is the bulk result from a tracer experiment in single crystal. The dotted grey lines
are results using our grain boundary diffusion coefficients and concentrations.

It was observed in a tracer experiment of uranium grain boundary self-diffusion by Sabioni
et al. [46] (green circles) is comparable to most total volume uranium self-diffusion, Dy}, coef-
ficients in polycrystalline UO, (purple lines, labeled 6). This suggests that grain boundaries
have a greater impact on the uranium self diffusivity in polycrystalline materials then was pre-
viously assumed and is discussed extensively by Sabioni et al. [46]. Moreover, single crystal
data (pure bulk) from Sabioni et al. [39] show a much lower diffusivity (orange solid line, la-
beled 7) compared to the polycrystalline materials.

Note that the uranium self-diffusion values inferred from experiments assuming a Coble
(grain boundary) creep mechanism (green solid lines) are orders of magnitude higher than the
tracer diffusivity experiment results measured for grain boundaries by Sabioni et al. [46] (green
circles, labeled 5) and the polycrystalline UO, data (purple lines, labeled 6). Additionally, the
uranium self-diffusion values inferred from experiments assuming a Nabarro-Herring (bulk)
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creep mechanism (orange dashed lines) are also orders of magnitude greater than the single
crystal data (bulk) from Sabioni et al. [39] (orange solid line labeled 7). When compared to
our DgFVU simulation results (gray dotted lines) there is good agreement with the experimen-
tal data when assuming a Coble mechanism (green lines). Moreover, grain boundary diffusion
coefficients by Alcock et al. [45] and Yajima et al. [44] (purple circles, labeled 1 and 2) also
compare well with the uranium self-diffusivity inferred from creep experiments, assuming a
Coble mechanism, and with our modeling predictions. However, there is uncertainty whether
the grain boundary data by Alcock et al. and Yajima et al. is applicable or not as it was calcu-
lated using high values for the volume diffusion coefficients (purple lines, labeled 6) and did
not account properly for the effect of grain boundaries as is discussed in [46].

Despite this, there is a clear discrepancy between the grain boundary tracer self-diffusivity
by Sabioni et al. and the polycrystalline UO, data, compared to the self-diffusivity inferred
from creep experiments when a Coble mechanism is assumed. There are a number of expla-
nations that might account for this. For example, when Sabioni et al. [46] measured uranium
self-diffusion at a grain boundary, it is measured as the diffusivity multiplied by a grain bound-
ary thickness. The grain boundary thickness assumed in the work by Sabioni et al. [46] was
1 nm, however, this would have to change by orders of magnitude to be comparable to the
uranium self-diffusion values inferred by the Coble creep experiments shown in figure 8, so is
unlikely to be the cause. Another possible explanation is that the impact of grain boundaries is
not being correctly accounted for in the volume uranium self-diffusion coefficients. However,
this also seems unlikely to cause a difference by orders of magnitude.

The main cause for the difference in the data seems to be the impact of stoichiometry. Fig-
ure 9 shows the uranium vacancy self-diffusivity, DS?VU, plotted as a function of stoichiometry
for two different temperatures using the ¥ 11 grain boundary case. There is a huge stoichiom-
etry dependence (orders of magnitude) on the self-diffusivity, especially around an O/M value
of 2. In reality, it is extremely difficult to maintain perfect stoichiometry of UO, and experi-
ments have a resolution of roughly UO, +0.001 [47], and it is clear from figure 9 that in this
range the self-diffusivity can vary by orders of magnitude. Therefore, the scatter in the data
shown in figure 8 is likely to be caused by the slight non-stoichiometry of UO,. The impact of
stoichiometry on creep rates will be discussed in greater detail later in this study.
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Figure 9: DE,B as a function of O/M for the ¥ 11 case. The color represents the temperature. The dashed
lines are the usual experimental ‘nominally’ stoichiometric resolution.

3.4. Elastic dipole tensors

To predict the elastic dipole tensor, first we studied the response of V{;” and Uy, formation

energies to the stress state in bulk lattice for a 10x10x10 supercell using MD. The off-diagonal
components of G*V{j” and G{J{J are all zero and the diagonal components are equal (see equa-

tions 12, 13 and 14), as expected for point defects in a cubic system. Given that four Uy
are required to charge compensate a single V{}”, it can be seen that the combined G* for a

charge-neutral grouping of defects, Gi’ﬁ" + 4G*U{;' would have negative diagonal components of

77

-13.65 eV. This shows that the charge-neutral collective migration of V{y'+ 4UY; is expected to
be from tensile to compressive regions, as is necessary for diffusional creep to occur. Next we
include vacancies located at the grain boundary shown in table 4.

29.23  0.00  0.00
Gl =|0.00 29.23 0.00 (12)
U
0.00 0.00 29.23

-10.72  0.00 0.00
G{J;J = 0.00 -10.72 0.00 (13)
0.00  0.00 -10.72
-13.65 0.00 0.00
G:/,,,/+4G{J- =] 0.00 -13.65 0.00 (14)
U U
0.000 0.00 -13.65

The elastic dipole tensor components for a uranium vacancy corresponding to orthogonal
and shear strains of the simulation supercell containing two ¥ 11 grain boundaries (and seg-
regation energies) are reported in the supplementary information. Here, we have attempted to
construct an effective grain boundary elastic dipole tensor, G:.jGB , that can account for the cumu-

lative impact of all possible defect sites. To do so, a partition function based on the segregation
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energy, E,.¢, has been used to weight the contribution to the effective dipole tensor from a given
defect site, G;‘j, as follows:

Y Glexp (1)
G:]GB _ Ngites — (15)
Y exp (57)

Msites

It can be seen that for the grain boundary studied, there is a significant change in the effec-
tive elastic dipole tensor for the grain boundary compared to the bulk. Not only is the impact
of the grain boundary quantitative but there is a change in the sign of the G353 component (see
equation 18). This indicates that for this grain boundary under a gradient in strain perpendic-
ular to the grain boundary, V{;” will diffuse in the opposite direction to vacancies under the
same strain in the bulk. This statement applies only to vacancies that are not charge neutral. To
consider the charge neutral flow of defects, one must also account for the influence of strain on

the formation energy of charge-compensating Uy, as will be discussed in the following section.

21.48 -0.03 0.09
Gy =[-0.03 30.11 7.06] (16)
0.09 7.06 28.78
-9.04 -0.09 0.06
Gy¥ =|-0.09 -8.76 —0.02] (17)
0.06 -0.02 -6.03
-14.68 -0.39 0.33
Gy +4G¥ =| 039 -4.93 6.98] (18)
U U
033 698 4.66

The elastic dipole tensor at the grain boundary was then converted into an atomic volume Q to
be used in the Coble creep equation (equation 2) via [48]:

1

Q=—
3K

(G11+ G2+ G33) (19)
where K is the bulk modulus (taken as 208.9 GPa [49]) and Gy, G5, G35 are the trace of the
tensor in equation 18.

3.5. Analytical Creep Model

In this section, the lower length-scale atomistic data is incorporated into the analytical creep
equations 1 and 2, and the creep rates of UO, for the two diffusional mechanisms (Nabarro-
Herring and Coble) as a function of grain size, stress and stoichiometry for different tempera-
tures is predicted. Again, it is important to distinguish among the two creep mechanisms, given
that they have different grain-size dependencies.
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3.5.1. Contribution of Different Mechanisms to the Creep Rate

Creep rate as a function of grain size is presented in figure 10, at a stress of 10 MPa for
two different temperatures. The creep rates are displayed as the different contributing mecha-
nisms; Nabarro-Herring and Coble. Experimental ‘nominally’ stoichiometric creep rates from
the study by Knorr et al. [7] are included under the same temperature and stress conditions
for comparison. It can be seen from the plot that Coble creep is the dominant mechanism and
compares well against the experimental points for both grain boundaries considered. It can be
seen that at 2023 K the Coble model for the ¥ 9 grain boundary has a better agreement with
the experimental data indicating that there is a stronger temperature dependence for one grain
boundary type compared to the other.

1623 (K) 2023 (K)
-6]6 T2 q

—~~ 107e ° &o o
T 1078 Ea
) S, |
Q 10710 o O Experiment
I Coble model = 11
py 12 Coble model = 9
% 10 Nabarro—Herring model
o 10714
@)

10716

3 10 30 10 20 30

Grain Size (um)

Figure 10: Creep rate as a function of grain size for two temperatures and at a stress of 10 MPa. The
two creep mechanisms are represented by line type. Nominally stoichiometric experimental points from
Knorr et al [7] are shown as black circles.

Shown in figure 11 is the creep rate predicted in the Coble regime (two grain boundaries)
and Nabarro-Herring (bulk) as a function of bulk non-stoichiometry, for a stress of 10 MPa and
grain size of 3 ym. It can be seen that for each mechanism there is an increase of creep rate as
a function of increasing hyper-stoichiometry. This is because underpinning the creep rates for
each mechanism are either grain boundary or bulk uranium vacancy concentrations, which are
hyper-stoichiometric defects. In addition, both Coble and Nabarro-Herring are most sensitive
to stoichiometry near to O/U=2. This indicates that although many experiments report near-
stoichiometric creep data (O/U = 2 + 0.01), it is still likely that significant variation can occur
in this range, making direct comparison difficult. This sensitivity to O/U is more significant at
lower temperatures. Furthermore, the sensitivity to O/U is more significant for the £ 11 grain
boundary compared to the ¥ 9 grain boundary, showing that there is a grain boundary type
dependency. In fact, for the ¥ 11 grain boundary at a temperature of 1600 K the creep rates are
higher than for the ¥ 9 grain boundary in the hyper-stoichiometric region. This is why higher
creep rates are seen for the ¥ 11 Coble model compared to the ¥ 9 Coble model in figure 12,
where the opposite is seen in figures 10 and 13. Eventually, polycrystalline simulations should
be carried out to examine the creep response of a microstructure containing a variety of dif-
ferent grain boundaries that exhibit different contributions to Coble creep and show different
sensitivites to O/U. However, regardless of stoichiometry the Coble mechanism is dominant.
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Figure 11: Creep rate as a function of bulk O/M. The color represents the temperature.
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3.5.2. Validation of Creep Rate Model Compared to Experiment

The stoichiometry dependence of the Coble creep regime as a function of stress for two dif-
ferent temperatures is presented in figure 12. In figure 12 experimental creep rates [50] are
shown as black circles while the solid points/lines represent the predictions from the mech-
anistic creep model. The trend of increasing creep rates as a function of increasing hyper-
stoichiometry is the same as experiment. Furthermore, the slight increase in creep rates with
increasing stoichiometry, both from the model and experiment, also gives us confidence that
the mechanistic model is predicting the correct behavior. There is a factor of ~5 difference in
the experimental creep rates between UQO, o9; and UO;(; and there is also a small increase
from the Coble contribution predicted by the model (although this increase is much smaller
at 1573 K). A much larger contribution is seen for the Nabarro-Herring component shown in
figure 11 (orders of magnitude), therefore, if Nabarro-Herring was to be the dominant mecha-
nism we would expect to see a much larger deviation in stoichiometry from the experimental
points. It is important to note we can only predict small deviations in stoichiometry, and if we
push beyond these bounds the point defect energies that Centepide uses would not be valid (i.e.
outside the point defect limit).

2.001 2.01
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1077 0 2%k
o) 75 w
T 10 ) o\lo
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T 10 ° Coble model ~ 11
Qs o - - Coble model =9
o 10° o > =
o 107 o ° .
o o ¢

10*7.5 x

3 10 0 3 0 30

3 1
Stress (MPa)

Figure 12: Creep rate as a function of stress for two different temperatures (1373 K and 1573 K) and
stoichiometries (2.001 and 2.01) for a grain size of 7 ym. The solid points are the predictions from the
mechanistic model while the open circles represent experimental data [50].

The total creep rate (summation of all contributions) predicted from our mechanistic model
is compared to experimental data points as a function of grain size, temperature and stress in
figure 13. Chung and Davies [14] report low-stress diffusional creep response for nominally
stoichiometric UO, at temperatures ranging from 1273 - 1873 K for different grain sizes. Using
these data, figure 13 compares creep rates from the atomistic informed creep mechanistic model
to the experimental data over this range of stresses and grain sizes. Again, the partial pressure
as a function of temperature was taken as the “best case" from Matthews et al. [8], at a value of
Hpop, =5.9 eV and Tj=2373 K. For both grain boundaries the Coble models compare reasonably
well to experiment with the ¥ 9 grain boundary producing higher creep rates compared to the
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¥ 11. This is consistent with figure 10 which uses the same oxygen partial pressure conditions.
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Figure 13: Predicted creep rate predicted from the mechanistic model (blue and orange solid points) as a
function of grain size and stress at 1623 K compared with the data from Chung and Davies [14] shown by
the black circles.

Figure 14 shows the creep rate from numerous experiments [9-14, 51, 52]1 against the creep
rates predicted by the mechanistic model on a log-log plot in the diffusional regime with an
O/M close to 2. In figures 14a and 14b the color represents the temperature and the shape
represents the grain size. In figures 15a and 15b the color represents the stress that the creep
rates were calculated at. It can be seen that the mechanistic model does a good job at describ-
ing creep over a range of experimental conditions considering: i) the model uses atomic scale
parameters with no fitting, ii) simple analytical equations were used that include assumptions
regarding uniform spherical grains, iii) it is not possible to exactly match the oxygen partial
pressure that the experiments were carried out under. The model predictions deviate from ex-
periment for temperatures below ~1700 K and at a grain size of around ~ 7um. Similarly the
model deviates from experiment at high temperatures and large grain sizes, >17pm. Figure 15
shows that the difference between the creep rates predicted by the model and experiment is not
greatly affected by stress (in the diffusional regime).

I The experimental data has been filtered to only consider values in the diffusional regime
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Figure 14: (a) Log-log plot of creep rate comparing experimental values with the model for the X9 grain
boundary. The shapes represent different grain sizes and the color-bar represents the temperature. (b)
Log-log plot of creep rate as a function of creep rate comparing experimental values with the model

for the £11 grain boundary. The shapes represent different grain sizes and the color-bar represents the
temperature
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Figure 15: Log-log plot of creep rate comparing experimental values with the model for the ¥9 grain
boundary. The color-bar represents the stress. (b) Log plot of creep rate as a function of creep rate com-

paring experimental values with the model for the X11 grain boundary. The color-bar represents the
stress.

In a recent manuscript by Dillon et al.[53, 54], they developed a fitted model for nucle-
ation rate limited kinetics which described existing creep data reasonably well for a number of
materials including UO,. In particular, it captured creep rates for UO, at low stresses and at

temperatures below 1700 K. Using the parameters from [53], we have applied the new term to
our creep rates, given by:
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where N is a normalized grain boundary dislocation nucleation rate. It is a term that accounts
for the fact that local regions of stress (such as at triple junctions) are enhanced relative to the
applied stress and that this enables nucleation of defects. Therefore, N contains stress, grain
size, temperatures dependencies that are described in more detail in [53].

Using the creep data in figures 14a and 15a, we obtain new creep rates that are shown
in figures 16a and 16b. It can be seen that after applying the new term which accounts for
stress concentration effects at singular points in the microstructure that can facilitate grain
boundary dislocation nucleation, the systematic deviation of the model at low stresses and low
temperatures is no longer there (see figures 16a and 16b). We now get a better description of
the parity plot for all cases with an even distribution of scatter. Most of the scatter now occurs
for grain sizes less than 3um where other processes may be occurring, such as grain boundary
sliding. This will be investigated in future work.
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Figure 16: (a) Log-log plot of creep rate comparing experimental values with the model including the
dislocation nucleation term for the £9 grain boundary. The shapes represent different grain sizes and the
color-bar represents the temperature. (b)Log-log plot of creep rate comparing experimental values with
the model dislocation nucleation term for the X9 grain boundary. The color-bar represents the stress.

3.5.3. Discussion

This study focuses on the uranium defect diffusion coefficient and concentrations at the
grain boundary predicted using lower length-scale simulations. These properties underpin
many processes in UO, and in this work we use the results to develop a mechanistic creep
model in the diffusional regime.

As the uranium self-diffusion is important for many properties in UO, we have compared
our results with experimental results, as shown in figure 8. Interestingly, there is a discrep-
ancy between the different tracer experimental results. As Sabioni et al.[46] pointed out, many
of the ‘suggested’ volume diffusion results were obtained from polycrystalline material and
are actually more representative of results in the grain boundary. The true bulk behavior
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is actually orders of magnitide lower, as shown by the single crystal tracer experiment done
by Sabioni et al. [39] (orange solid line in figure 8) and by atomic scale simulations. While
there are two grain boundary results (Alcock et al. [45] and Yajime et al. [44] shown by the
open purple circles in figure 8) orders of magnitude higher than the grain boundary data by
Sabioni et al. [46] (shown by green open circles), there is debate in the literature as to whether
the data is representative, as discussed in [46]. They use the volume self diffusivity to calculate
their grain boundary results and as we just discussed these values are higher than true bulk
behavior.

If the uranium self diffusivity is backed out from experimental creep results assuming ei-
ther Coble or Nabarro-Herring behavior, the values are orders of magnitude greater than the
tracer experiments. However, our grain boundary uranium vacancy self-diffusion simulation
results compare well against the results backed out from creep experiments assuming Coble
behavior. Our bulk results match with the bulk tracer Sabioni et al. [39] data, which points to
Coble being the dominant mechanism in the diffusional regime. This difference between the
grain boundary tracer and Coble data suggest that the grain boundary tracer experiments in
UO; should be revisited. We attribute the difference to the stoichiometry of the UO, when the
experiments were carried out. It was shown in figure 9 that even small changes in stoichiometry
(within the acceptable resolution of an experimental measurement) can vary the uranium self
diffusion by orders of magnitude.

This simulation data was then fed into the mechanistic creep models (equations 1 and 2),
along with the atomic volume at the grain boundary predicted from the elastic dipole tensor.
We have a good agreement when compared to experimental data in the diffusional regime (see
figures 10, 12, 13 and 14) and predict that the Coble creep mechanism is dominant - a point that
is is still debated in literature [7, 9-21]. Moreover, when the non-stoichiometry dependence is
examined (as shown in figure 12) there is a clear stoichiometry dependence for the Nabarro-
Herring and the Coble regimes (which appears to be grain boundary dependent). However, in
all the stoichiometry cases the Coble mechanism is dominant.

A recent paper by Dillon et al.[53, 54] has a term for stress concentration in the microstruc-
ture of UO, that can facilitate grain boundary dislocation nucleation. We applied this term to
our creep model and significantly improved our parity plots (at low stresses) comparing creep
rates predicted from our model to experiment, which show a good comparison over a range of
stresses, grain sizes and temperatures.

4. Conclusions

A mechanistic diffusional creep model informed using lower length-scale simulations was
developed for UO,. In particular, we focus on the parameters that impact the Coble creep rate
mechanism, namely; the uranium defect diffusion coefficient and concentration at the grain
boundary. These parameters also underpin many other important phenomena in UQO,, such
as fission gas release, void growth, grain growth and sintering. To calculate these we used
MD to predict the diffusion coefficients at the grain boundary and developed a segregation en-
ergy model to predict the concentrations. We compared our uranium vacancy self-diffusion re-
sults with experimental results in literature and discussed where there is still some uncertainty.
These values were then used in a mechanistic creep model, validated against experiment, and
predicted that the Coble creep mechanism was dominant in the diffusional regime for UO,. It
is important to have a model to capture the correct mechanisms for creep in UO, as this can be
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used as the foundation when applying to other fuels, such as doped UO,, and when irradiation
is accounted.
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Supplementary Information



1 V{’ Diffusion Calculations

The diffusivity of V{;” separated by grain boundary type for different charge compensation mech-
anisms is shown in figure 1. From this it is observed that the choice of charge mechanism used
does not greatly impact the diffusivity.
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Figure 2: Arrhenius plot of uranium vacancy diffusion coefficient as a unction of inverse temperature for
two grain boundary structures. The blue points are values for an oxygen charge compensation mechanism,
the green points are values for a uranium®* compensation mechanism and the red points represent a net
background charge.

2 Segregation Energies

This section shows results of the segregation energies for V{;”, U;***, V{5, O;*, Uy; and Uy defects
in the ¥9-(221) and ¥11-(1-13) tilt grain boundaries.
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Figure 3: (a) V{;” segregation energy as a function of distance from grain boundary center denoted by 0. (b)

V{/” segregation energy sorted by energy from lowest to highest. (c) U;**® segregation energy as a function

of distance from grain boundary center denoted by 0. (d) U;""® segregation energy sorted by energy from
lowest to highest.
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Figure 4: (a) V(3" segregation energy as a function of distance from grain boundary center denoted by 0. (b)
V(' segregation energy sorted by energy from lowest to highest. (c) Oj**® segregation energy as a function

of distance from grain boundary center denoted by 0. (d) O]*** segregation energy sorted by energy from
lowest to highest.
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Figure 7: (a) V(3" segregation energy as a function of distance from grain boundary center denoted by 0. (b)
V(' segregation energy sorted by energy from lowest to highest. (c) Oj**® segregation energy as a function

of distance from grain boundary center denoted by 0. (d) O]*** segregation energy sorted by energy from
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00 eepa o* -, * e _Spevea 0.0+
» M [ ] N . L ] . L ] f—
[ ] L
. . -
. . —_ -
>
02 2
= 5 %2
o
v ]
— c
> I
5 5
c =
. 2
-0.44 - gu -0.4 4 -
¢ o -
. L] [ ]
064 .| -
T T T T T -084 1 1 1 1
. 10 L 1o 20 0.00 0.25 0.50 0.75 1.00
Distance (/A) Site Filling
(a) (b)
0.004 [ -4 - . 0.004 p——
"o, .? o e LN )
H . . . e
LR ] 'y -—
] . -
- . — -
-0.054 %J -0.054
2
—_ . . &
% 5 -
— c
a (1)
c
o S
W -0.101 T 9104
g
W
[ ] L ] -
-0.151 0154
. . -
T T - r T r T T T T T
20 10 o 10 20 0.00 0.25 0.50 0.75 1.00
Distance (A) Site Filling
(c) (d)
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3 Elastic Dipole Tensors

The energies in figures 9 and 10 are shown as a function of the reduced x position, where the x
direction is normal to the grain boundary surface. The two grain boundaries are located at x=Lx

= 0.5 and x=Lx = 0, which is equivalent to x=Lx = 1 due to the periodic boundaries.
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Figure 9: The elastic dipole tensor components for a V{j” corresponding to orthogonal and shear strains of
the simulation supercell containing two X11-(311) GBs. The diagonal components G;1, G,2, and G33 are
shown in a), b), and c¢), respectively. The off-diagonal components G;2, G;3, and G,3 are shown in d), e),

and f), respectively.

G2 (eV)

Ga3 (eV)

$11-<311>
44
42
40
38
36 o o 8 [+]
341 4 o
32
30 o
0.0 0.2 0.4 0.6 0.8 1.0
X/Lx
(b)
311-<311>
7.5 o o
5.01 & 3

o
-] °
-2.5 ° °
o o
-5.0 b 9
-7.5
o
0.0 0.2 0.4 0.6 0.8 1.0
X/Lx
(d)
211-<311>
81 o © o
6
4
2
0
21 o oo o
-4
nE; B
0.0 0.2 0.4 0.6 0.8 1.0
X/Lx

o (-]
251 o o
0.01 °

()




211-<311> 211-<311>

-6.5 °
-7.0
=75
_ 8 &8 (]
S -8.0
[
., -85 00 ogo %¢
U]
—9.0 W W
-9.5 g %oo %:
-10.0
~105{ © oo o -1057 o o o
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X/Lx X/Lx
(a) (b)
511-<311> ¥11-<311>
-4.51 8 @ o
-5.0
-5.5
E—G.O
o —6.5
V]
-7.0
-7.5
pak % 2
_8'5 8 .
0.0 0.2 0.4 0.6 0.8 1.0 X/Lx
X/Lx
(c) (d)
211-<311> $11-<311>
o o 1.0 > oo >
6
051 & ooo °
4 S o
5 o o 0.0 o @EEREEEmTI o ST IR
s o ° =~ o ©3 o0 ) Bowo o wh)
~ 0 2 -05 ° °
a o o 2 ©
O 2l e o ©_10
-4 -15
_6 ° ® °
o ° -2.01 o S o
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X/Lx X/Lx

(e) ()

Figure 10: The elastic dipole tensor components for a Uy, corresponding to orthogonal and shear strains of
the simulation supercell containing two ¥11-(311) GBs. The diagonal components G;1, G,2, and G33 are
shown in a), b), and c), respectively. The off-diagonal components G;2, G;3, and G,3 are shown in d), e),
and f), respectively.

4 Bulk Atomic Volumes

The atomic volumes for the bulk are presented in table 1 and only uranium vacancy defects that
have a negative defect volume and are included, as these are the ones that influence creep.
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Table 1: Uranium defect types and their corresponding absolute values of the atomic volumes.

Defect, Q| (m3)

U; 5.99009x10~2°
U; : 20; 2.54003x107%7
VU 8.6013x10730
vy Vo 2.5991x10730
vyt 2Vo 9.3579x10730
2vy i 2vo 4.8166x1072°
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