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Abstract

Fracture and short circuit in the Li7La3Zr2O12 (LLZO) solid electrolyte are
two key issues that prevent its adoption in battery cells. In this paper, we
utilize phase-field simulations that couple electrochemistry and fracture to
evaluate the maximum electric potential that LLZO electrolytes can support
as a function of crack density. In the case of a single crack, we find that the
applied potential at the onset of crack propagation exhibits inverse square
root scaling with respect to crack length, analogous to classical fracture me-
chanics. We further find that the short-circuit potential scales linearly with
crack length. In the realistic case where the solid electrolyte contains multiple
cracks, we reveal that failure fits the Weibull model. The failure distributions
shift to favor failure at lower overpotentials as areal crack density increases.
Furthermore, when flawless interfacial buffers are placed between the ap-
plied potential and the bulk of the electrolyte, failure is mitigated. When
constant currents are applied, current focuses in near-surface flaws, leading
to crack propagation and short circuit. We find that buffered samples sustain
larger currents without reaching unstable overpotentials and without failing.
Our findings suggest several mitigation strategies for improving the ability
of LLZO to support larger currents and improve operability.
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1. Introduction

As the demand for sustainable energy and energy storage grows, there
is an urgent need by the industry to replace Li-ion liquid-state electrolytes
by Li-ion solid-state batteries as a safe, non-flammable, and resilient alter-
native solution. Among the various solid-state electrolytes solutions, garnet-
type Li-ion electrolytes based on cubic Li7La3Zr2O12 (LLZO) are considered
promising candidates for the realization of safe and stable Li metal batteries.
Indeed, not only do LLZO solid electrolytes possess a high ionic conductivity
(10−4 scm−1) and stability with respect to Li metal [1, 2], but owing to large
shear modulus, they can also inhibit the nucleation and growth of Li metal
dendrites via mechanical suppression [3–7].

However, these electrolytes are susceptible to penetration by a network
of Li metal filaments [8–11], resulting in short circuit. One proposed mecha-
nism for this short circuit is that local inhomogeneities in Li plating on the
anode surface lead to large local stresses, causing fracture in LLZO, and sub-
sequently creating more topological diversity aggravating the propensity for
inhomogeneous Li deposition. Indeed, many research groups have reported
crack propagation under fairly low electrochemical loads, with concomitant
Li metal filament deposition along the crack pathways [9, 12, 13]. This
short-circuit mechanism is clearly heavily dependent on the flaw-tolerance
of LLZO. Experimental and modeling studies have shown that LLZO has
a fracture toughness of roughly 1 MPa.

√
m [7, 14–16]. From this compara-

tively low toughness, it is reasonable to posit that the failure of LLZO will
be driven predominantly by Griffith cracks inevitably present in the mate-
rial’s microstructure. Studies such as those listed above reveal that failure
of LLZO-based cells encapsulates a nuanced interplay between local electro-
chemical phenomena and mechanical fracture processes.

Solutions are currently being explored to solve the issues exposed above.
The simplest cell architectural change that could improve the operability of
LLZO would be to electrically shield the electrolyte via an insulating mem-
brane, such as a polypropylene separator. However, this membrane needs to
be capable of conducting Li+ ions; to that end, a membrane wetted with tra-
ditional liquid electrolyte would meet these criteria and facilitate an even dis-
tribution of current. Several research groups in academia and industry have
found success combining liquid electrolytes with LLZO [17, 18]. This strategy
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is self-defeating insofar as a key impetus for using solid electrolytes is elimi-
nating the highly volatile liquid electrolytes. One recent study demonstrated
that solid-state cells with added liquid do not necessarily offer a significant
safety improvement over conventional cells [19]. An alternative architectural
change would be to apply external pressure to the cell to reduce interfacial
impedance and help distribute the current evenly. Furthermore, this applied
pressure opposes the tensile driving force for crack propagation, effectively
toughening the material. While this is an appealing strategy, the effect of this
external pressure is mixed; some reports indicate that the external pressure
can neither be too high nor too low for it to be an effective strategy [20–22].
If the pressure is too low, the interfacial impedance remains high, while ex-
cessive pressures will lead to tensile reaction stresses which can cause crack
propagation. Moreover, adding a pressurizing mechanism to a battery pack
adds cost and difficulty.

Perhaps a better mechanism for interfacial toughening is that proposed
by Qi et al. [10]. They suggest that imparting residual compressive stresses
in the material via ion exchange or ion implantation improves the cycling
characteristics of LLZO at the cost of a small decrease in conductivity. This
strategy is attractive in that it requires no additional cell or pack components
to function. Additionally, compressive stresses may be able to heal near-
surface cracks, decreasing the local electrical conductivity, and shielding the
bulk from the effects of the electric field. Thus, such microstructural treat-
ment addresses the dendrite problem from both a mechanical and electrical
perspective, increasing the likelihood of success. One outstanding question
regarding this approach though is how do these flaws (microcracks, defect
clusters) imparted by ion implantation affect the overall operability of the
electrolyte?

Researchers have conducted molecular dynamics and finite element stud-
ies to better understand the fracture behavior in LLZO. For instance, in our
prior work [16] we simulated grain-boundary fracture using atomistic simu-
lations and found that fracture in LLZO is associated with a clustering of
Li ions in the vicinity of the growing crack, indicating an alteration of local
transport properties. Similarly, Yu and Siegel [23] proposed that the relative
softness of grain-boundaries leads to preferential deposition of lithium along
these boundaries, causing fracture. This mechanism was further elucidated
by Barai et al. [15, 24] in their finite element simulations, showing that the
strain energy density in LLZO is greatest at the grain boundaries due to cur-
rent focusing of Li ions. However, these techniques cannot precisely account
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for the growth of a Li metal deposit and the associated Li-LLZO interface.
These limitations motivate the development of mesoscale models which

can describe the growth of interfaces (lithium-electrolyte or cracked-uncracked
interfaces). Phase-field models provide such capabilities and can thoroughly
elucidate the topology of growing lithium metal filaments by approximating
the concomitant phases as continuous variables. One of the earlier phase-field
models in this area showed how the growth of Li metal filaments in a liquid
electrolyte is influenced by the applied overpotential as well as by the initial
shape of elliptical deposits on the anode surface [25]. This work was able to
achieve qualitative results which closely matched the morphology of Li metal
filaments observed in experimental studies. Yurkiv et al. [26] extended this
model to the solid electrolyte interphase and included the effects of elasticity,
showing how the mechanical stresses and strains drive growth of filaments.
Large hydrostatic stresses at the root of dendrites were hypothesized to be
key contributors to their growth. A later result, including Li metal’s consid-
erable anisotropy [27, 28], further clarified the role of this hydrostatic stress
on Li filament growth. The growth of filaments was also found to be depen-
dent on the local temperature gradients [29] and the concentration gradients
within the electrolyte [30].

These models for liquid electrolytes form the basis of many models fo-
cusing on solid electrolytes. Indeed, solid electrolyte models use much of the
same core physics but with a greater emphasis on the mechanical constraint
of the electrolyte as well as the propagation of cracks. Thus, Ren et al. [31]
demonstrated that a composite electrolyte comprised of polyethylene oxide
and alumina nanofibers could inhibit the growth of dendrites via mechanical
suppression, in-line with the results of Monroe and Newman [3]. Along the
same lines, a later study on LLZO by Tian and coworkers [32, 33] showed
that the high electron affinity of crack surfaces led to preferential deposition
along flaws. Similarly, Yuan et al. [20, 34], based on this higher electrical
conductivity along cracks, modeled the growth of cracks through LLZO both
with and without Li metal. Critically, they found that higher currents and
lower toughness led to more rapid short circuit and developed estimates for
“safe” operation for single cycles of LLZO-based cells.

To expand on these models, we consider a fracture-mechanics study built
upon the thermodynamically consistent frameworks proposed by Miehe et al.
[35] and Ambati et al. [36]. Critically, these fracture models have been
demonstrated to accurately simulate both mode I and mode II fracture in a
variety of load configurations which are considered industry standard. While
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there are many energy-functional-based phase-field fracture models, these
models are some of the most well-validated and they preclude the advance of
cracks through regions of compressive stress. This key feature is important, as
the stress state during electrochemical loads is complex, with both compres-
sive and tensile components [20, 37]. We are particularly interested in failure
mechanisms of LLZO cells which include multiple randomly distributed Grif-
fith cracks; we add this layer of complexity to address the question: “Why
do some cells fail while others succeed, despite seemingly identical process-
ing and handling?” To wit, we develop a coupled electrostatics-mechanics
model with a thermodynamically rigorous treatment of fracture to probe
the onset potentials and critical current densities for failure in LLZO. We
leverage this model to generate both deterministic estimates of critical po-
tentials from a largest flaw theory of failure, as well as probabilistic spreads
of outcomes given a pseudo-random distribution of cracks. Additionally, we
consider the presence of a “buffer” region of flawless crystal between the bulk
of the LLZO and the Li metal anode to demonstrate a potential strategy to
improve LLZO’s resilience to fracture and short circuit.

2. Methods

Our modeling framework is comprised of three components:

1. an electrostatics module which acts as a source term for the subsequent
evolution of mechanical stresses and cracks,

2. a mechanical module, which computes the displacement, strain, and
stress fields from the applied electric field, and

3. a fracture module, which generates and evolves a crack field from the
(tensile) electrochemomechanical source term.

The simulation workflow begins by initiating a crack field from an initial
seed of tensile strain energy density. An electric field is then generated from
boundary conditions with either a constant voltage or a constant current.
From the applied potential, we solve for the mechanical equilibrium equa-
tions to find the elastic fields, which drive the growth of cracks. The model
then progresses to the next step, where the electric field boundary conditions
are modified, and the other fields are updated. This procedure repeats until
a prescribed number of steps is completed. We build on the existing phase-
field literature in this space while making several key additions and changes.
Notably, this model does not explicitly model the development of Li metal
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filaments. Instead we implicitly assume that lithium metal preferentially de-
posits through cracks, leading to the development of stresses[9, 20, 32]. While
this model does not provide information on the internal state of the Li metal
(topology, segregation, etc.) that would develop under these conditions, the
electric field is sufficient to infer the stress state and crack geometry within
the LLZO film. A glossary of symbol and notation is provided in Appendix
A.

2.1. Electrostatics

To compute the driving force for crack propagation, the value of the
overpotential must be known at each point in the simulation domain. To
that end, the current continuity Poisson’s equation

∇ · (σelec∇Ψ) = 0, (1)

from Chen et al. [25] is solved at each time step to determine the electric
field, Ψ, from the applied voltage, Vapplied. The electrical conductivity, σelec,
is constructed from:

σelec = hσΦ + (1− h)σLLZO, (2)

where σΦ and σLLZO are the electrical conductivities of cracked and pristine
(uncracked) LLZO respectively, and h represents a switching function which
estimates the conductivity in the crack and pristine domains. The specific
polynomial is selected to achieve the following conditions: h(0) = 0, h(1) =
1, h(1

2
) = 1

2
, h′(0) = h′(1) = 0. To that end, we used the polynomial, h(Φ)

= Φ2(10-15Φ +6Φ2), where Φ is the phase-field crack variable.
Once the Poisson’s equation Eq. (1) is solved, the overpotential must

be computed at each point in the domain to determine the stresses. The
overpotential, η, can be thought of as the electrical driving force for an
electrochemical reaction. It represents a deviation from the electrochemical
equilibrium which drives the migration of charged species to restore that
equilibrium. Expressing this mathematically:

η = Ψ−Ψ(0), (3)

characterizes the overpotential in terms of the electric field, Ψ, and the equi-
librium potential of the electrochemical reaction at standard temperature and
pressure, Ψ(0). As this work will only consider conditions at the interface of
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Li-metal and LLZO, a convenient choice of Ψ(0) is the Li/Li+ equilibrium
potential. This ensures that if one side of the domain is grounded (Ψ=0),
the applied voltage bias on the other side of the domain is equivalent to the
applied overpotential. By convention, in this context, a negative voltage bias
represents a positive overpotential. For example, a simulation cell grounded
on one side with an applied potential of −5 mV on the opposite side would
have an applied overpotential of 5 mV.

We simulated two distinct types of electrochemical conditions which differ
in the character of the boundary conditions (BC) applied to Eq. (1):

BC 1: Ψ|y=Ly = 0, Ψ|y=0 = A × t : The potential on the bottom of the
simulation cell increases linearly as a function of time at a prescribed
rate, A, in mV/sec. The potential on the top of the simulation cell is
0 V.

BC 2: σelec∇Ψ · n̂ = japplied,: The current density vector component normal to
the bottom surface of the simulation cell is set to a prescribed constant
value.

These two types of boundary conditions are analogues of simple laboratory
electrochemical experiments; indeed, BC 1 is intended to represent linear
sweep voltammetry (LSV), while BC 2 represents an applied constant cur-
rent.

2.2. Elasticity Model

Once the overpotential is computed at each point in the simulation cell,
the mechanical stresses and strains can be calculated to determine the avail-
able driving force for crack propagation. The initiation and growth of cracks
is based on concentrated strain energy density. Consequently, the distri-
bution of internal forces within the material is found via the mechanical
equilibrium equations:

∇ ·
(
σ0 + ση

)
= 0, (4)

where ση represents the stress induced by the local overpotential, η, and
σ0 is the stress that arises to balance these electrochemical forces. The
overpotential-induced stress components are calculated as [9, 20, 34]:

ση
ij =

Fη

ΩLi

δij, (5)
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where ΩLi is the partial molar volume of Li, and δij is the Kronecker delta
tensor. Physically, this quantity represents the stress that Li plating exerts
on the inside of a burgeoning crack tip.

These equations must be modified to account for the presence of cracks.
Consequently, the stress tensor must include a constitutive relationship that
scales the stresses by the phase-field variable, Φ [35, 36]:

σ = f(Φ)C : ϵ, (6)

where Φ represents the phase-field crack variable; Φ = 1 corresponds to
entirely broken material, while Φ = 0 corresponds to pristine material. The
term, C : ϵ represents the classical Cauchy stress. The function f is selected
to be f(Φ) = (1− Φ)2 + k, and it satisfies the following criteria:

1. f(0) = 1, the far-field stresses are equal to the Cauchy stresses.

2. f(1) = 0, the stresses in the crack body are zero.

3. f ′(1) = 0, the fracture energy for a fully broken state must converge to
a finite value.

The constant, k, is an arbitrarily small number, included to ensure numerical
stability. To solve for the total stress, Eq. (6) is substituted into Eq. (4),
scaling both portions of the stress tensor, and the constitutive relations (with
Lamé constants µLLZO and λLLZO) for this material are applied alongside the
strain compatibility equations:

σ = 2µLLZOϵ+ λLLZOtr(ϵ)I, (7)

ϵij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (8)

By substituting Eq. (8) into Eq. (7) and then into Eq. (4) we arrive at a set
of equations which can be solved for the displacement field associated with
the electrochemical loading applied to the sample.

2.3. Phase-Field Crack Model

Once the displacement fields are known, the total strains and associated
strain energy densities can be calculated. However, it is critical to note that ,
at the micro-scale, cracks may only form where the dominant strain is tensile
rather than compressive. To that end, we employ the spectral decomposition
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scheme of Miehe et al. [35] to generate the compressive and tensile portions
of the strain tensor:

ϵ+ := Σδ
i ⟨ϵi⟩+

(
ni ⊗ ni

)
and ϵ− := Σδ

i ⟨ϵi⟩−
(
ni ⊗ ni

)
, (9)

where ϵ+ and ϵ− are the tensile and compressive parts of the strain tensor
respectively, ϵi are the eigenvalues of the strain tensor, and ni are their cor-
responding eigenvectors. This approach partitions the principal strains into
compressive and tensile components and then projects them onto their asso-
ciated principal directions. The sum of these two quantities must equal the
total strain. The bracket operators, ⟨·⟩, are defined such that:

⟨x⟩+ :=
(x+ |x|)

2
and ⟨x⟩− :=

(x− |x|)
2

. (10)

Using these conventions for the bracket operator and the strain components,
the degraded strain energy density can then be expressed as[35, 36]:

ψ+ =
λLLZO⟨tr(ϵ)⟩2+

2
+µLLZOtr(ϵ

2
+) and ψ− =

λLLZO⟨tr(ϵ)⟩2−
2

+µLLZOtr(ϵ
2
−).

(11)
These strain energy densities can then be used to update the phase-field

crack variable. One of the key innovations introduced by Miehe et al. [35]
was a strain history field, H. This field represents the largest strain energy
associated with tension over the history of the simulation. At each point
in the domain, if the present value of the tensile degraded strain energy is
greater than the present value of the compressive degraded strain energy and
greater than the previous value of H, then H is updated to reflect the new
energy value. As H at time t = n+1 is dependent on the displacement field
at t = n, the variational problem that describes the crack-field evolution is
independent of the displacement field at t = n+1 and the two problems may
be decoupled and solved in a staggered manner. The phase-field evolution
equation for the crack is thus:

−ℓ2∇2Φ + Φ =
2ℓ

Gc

(1− Φ)H, (12)

where ℓ is the characteristic length scale of the diffuse interface, and Gc

represents the classical Griffith fracture energy. This equation is a variational
formulation of the linear elastic fracture mechanics, derived by minimizing
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the free energy associated with generating new crack faces. By leveraging this
staggered scheme, we can update the crack field and the displacement fields
in sequence via a staggered scheme. We illustrate simple verification and
validation cases of our implementation of this fracture model in Appendix
B.

2.4. Simulation Setup

To solve the Eqs. (1), (4), and (12), we employed the Mesoscale Multi-
physics Phase Field Simulator (MEMPHIS) [38]. This framework discretizes
the equations using a central difference scheme. Equations (1), (4), and
(12) are solved via successive over-relaxation, the Jacobi method, and the
Gauss-Seidel method respectively. These methods iteratively solve the dis-
crete equations until either a prescribed error tolerance is reached or a max-
imum number of iterations is exceeded.

1.0 (Fully broken)

0.0 (Pristine)

Initial Crack

Displacement field

Electric field

Crack field

Lx = 750 

L
y
 =

2
5
6

: Dirichlet BCs in x and y

: Neumann BCs in x and Dirichlet in y

: Neumann BCs in x and y

x

y

Figure 1: Simulation domain, dimensions, and key features. We solve for three field
variables concurrently: displacement field u, electric field Ψ, and crack field Φ. Strains
are derived from the displacement field, and stresses are computed from the stresses.
Boundary conditions are listed within the geometry of the simulation.

The simulation cell dimensions, mesh size, and crack length scale are kept
constant for all simulations. In Fig. 1 we illustrate key fields and boundary
equations as well as the dimensions and other key features of the simulation.
The dimensions, Lx and Ly, are set as 768 µm and 256 µm respectively. Se-
lection of Lx is predicated on allowing enough runway for branching cracks
to reach y = Ly before reaching x = 0 or x = Lx. The initial crack length, a0,
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refers to the length of either a single initial edge/center crack, or a distribu-
tion of lengths for an array of initial cracks. As with any phase-field model,
the order parameter is a continuous variable representing a diffuse interface
between phases (in this case cracked vs. pristine material). The length scale
of this diffuse interface, ℓ, is selected to be 2∆x [35, 36, 39], or 2 µm.

At the beginning of each simulation, the initial crack geometry is set as
either a single crack or a pseudo-random array of many cracks. Single cracks
start on the edge of the domain (x = Lx

2
, y = 0) and extend to a prescribed

length, a0 (x = Lx

2
, y = a0). The pseudo-random array of cracks is prescribed

starting positions within the simulation domain via a random seed, and then
given lengths that satisfy the probability density function (PDF) [40]:

P (a) =
6(a− amin)(amax − a)

(amax − amin)3
, (13)

where amin is the minimum prescribed crack length and amax is the prescribed
maximum crack length. The minimum length is set to 1 µm, while the
maximum length is set to 20 µm; the number of cracks is selected to meet
desired total crack areal density. To capture the effects of both density and
spatial distribution of cracks, five conditions are simulated:

1. 1.5 % areal density of cracks

2. 3.0 % areal density of cracks

3. 4.5 % areal density of cracks

4. 4.5 % areal density of cracks, with a 5 µm buffer on top and bottom of
the domain

5. 4.5 % areal density of cracks with a 10 µm buffer on top and bottom
of the domain.

To generate the cracks for both single and multiple cracks, the strain history
field, H, is set to an arbitrarily large number in the area where the crack(s)
must be imposed, and Eq. (12) is solved. The electric field is then generated
by solving Eq. (1) based on the phase-field crack variable and the applied
boundary conditions. The mechanical fields and crack field are then updated
in the following scheme:

1. The displacement field is generated from the stresses imposed by the
electric field. Strains are computed.

2. The strain energy field is computed and degraded into ψ+ and ψ−.

3. ψ+ is compared to H. If ψ+ > H, H = ψ+.
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4. Phase-field crack variable is computed from Eq. (12) from the source
term, H.

5. Return to step 1.

This cycle is repeated for ten iterations before progressing to the subsequent
step where the electric field is re-calculated to reflect the evolution of the
phase-field.

3. Results

We utilized the coupled phase-field model described above to evaluate
the maximum electric potential that an LLZO electrolyte can support as a
function of crack density. We studied two cases: the simple case when a
single edge crack is present, and the more complicated case when the solid
electrolyte contains multiple short cracks. The first case is used to gain a
fundamental understanding of the unit failure mechanisms at play, while the
second case provides us with insights on the operability of a solid electrolyte
cell. For both cases, we considered linear sweep voltammetry and constant
current conditions. For each condition we evaluated the applied overpoten-
tial that LLZO can sustain before crack propagation and short circuit as
a function of the crack characteristics (crack length and crack density). In
what follows, for clarity’s sake, we define failure as any outcome that includes
crack propagation, rather than requiring that short circuits evolve.

3.1. Linear Sweep Voltammetry

Linear sweep voltammetry is a method where the potential between the
working electrode (y = 0) and the reference electrode (y = Ly) is swept
linearly in time.

3.1.1. Single Edge Crack

In order to probe the electrochemical driving force necessary to induce
crack propagation, and eventually short-circuit, we conducted an LSV sim-
ulation for single cracks with a ramp rate of 1 mV/sec. These single crack
simulations give insight into the resulting mechanics due to overpotential
induced stress, as well as the qualitative patterns of initial crack branch-
ing. They also provide us with rough benchmarks for permissible applied
overpotentials and charging rates based on the largest flaw theory of failure.
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Figure 2: (a) Evolution of crack field for: I. a0 = 4µm, II. a0 = 8µm, III. a0 = 16µm,
IV a0 = 32µm, V. a0 = 64µm, and VI. a0 = 128µm. (b) Areal crack density vs. applied
potential, X symbols represent onset of crack propagation while stars represent short
circuit. (c) Critical overpotentials vs. initial crack length. Lines represent fits for the two
curves.

Figure 2(a) shows the evolution of the crack field for single cracks of
initial lengths 4, 8, 16, 32, 64, and 128 µm at several time steps/applied
overpotentials. At 100 mV, none of the cracks have advanced, though some
additional interface has formed in most cases. At 120 mV, we observe that
branches have begun to grow at angles from all initial cracks longer than
32 µm, while shorter cracks remain stationary. By 140 mV, all cracks have
begun branching. The branching character of the crack growth matches the
results of Ai et al. [37]. The longest crack, by 160 mV, has nearly reached
the upper bound of the simulation cell. The final pane of Fig. 2(a) shows
that cracks of initial lengths 64 and 128 µm have fully traversed the entire
cell domain. The qualitative assessment of these evolutions of the crack field
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clearly illustrates that the initiation overpotential, ηinit, and the short-circuit
overpotential, ηsc, are both inversely dependent on the crack length.

In order to estimate the overpotential at which cracks start to propagate,
ηinit, we define this potential as the potential at the first time step where
the order parameter outside of the initial crack interface increases to 1. This
time step represents the time at which a previously pristine (uncracked) area
element of LLZO has become completely broken. Defining the short-circuit
overpotential ηsc requires clarification of the fact that the branching crack
network can never quite reach y = Ly since the upper edge of the domain
remains grounded for the duration of the simulation. Thus, we define the
short-circuit potential as the potential at which a node’s order parameter
increases to 1 and is unable to advance any further due to the imposed
boundary condition on y = Ly.

Figure 2(b) shows the growth of crack area calculated as

Area =

∫ Lx

0

∫ Ly

0

Φdydx. (14)

Xs are placed where crack propagation begins, while stars are placed at the
onset of short circuit. Notably, the linear portions of these crack-growth
curves have roughly the same growth rate with respect to the overpotential.
The interpretation of this observation is that single cracks grow at a similar
rate, regardless of the initial length. In panel (c) of Fig. 2 we quantify
the specific scaling with respect to the initial crack length for the initiation
and short-circuit overpotentials ηinit and ηsc. From linear elastic fracture
mechanics, KI,C = g(σff)

√
πac, where g(σff) is some function of the far-field

stress and ac is the critical crack length. However, as the applied loading
is electrochemical in nature rather than mechanical, the concept of far-field
stress is not applicable; moreover, the loading applied to the crack tip is
highly localized. If, instead, we assume that the function g may be expressed
as a function of the overpotential η, an inverse square root relationship with
respect to a0 is still to be expected, though with different scaling. Thus, we
fit the initiation overpotential ηinit to an equation of the form:

ηinit = A(a0)
−1/2 +B, (15)

where A and B are found to be 46.07 and 106.19 mV respectively with a
reasonable quality of fit (R2 = 0.92). In concurrence with the observed simil-
itude of crack growth rates across the range of initial crack lengths surveyed
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in Fig. 2(b), it is clear that the time to short circuit (and hence the applied
overpotential) solely depends on the distance between the initial crack tip
and the upper edge of the domain. Consequently, a linear equation is ex-
pected to well fit the observed short-circuit overpotential ηsc data. Indeed,
when this data is fit to a linear form ηsc = Ax+B, where A is -0.29 mV/µm
and B is 197.60 mV, the fit is extremely high quality (R2 > 0.99), validat-
ing the hypothesis that crack growth rate is independent of the initial crack
length. Figure 2(c) shows the initiation and short-circuit overpotentials ηinit
and ηsc data as well as their corresponding fits.

3.1.2. Multiple Random Cracks

We now turn to the more realistic case where multiple flaws are present
within the electrolyte. To establish a more realistic picture of electrochem-
ical fracture in LLZO, 30 samples with pseudo-random crack distributions
of varying microstructures are simulated in the same potentiostatic condi-
tions as in the single edge-crack case. Figure 3 shows the evolution of the
crack-field variable as a function of applied potential for areal crack densities
ranging from 1.5% to 4.5%, without and with a buffer interfacial layer (see
Section 2.4). The snapshot selected for each condition is the sample that
most closely resembles the ensemble average behavior of that condition. At
100 mV, no samples show any meaningful crack growth. By 120 mV all three
of the different densities have begun crack propagation, though to varying
degrees; the amount of areal crack density clearly increases with increasing
initial crack density. Crack propagation may begin from one or multiple
cracks, starting at the charged side of the domain. In our simulations, the
load is electrochemical in nature and highly localized to the tips of the initial
cracks. Thus, even as a single crack extends, other cracks are not necessarily
inhibited. In all cases, crack propagation begins at either larger flaws or clus-
ters of medium-sized flaws that lie close to the charged side of the domain.
Flaws farther from the applied potential, in fact, are nonparticipants in crack
propagation until the advancing crack front gets near them and their elastic
fields may interact. At this point, the cracks will briefly deflect one another
and then attract each other and coalesce.

Figure 3(b) shows the variability in the crack-growth behavior as a func-
tion of the overpotential for the ensemble averages of each sample; shading
spans the standard deviation of the trajectories. Clearly, as crack density
increases, terminal crack area increases. This is an intuitive conclusion, as
an observer would expect a percolating network of cracks to form more easily
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Figure 3: (a) Evolution of the crack field for I. Crack density ρϕ = 1.5%, II. Crack density
ρϕ = 3.0%, III. Crack density ρϕ = 4.5%, IV. Crack density ρϕ = 4.5% with a 5 µm buffer,
and V. Crack density ρϕ = 4.5%, with a 10 µm buffer. (b) Areal crack density vs. applied
potential, X symbols represent onset of crack propagation while stars represent short
circuit. Each line represents the ensemble average of 30 samples for each condition. The
shading corresponds to the standard deviation of the crack area values at each time step
for each condition. (c) Median critical overpotentials for each condition I through V. X
symbols represent onset of crack propagation while star symbols represent short circuit.

with much of the network already in place. This effect also manifests as a
decrease in both types of critical overpotentials. The median critical overpo-
tentials of each crack density condition are shown in Fig. 3(c). The observed
decay in the medians with respect to increasing crack density demonstrates
that the maximum overpotential the material can sustain is sensitive to the
extent of initial damage prior to electrochemical loading. Collectively, these
results reveals that there is a considerable spread of outcomes for a given den-
sity of cracks. To wit, the performance of a given sample of LLZO cannot be
deterministically evaluated solely using the density of cracks, as the spatial
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distribution of cracks of different sizes is a substantial driver of failure. To
that end, a statistical framework is employed to evaluate the probability of
failure for each condition based on the Weibull model of stochastic failure.

Of the 30 samples for each condition I through V, outliers must first be
removed. This pre-screening was only necessary in the case of the 1.5% crack
density condition; two samples failed extremely late (crack propagation at
220 and 510 mV respectively), which is several standard deviations higher
than the computed median. In these cases, the random seeding did not place
any flaws within 10 µm of the edge of the domain, leading to artificially
delayed failure.

Adopting a Weibull model of failure allows the probability density func-
tion (PDF) of overpotentials to be cast in terms of two parameters, λ and k:

PDF(η, λ, k) =
k

λ

(η
λ

)k−1

exp

[
−
(η
λ

)k
]
, (16)

where λ is a dispersion parameter, and k is the shape parameter determining
the shape and sharpness of the peak. From the Weibull distribution follows
its cumulative distribution function (CDF):

F (η, k, λ) = 1− exp

[
−
(η
λ

)k
]
, (17)

where F is the probability of failure of the material at or below some value
of η. Equation (17) can be rearranged and manipulated to yield a linear fit
with a slope of k and a y-intercept of −k ln(λ) such that:

ln (− ln(1− F (η))) = k ln (η)− k ln (λ) , (18)

By fitting this equation using linear least squares regression, we found the
frequency of failure at various electrochemical loads for our simulations. Ta-
ble 1 shows the parameters for the Weibull fits as well as the quality of the
fits and the median values for short circuit and initiation, while Fig. 4 shows
the graphical representation of the fits for both the CDF and the PDF.

Table 1 and Fig. 4 clearly demonstrate that as the areal crack density in-
creases, the overpotentials that LLZO can sustain without crack propagation
or short circuit decrease commensurately. Indeed, as seen in the PDF panel
of Fig. 4, the median initiation potential from 113 mV to 106 mV to 100 mV
as the crack density increases from 1.5 to 3.0 to 4.5 % respectively. Short cir-
cuits happen earlier, with the median short-circuit potential decreasing from
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Figure 4: (a) Cumulative distribution function and probability density function comparing
crack densities, markers represent experimental data while lines represent Weibull fits. (b)
Cumulative distribution function and probability density function comparing buffered and
buffer-less samples, markers represent experimental data while lines represent Weibull fits.

180 mV to 170 mV to 164 mV for the same span of crack densities. In other
words, the failure distributions shift to favor failure at lower overpotentials
as the areal density of cracks is increased.

While a 13% spread in medians over the range of densities is a meaningful
difference, it is not substantial. However, the overall behavior of the Weibull
distribution will dictate the frequency of failure over a given range of applied
potentials, and the total number of failures at each potential is important to
consider when gauging the efficacy of a cycling or processing methodology
intended to improve the electrochemical durability of the electrolyte material.
At 100 mV, for example, roughly 50, 40, and 10 % of samples will fail with
a crack areal density of 4.5, 3.0 and 1.5% crack density respectively. While
the difference in medians is relatively modest, the spread in the probability
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Table 1: Fitted Weibull parameters for each simulated condition and medians for short
circuit/initiation.

Condition λ k R2 η̃init η̃sc

ρϕ = 1.5% 9.09/9.65 12.03/11.78 0.96/0.94 113 180
ρϕ = 3.0% 8.58/8.68 12.64/10.75 0.99/0.91 106 170
ρϕ = 4.5% 7.55/7.98 11.52/12.16 0.97/0.97 100 164
ρϕ = 4.5%, 5 µm buffer 7.19/6.98 11.62/12.15 0.95/0.99 106 166
ρϕ = 4.5%, 10 µm buffer 6.13/5.79 10.74/11.46 0.91/0.87 125 175

density can lead to radically different outcomes on the margins of failure.
The samples with interfacial buffers exhibit a similar increase in the over-

potentials that can be supported by the material. Indeed, the 5 µm buffer
can support an overpotential that is 6% higher than the baseline, buffer-
less case, while the 10 µm buffer can support a 25% higher overpotential
without crack propagation. Overall density of cracks determines the extent
of a percolating crack network (i.e. the pathway for short circuit), so the
surface density of cracks has little bearing on the short-circuit overpotential,
ηsc. Thus, as the overall density of cracks is identical in the buffered and
buffer-less cases, ηsc is very similar between these two cases. The spread for
the large buffer is substantially larger, and only a portion of the data could
be fit using the Weibull model. While a qualitative assessment of the results
show that failure occurs at much higher overpotentials with the large buffer,
the precision of the PDF should be evaluated with caution.

3.2. Constant Current

The evolution of a potential field in a battery cell is sensitive to inho-
mogeneities in the current distribution. Indeed, the current will likely focus
in regions of high crack density, where the conductivity is orders of magni-
tude higher than in the bulk. It is important to evaluate how prevalent this
focusing is in damaged samples in order to tailor microstructures that can
support greater current densities. Pristine crystals without cracks or defects
will evenly distribute the current, leading to smaller overpotentials. Thus,
while the buffered samples can support a modestly larger overpotential, the
buffer may also distribute the current more evenly through the electrolyte-
electrode interface.

We also evaluate the effect of varying the constant currents on a cell
with random crack configurations with 4.5% areal crack density with and
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Figure 5: (a) Normalized crack area (left panel) & electric potential (right panel) vs. time
step with 4.5% areal crack density and no applied buffer. Evolution of the crack field and
electric potential are provided as insets for I. t = 0, II. The onset of crack propagation,
III. The beginning of crack deceleration, minimum overpotential, and IV. The end of the
simulation. (b) Normalized crack area (left panel) & electric potential (right panel) vs.
time step with 4.5% areal crack density and a 5 µm applied buffer. Evolution of the crack
field and electric potential are provided as insets for: I. t = 0 and II. The end of the
simulation. All phase-field insets correspond to samples subjected to 0.40 mA/cm2.

without a 5 µm pristine buffer. Initially three currents are applied to five
samples of each condition: 0.04, 0.4, and 0.40 mA/cm2. Figure 5 shows
how these currents affect the crack field and the maximum overpotential
along the interface. The contour plots of the crack and potential fields in
both Fig. 5(a) and Fig. 5(b) illustrate the evolution of the system under
applied currents of 0.4 mA/cm2 and 4.0 mA/cm2 respectively. buffer-less
samples exhibited a slow convergence to equilibrium at 0.04 mA/cm2, but
eventually the overpotential exceeds the critical value and crack propagation
occurs. At 0.4 mA/cm2, failure begins in the first several timesteps and
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progresses steadily to a fully broken equilibrium state. Failure is nearly
immediate and complete at 4.0 mA/cm2. The buffered microstructure is
capable of supporting currents of 0.04 and 0.4 mA/cm2 without generating
a critical overpotential anywhere in the domain. In these cases, the initial
potential fields show a maximum overpotential of ∼ 3-5 mV, well below the
critical overpotential for buffered samples. Surface overpotentials remain in
this range for the entirety of the simulation and the crack density remains
extremely close to the initial value (b.II), showing that the current focusing is
essentially eliminated in the buffered sample at these lower current densities.
However, a current density of 4.0 mA/cm2 is sufficient in the buffered sample
to induce rapid failure wherein the potential field and crack field propagate
rapidly through the domain (b.II).

Figure 5(a) shows the development of these fields for the buffer-less sam-
ple. The initial slight variations in the electric field show that there are some
regions with a larger overpotentials which corresponds to regions of high
crack density near the bottom of the domain (a.I). Clearly, the magnitude of
the electric field and therefore the current density is greatest in these regions.
This observation illustrates a current focusing mechanism, wherein electrical
current (and hence lithium deposition) will preferentially occur near cracks.
Roughly, we observe four regimes in our simulation results, the starting con-
figuration (a.I) is followed by a regime in which cracks have begun to grow,
coinciding with an electric potential that has dipped precipitously below the
critical overpotential for this microstructure (a.II). The maximum overpoten-
tial reaches a peak (a.III), coinciding with the cracks traversing the domain.
While the cracks continue to grow, the maximum overpotential begins to
decrease as the system converges to a stable electric field (a.IV).

Figure 5(b) shows the evolution of the crack and potential fields for a
buffered sample at 4.0 mA/cm2. Buffered samples show ubiquitous success
at 0.04 and 0.4 mA/cm2, but some failures occur at 4.0 mA/cm2. Of the
5 samples tested, 2 failed and 3 did not fail. The two failures map onto
the two precipitous ramps in the average crack density and average voltage
curves. While this analysis is sufficient to show that the buffered samples
are capable of sustaining higher current than buffer-less samples, it neglects
the stochastic elements of failure. To that end, we conducted further Weibull
analysis. Figure 6 shows the CDFs and normalized PDFs for samples without
and with an interfacial buffer. Comparing the left and right panels in Fig. 6,
it is clear that the probability density of failure lies in very different regimes
for the two cases. The CDF for the buffer-less case (left panel) spans from
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0 to 0.04 mA/cm2 while the CDF for the buffered case (right panel) spans
from 2 to 9 mA/cm2. At roughly 0.023 mA/cm2, the buffer-less samples will
fail 50% of the time. Failure in buffered samples occurs 50% of the time at
6.0 mA/cm2, a 200× improvement.

Figure 6: Weibull statistics (CDF and PDF) for samples without and with interfacial
buffer. Left inset provides a zoomed in view for the case with no interfacial buffer present.
Panel on the right illustrates Weibull statistics for the case with an interfacial buffer
present. The three regimes annotated I, II, III correspond to: I. Safe cycling regime, II.
Finite cycling regime, and III. Unsafe cycling regime.

4. Discussion

The single crack simulations show that for flaws larger than 4 µm, the
critical overpotential required for crack propagation is rather insensitive to
the initial crack length. A 30× increase in crack length only leads to a 40%
decrease in critical overpotential. By contrast, the critical far-field stress in a
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simple tension test is predicted to be 80 % lower for a 4 µm crack than a 120
µm crack. As the stresses in the electrochemical loading case are confined
around the crack-tip, admissible stress and strain fields must approach zero
away from the interface between cracked and uncracked material, leading to
the observed difference in scaling. Thus, the key difference between short
and long cracks in this context is the magnitude of the electric-field gradient
at the crack tip. This explanation introduces a possible mitigation strategy
of doping LLZO in order to facilitate electron migration away from crack
faces. If the crack faces do not conduct electrons well, the gradients at
the crack tip will diminish along with the resultant stresses. Another key
feature of the a0 − ρ curve is that as the fitted curve approaches zero, the
critical overpotential required for crack propagation increases substantially.
For example, if the largest edge crack were 100 nm, an overpotential of 250
mV could be sustained without any crack growth. It may be possible for
battery engineers to screen LLZO samples to estimate the largest flaw and
the resultant critical overpotential. Prospective cycling protocols could then
be evaluated based on the Butler-Volmer model, or similar, to determine
whether the peak projected overpotential exceeds the value determined from
an initial screening. Such a framework could be used to improve the lifetimes
of LLZO-based cells. Furthermore, battery material engineers could develop
strategies for minimizing the size of the largest flaw.

From our analysis, we did not glean information regarding the number of
cycles or time to failure at or near the initiation overpotentials. Indeed, while
a crack may grow at the initiation potential, it may not traverse the entire
thickness of an LLZO film or result in complete inoperability of the material.
One should then consider the initiation potential an upper bound for cycling.
For example, based on our results, a battery engineer could disregard cycling
conditions that exceed an overpotential of 90 mV, as this is likely to lead to
short circuit in a finite number of cycles. With a priori knowledge of the
maximum flaw size, these bounds could be adjusted (e.g., if the largest flaw
is 4 µm then the applied overpotential could reach roughly 120 mV and still
not incur damage). For applications with shorter life requirements, operating
between the initiation and short-circuit overpotential may be a viable option.
Thus cycle-life specifications can be determined with knowledge of material
flaw-sizes and cycle life can be prescribed based on the overpotentials induced
by the necessary cycling protocols.

While a largest-flaw analysis provide approximate benchmarks on op-
erability, a more thorough analysis of the crack distribution is required to
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extrapolate failure behavior to populations of cells. From our Weibull anal-
ysis, it is clear that the density of cracks has a substantial effect on the
probability density of failures. While the median critical overpotentials are
similar between crack densities, the spread varies substantially. For example,
around 115 mV, we project that all samples with a crack density of 4.5 %
will fail, while only half of 1.5 % density samples will fail. Understanding
the distribution of flaws is germane to predicting the occurrence of failure
given an operating potential. The same screening procedure outlined above
can be applied from a stochastic framework. In this case, to avoid any crack
propagation, cycling should remain at lower overpotentials than the left tail
of the initiation PDF. By characterizing the density of cracks and tailoring
cycling parameters to keep the overpotential below this tail, a longer life cy-
cle could be achieved (though failure by other mechanisms is of course still
possible). If cells are cycled at overpotentials within the span of the short-
circuit PDFs, a percentage of them will fail, with the number of failures
increasing with increasing potential. This analysis framework informs cy-
cling conditions given some prescribed benchmarks with respect to life cycles
and acceptable frequency of failures.

While the experimental determination of crack density can be difficult,
a hybrid experimental/analytical approach may be able to determine this
key parameter prior to electrochemical operation. Indeed, many experimen-
tal studies have been conducted including ring-on-ring and bending tests to
evaluate mechanical and fracture properties as well as the statistical charac-
teristics of LLZO’s failure behavior in the Weibull sense [14, 41, 42]. To link
our modeling framework to such results, our phase-field fracture model could
be applied to the loading conditions imposed experimentally with an esti-
mated initial crack density. This initial density would be iteratively revised
until computed load-displacement and Weibull curves correspond to those
determined experimentally with an acceptable degree of accuracy. Thus, the
crack density of a material can be estimated, and the electrically-coupled
phase-field model can be applied to project failure curves similar to those
reported in this work.

Our results from the voltage sweeps for the buffered samples show an in-
triguing avenue for improvement of LLZO cells. Indeed, results for the small-
buffer case demonstrated a 6 % improvement in median initiation overpoten-
tial, while results with a thicker buffer demonstrated a 25 % improvement in
median initiation overpotential. Thus, the presence of a pristine buffer has
a toughening effect insofar as it limits the exposure of flaws to the full brunt
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of the electric field. This observation is consistent with the proposed den-
drite suppression strategy of Qi et al. [10] using compressive surface stresses.
By inducing compressive residual stresses via ion implantation or exchange,
the available tensile energy for fracture is reduced, effectively toughening the
surface. This method may also heal cracks near the surface, rendering it
flawless or near flawless. Importantly, the surface stress-state is sensitive to
processing; for instance, Hu et al. [43] showed that rapid cooling can lead to
either latent compressive or tensile stresses in the material’s surface. Thus,
different processing conditions will lead to more flaws and an embrittled sur-
face, or fewer flaws and a toughened surface. Such (residual) stress-state
conditions can be accounted for in the present model and used as a way to
account for processing conditions.

Our results with a constant current boundary condition reveal a current-
focusing mechanism similar to that proposed by Barai et al. [15] with the
caveat that the current focusing occurs through regions of high crack density
rather than grain boundaries. The large-grained configuration in that study
failed at 0.046 mA/cm2 when the overpotential spiked to 80 mV and short
circuited. These observations are congruent with our modeling results for 4.5
% crack density which find that:

• Failure occurs between 0.01 and 0.04 mA/cm2 (failure is ubiquitous
over 0.04 mA/cm2).

• The critical overpotential for this crack configuration is 100 mV.

Intuitively, we hypothesize that the grain-boundary current focusing and
crack-surface current focusing will have synergistic effects. Indeed, it stands
to reason that the electric field will be concentrated in cracks that lie along
grain boundaries. Probing the interaction between grain boundaries and
cracks is a fruitful area for future investigation and is an excellent potential
application of this modeling framework. In fact, our model can be thought
of as a homogenized, polycrystalline system, or alternatively as an isotropic,
single-crystal system. The polycrystalline and/or single-crystal nature of
LLZO could be incorporated into our model by assuming anisotropic prop-
erties. For instance, in the case of a polycrystal, the model would have
heterogeneous distributions of elastic and transport properties to describe
the various grains composing the polycrystal. These would be useful exten-
sions of the model due to the ubiquitousness of polycrystalline films [44] and
the desirable electrochemical properties of single-crystal LLZO [45].
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By contrast to the buffer-less samples’ low electrochemical tolerance, the
buffered samples fail at currents that would be acceptable for actual battery
applications. The current-focusing mechanism is greatly diminished and the
resulting lower overpotentials are insufficient to propagate the near-surface
cracks. Tuning the interfacial properties of LLZO-Li could facilitate the use
of LLZO in battery cells capable of sustaining practical currents and over-
potentials. Tuning of this nature comprises any of the methods outlined in
the introduction which decrease the electrical conductivity of LLZO. Addi-
tionally, the non-participation of cracks further from the interface implicitly
shows that methods which increase the flaw tolerance of a near-surface region
of the material can decrease the frequency of failures in LLZO at high rates.

5. Conclusion

In this study we use a coupled electrostatics-mechanics phase-field model
to evaluate the effects of crack size, crack density, and crack location on the
maximum potential and current that LLZO-based cells can support. A few
conclusions can be drawn:

1. The initial length of an edge crack decreases the maximum overpo-
tential that can be sustained without crack initiation. Specifically,
the critical overpotential increases with the inverse square root of the
crack length. This finding demonstrates the cycling limitations from a
“largest flaw” perspective.

2. The overpotential at short-circuit scales linearly with the inverse of
crack length. This finding demonstrates that the propensity for short
circuit depends primarily on the distance between the anode and the
cathode. Thicker electrolyte films should fail later than thinner ones.

3. Systems with multiple cracks fail more at higher density than lower
density. This manifests strongly at the tails of the cumulative distribu-
tion functions. An overpotential that is completely safe for operation
in LLZO with 1.5% areal crack density carries a comparatively high
probability of failure at 4.5% areal density.

4. When constant currents are applied, larger overpotentials arise inside
the electrolyte domain, specifically in regions where there are near-
surface cracks. This current-focusing mechanism leads to rapid failure
at very low currents (10 - 40 mA/cm2).

27



5. Samples with a pristine, interfacial buffer are able to sustain greater
potentials than the base material at equivalent crack density. The
buffered material also exhibits lower potentials in response to applied
constant currents. These two effects compound to allow a two order of
magnitude improvement in the current that the buffered material can
support.

These observations demonstrate that a careful evaluation of crack density
is important to battery engineers for evaluating safe cycling parameters for
LLZO-based cells. Even the simpler largest flaw model may be sufficient
to set rough operability benchmarks with safety factors included. We have
also established that a Weibull-type model describes the relationship between
applied potential,current and failure. This is critical as it characterizes the
stochastic nature of failure in larger populations of cells, allowing for predic-
tions of failure in terms of proportion rather than a simple binary pass/fail
for prescribed potentials or currents. By exploring the benefit of a flawless
buffer of crystal, we demonstrate several possible mitigation strategies which
guide future modeling and experimental studies of this material and could
lead to the enabling of LLZO as a commercially viable material.
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Appendix A. Nomenclature

Table A.1: Glossary of fields and key terms

Φ Crack field

Ψ Electric potential

u Displacement field

σelec Total electrical conductivity

h(Φ) Interpolation function between cracked/uncracked phase

η Overpotential, deviation from equilibrium

japplied Applied current

σ0 Stress due to electrolyte mechanical constraint

ση Stress that arises from applied overpotential

ϵ+ Tensile portion of strain tensor

ϵ− Compressive portion of strain tensor

C Elastic stiffness tensor

µLLZO, λLLZO Lamé elastic constants

ψ+, ψ− Strain energy density from tension/compression

H Strain history field

ℓ Characteristic length scale for fracture

Gc Griffith fracture energy

Lx,Ly Dimension of computational domain in x and y

ηinit, ηsc Crack initiation/short-circuit overpotentials

ρϕ Crack density

PDF Probability density function

CDF Cumulative distribution function

k, λ Weibull distribution parameters
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Appendix B. Static Fracture Simulations

We implemented, verified, and tested the phase-field fracture model pre-
sented in Miehe et al. [35] and Ambati et al. [36]. Figure B.1 shows the
results of our implementation for LLZO subjected under simple shear (top
panel) and simple tension (middle panel). The bottom panel illustrates the
stress-strain behavior during the evolution of the crack.

Figure B.1: Simulation results for simple shear (top) and simple tension (bottom).
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