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CYBER SECURITY

Start with Why

@

* Consistent observation that engineers
and technical staff are not aware of
how cyber threats affect digital
designs and operations

* Need to ensure that inherent risks of
digital technology (which manifest
through failure, error, malign
disruption, or compromise) are
considered and mitigated in the
earliest possible stages of the design
lifecycle

2023 SecurityWeek ICS Cybersecurity Conference
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Our Origin Story

e Conducted hundreds of assessments
over more than a decade

 Saw Common themes with outsized
impact on security

* These shaped our worldview and
most subsequent work

* Codified in the Consequence-driven,
Cyber-informed Engineering (CCE)
methodology

2023 SecurityWeek ICS Cybersecurity Conference
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Keeping the Acronyms Straight

e Critical function assurance — managing
risks inherent from using digital
technology in a world with adversaries —
is the why

e CIE is the what
* Principles distilled from trends in years
of work

* CCEisahow
 Based on and developed by many of the
same people as CIE

e There are other how’s!

2023 SecurityWeek ICS Cybersecurity Conference
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CIE Principles

PRINCIPLE KEY QUESTION

Consequence-Focused Design

How do | understand what critical functions my system must ensure and the undesired
consequences it must prevent?

Engineered Controls

How do | implement controls to reduce avenues for attack or the damage which could
result?

Secure Information Architecture

How do | prevent undesired manipulation of important data?

Design Simplification

How do | determine what features of my system are not absolutely necessary?

Resilient Layered Defenses

How do | create the best compilation of system defenses?

Active Defense

How do | proactively prepare to defend my system from any threat?

Interdependency Evaluation

How do | understand where my system can impact others or be impacted by others?

Digital Asset Awareness

How do | understand where digital assets are used, what functions they are capable of,
and our assumptions about how they work?

Cyber-Secure Supply Chain Controls

How do | ensure my providers deliver the security we need?

Planned Resilience

How do | turn “what ifs” into “even ifs”?

Engineering Information Control

How do | manage knowledge about my system? How do | keep it out of the wrong
hands?

Cybersecurity Culture

How do | ensure that everyone performs their role aligned with our security goals?

2023 SecurityWeek ICS Cybersecurity Conference
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CIE Implementation Guide : A Self-Help Tool

U.S. DEPARTMENT OF Office of
EN ERGY Cybersecurity, Energy Security,
and Emergency Response

Cyver-lniormnesd Engineering https://www.osti.gov/servlets/purl/1995796

Implementation Guide

Version 1.0

DRAFT

AUGUST 7, 2023 INL/RPT-23-74072
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CIE Implementation Guide: A Self-Help Tool

Q

Retirement
and
Replacement

Concept

Requirements

Operations
and
Maintenance

Testing,
Verification,
Validation,
and
Deployment

=
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PRINCIPLE 1

CIE Implementation Guide : A Self-Help Tool

Consequence-Focused Design

KEY QUESTION

How do | understand what critical functions my system must
ensure and the undesired consequences it must prevent?

Principle Description

Apply CIE strategies first and foremost to the most critical functions the
system performs. Typically these are functions that, if manipulated or
subverted, could result in unacceptable or catastrophic consequences for
the organization, including undesired impacts to security, safety, quality, the
environment, availability or effectiveness of products or services, system
integrity, and public image. Use a structured and thorough process to identify
areas where digital technology is used within these functions.

Consider where an unprotected action or failure of the function that leverages
digital technology might lead to a high-consequence event. These could
include unauthorized system actions, invalid data that would drive an
automated action, or interdiction of a digitally governed control. Examine the
controls that exist to minimize impacts of misuse or failure and whether those
controls are implemented via digital technology, physical mechanisms, or a
combination of both.

This list of high-impact consequences underpins the work engineers will
perform throughout the system design lifecycle and the actions to be taken
and their priority within each CIE principle. For each element identified in

the work above, engineers will consider engineered controls (see Principle

2: Engineered Controls), that could either remove the possibility for the
unprotected action or mitigate its consequences. These changes complement

traditional cybersecurity protections to increase the overall resilience of
the system to undesired digital events that could result in catastrophic
consequences.

C Focused Design Considerations at Each Lifecycle Phase

4 Y

Because the Consequence-Focused Design principle provides key inputs for
other principles, it should be the first principle considered at the beginning of
the lifecycle phase. Consequence-Focused Design functions as a foundational
principle that, once assessed, is used as the basis of consideration for all
other principles. At a high level, early considerations may focus on identifying
negative business consequences such as delivery failure, equipment
damage, or impacts to safety, that may apply to the system generally, before
linking consequences to specific design elements to engineered mitigations.
Systems with a high potential for accidents, misuse, or sabotage resulting in
catastrophic consequences will require a stronger emphasis on consequence-
focused design.

Specific elements considered in the Consequence-Focused Design principle
will shift as the principle is applied across time and system maturity. It is
important to note that the trajectory of industry and technology changes
may affect consequence assessment throughout a system'’s lifecycle.
Consequence is a moving target that should be regularly re-assessed even if
the considered system is not changing.*

4 This idea aligns with ISA/IEC 62443 “Assess, Design & Implement, Operate & Maintain™ 62443-3-2, which focuses on regular risk assessment for the System under Consideration (SuC).
While the system may not have changed, the patches, updates, added users, third-party admin access to firewalls and switches, and organizational culture do often change, creating previously
The should also have externally vetted peer review to avoid internal company bias.

Cyber-Inf d Engineering Guide | Version 1.0 - DRAFT
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PRINCIPLE 1: CONSEQUENCE-FOCUSED DESIGN
CONCEPT PHASE (continued)

5

What business areas may be uniquely impacted by system failure or unexpected operation?
a  Which parts of the business would be affected by each
EXAMPLE: Loss of control or

consequence?
. . . disruption of a large power
b Which resulting consequences could be categorized as | transformer within the bulk electric

“acceptable” and could be managed within organizational system (BES) could affect the
risk management processes? transmission capacity of a regional
¢ Which conseguences (physical or otherwise) are electric power grid. Depending on
“unacceptable” and must be mitigated? Document these the location, downstream effects
distinct consequences. could impact large population
centers, national security sites, or

. . the Eastern/Western Interconnects
What regional or environmental consequences may result from of the BES.

system failure or unexpected operation?

a  What entities would be affected for each consequence? Consider connected communities,
infrastructure, and environments.

b What changes to the original design are needed to account for failure mechanisms that may vary
from region to region?

What crucial assumptions have been made in the CONOPS that the system works as expected?
a  What violations of those assumptions may result in high-impact consequences?

Where might routine system operations diverge from the expected CONOPS?
a At each instance where that might happen, what are the impacts?

Are there adverse operating modes that are prone to high-impact consequences?
a  What circumstances require or cause these modes?

b In adverse operational conditions, how might system states evolve before the ultimate
conseguence occurs?

‘What staffing roles in the system have the most potential to interact with high-consequence events?

What training or other supports will they need to perform those roles effectively?

a  Where might a role gain access to functionality that was not anticipated and for which the requisite
support or training is not in place?

b What are the impacts if an adversary gained access to this role and the requisite functions?

Cyber-Informed Engineering Implementation Guide | Version 1.0 - DRAFT 15
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What business First point in the Engineering Lifecycle = Testing,
. Verification, | Operations and
a  Which part that the example is considered Concept | Requirements Design Development €
KEY QUESTION o Gontiaion of e aeample Srouh the Valdaton,and | Maitenarce
How do | understanc i e
b \:Vhl':h resy Water Sector Engineering Lifecycle
d th nd acceptabl
ensure an € unae risk manag Parning | Prewminary |0 o s ———_
¢ Which cons PRINCIPLE CIE CONTROL/MITIGATION EXAMPLE Concept | Design Report |Peteied Desian Commissioning Maintenance
l.‘m‘fmceFm 6-1 Implement an OT network monitoring solution. Design
distinct cor network to support data collection by sensors. Employ Zero
Principle 6: Trust Architecture where possible.
Principle Description s . .
' 6 What regional « Active Def 62 tation on how to detect early warning
Apply CIE strategies first and foremost to the n system failure « signs and how to block, disconnect, and isolate network
m e system performs. Typically these are functions What entiti connection/device(s).
i a at entiti
subverted, could result in unacceptable or catg infrastruct 7-1 Implement continuous inter-departmental training to build
the P’gamzatlon- V'nC|‘Ud'ng undesired impacts t infrastructy Principle 7: relationships between different disciplines which will facilitate
Version 1 O environment, availability or effectiveness of prg b What chan; . N B communication during emergency situations.
integrity, and p_“?"c imago. Use. a structu.refi ar from regior - 7-2 Ensure multiple sources are available for any dependency
areas where digital technology is used within ti Evaluation on outside inputs.
Consider where an unprotected action or failur¢ 7 What crucial as
digital technology might lead to a high-consequ What violat 8-1 Adopt a commercial off the shelf OT network monitoring
include unauthorized system actions, invalid d¢ a at viola Principle 8: solution that uses passive data collection to build an asset
automated action, or interdiction of a digitally g . 1o Inventory.
controls that exist to minimize impacts of misu — 8 Where might ro lﬁg"a' Asset g 2 Regularly update the software and firmware on all devices
controls are implemented via digital technology a  Ateach ins WArEness found in the inventory
combination of both.
This list of high-impact consequences underpir | 9 Are there advel Principle 9: 9-1 Include security requirements in RFPs and contracts,
perform throughout the system design lifecycle ) i Secire develop a Secure Software Lifecycle Development program and
NN s a  What circul implement tight vendor controls.
and their priority within each CIE principle. For { Supply Chain
the work above, engineers will consider engine b In adverse Controls
A G ST 7 2023 2: Engineered C_ontrols)._ l_hal C‘_’”'d either remg consequen 10-1 Install hardwired controls for all critical systems.
’ unprotected action or mitigate its consequence s
~——— 10 What staffing r Principle 40:
4 ;;‘rﬁ -d;a anz?s with ISME»C 624h43 'Ajs‘?sa D‘et;:egn What training ¢ RP'a_?"Ed 10-2 Generate documentation and train staff to expect that
ile the system may not have changed, the patches . esilience if
e it a Where m\g\ any digital 1t can become and lose
functionality and know how to operate in manual.
support or
Cyber-Inf d Engineering Guide | Versiol b What are 1l
Cyber-Informed Engineering Imp
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Community of Practice: Get Involved

Cyber-Informed Engineering COP

Quarterly

11 AM ET on the 2nd Wednesday of January, April, July, and
October

Multi-stakeholder team to aid the translation
of CIE into technical requirements that can
inform guidance, practices, and standards

development

CIE Standards WG

Monthly
1st Wednesday, 9 AM MT/ 11 AM ET

CIE Education WG

Monthly
3rd Wednesday, 9 AM MT /11 AM ET

CIE Development WG

Monthly
4th Wednesday, 9 AMMT /11 AM ET
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Support integration of CIE
into engineering and
cybersecurity standards

Develop curricula and
materials that integrate
CIE principles into
engineering degree
programs

Develop CIE
implementation guidance
and an open-source library
of resources

2023 SecurityWeek ICS Cybersecurity Conference
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Developing Secure Power Systems Professional Competence: Alignment and Gaps in Workforce Development Programs for Phase 2 of the
Secure Power Systems Professional project

O'Neil, Lori Ross; Assante, Michael; Tobey, D. H.; Conway, T. J.; Vanderhorst, Jr, T. J.; Januszewski, Ill, J.; leo, R.; Perman, K.

This is the final report of Phase 2 of the Secure Power Systems Professional project, a 3 phase project. DOE will post to their website upon release

Pacific Northwest National Lab. (PNNL), Richland, WA (United States)

USDOE
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Cyber-Informed Engineering: The Need for a New Risk Informed and Design Methodology

Price, Joseph Daniel; Anderson, Robert Stephen

Current engineering and risk do not contain the foundational assumptions required to address the intelligent adversary's capabilities in malevolent cyber attacks. Current methodologies focus on
equipment failures or human error as initiating events for a hazard, while cyber attacks use the functionality of a trusted system to perform operations outside of the intended design and without the operator's knowledge. These

threats can by-pass or manipulate traditionally engineered safety barriers and present false the | basis of a safety analysis. Cyber threats must be y analyzed from a new
perspective where neither equipment nor human operation can be full trusted. A new risk analysis and design methodology needs to be developed to address this rapidly evolving threatscape.

Idaho National Lab. (INL), Idaho Falls, ID (United States)

USDOE National Nuclear Security Administration (NNSA)

Cyber Threat and Vulnerability Analysis of the U.S. Electric Sector

Glenn, Colleen; Sterbentz, Dane; Wright, Aaron

With utilities in the U.S. and around the world increasingly moving toward smart grid technology and other upgrades with inherent cyber vulnerabilities, correlative threats from malicious cyber attacks on the North American electric
grid continue to grow in frequency and sophistication. The potential for malicious actors to access and adversely affect physical electricity assets of U.S. electricity , or distribution systems via cyber means

is a primary concern for utilities contributing to the bulk electric system. This paper seeks to illustrate the current cyber-physical landscape of the U.S. electric sector in the ¢ Unl?xl of its vulnerabilities to cyber attacks, the likelihood

of cyber attacks, and the impacts cyber events and threat actors can achieve on the power grid. In addition, this paper highlights utility pers , perceived ges, and requests for assistance in addressing cyber threats to

the electric sector, There have been no reported targeted cyber attacks carried out against utilities in the U.S. that have resulted in permanent or long term damage to power system operations thus far, yet electric utilities

throughout the U.S. have seen a steady rise in cyber and physical security related events that continue to raise concern. Asset owners and operators understand that the effects of a coordinated cyber and physical attack on a
utility's operations would threaten electric system reliability-and potentially result in large scale power outages. Utilities are routinely faced with new challenges for dealing with these cyber threats to the grid and consequently
maintain a set of best practices to keep systems secure and up to date. Among the greatest challenges is a lack of knowledge or strategy to mitigate new risks that emerge as a result of an exponential rise in complexity of modern
control systems. This paper compiles an open-source analysis of cyber threats and risks to the electric grid, utility best practices for prevention and response to cyber threats, and utility suggestions about how the federal
government can aid utilities in combating and mitigating risks

Idaho National Lab. (INL), Idaho Falls, ID (United States)

USDOE Office of Energy Policy and Systems Analysis (EPSA)
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Find at https://inl.gov/cie-
resource-library/

DOE-sponsored research on
Cyber-Informed Engineering as
far back as 2013

Multiple laboratories

Multiple application areas
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PHASE 2
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PHASE 1

PHASE 4

Consequence-
Based Targeting

Determine the
adversary's path to
achieve the highest
impact effects and
what information is
required to achieve
those goals.

Gather information
and identify paths and
interdependencies
between critical
processes, defense
systems, and
components.

Remove or disrupt the
digital attack paths as
fully as possible.

Set a clear focus on the
risk management
framework to select
operations that must
not fail and associated
attack scenarios that
could bring them down.
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So, #HowDoYouCIE?

Management of functional safety
& cybersecurity

Conceptual design and scope

‘ Process safety ‘ Cybersecurity
Assessment Assessment
(PHA) (cyber PHA)
Design H Design
Operate & ‘ Operate &
maintain maintain

Cyber PHA

A proven method to assess
industrial control system (ICS)
cybersecurity risk

NIST Framework

i Industry Stds
Supplier elerments
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Performance tooks
Usaful life
Sustainment elements #
o
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System Analysis

STEP2 \ STEP3

Structure Function
Analysis Analysis

Failure Analysis
&
Risk Mitigation
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Questions?
Suggestions?!

Visit https://inl.gov/cie/
Email CIE@inl.gov

Sam Chanoski, CISSP, GCIP, GICSP, C|EH
Technical Relationship Manager
Idaho National Laboratory
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