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Motivation

On behalf of the Advanced Scientific Computing Research (ASCR) program in the US Department of
Energy (DOE) Office of Science, we are organizing a workshop to identify priority research directions
in quantum computing and networking to better position ASCR to realize the potential of quantum
technologies in advancing DOE science applications.

The mission of the ASCR is to advance applied mathematics and computer science research; deliver
the most sophisticated computational scientific applications in partnership with disciplinary science;
advance computing and networking capabilities; and develop future generations of computing
hardware and software tools in partnership with the research community, including U.S. industry.
ASCR supports computer science and applied mathematics activities that provide the foundation for
increasing the capability of the national high-performance computing ecosystem and scientific data
infrastructure. ASCR encourages focus on long-term research to develop intelligent software,
algorithms, and methods that anticipate future hardware challenges and opportunities as well as



science needs (http://science.energy.gov/ascr/research/).

ASCR has been investing in quantum information science (QIS) since 2017. ASCR’s QIS investments
span a broad scope of research in quantum computing and quantum networking with investments in
quantum algorithms and mathematical methods; the creation of a suite of traditional software tools
and techniques including programming languages, compilers, and debugging; quantum edge
computing; and quantum applications such as machine learning. ASCR is also funding quantum
hardware research and quantum testbeds: two quantum computing testbeds are available at Sandia
National Laboratories (SNL) and at Lawrence Berkeley National Laboratory (LBNL) to external
collaborators,and two quantum internet testbeds are being developed by LBNL and by a
collaboration between Oak Ridge National Laboratory (ORNL) and Los Alamos National Laboratory
(LANL). More information about ASCR QIS investments can be found here:
https://science.osti.gov/Initiatives/QIS.

ASCR research into quantum computing and quantum networking technologies is making rapid
progress, and specialized systems are now commercially available. It is important for ASCR to
understand the potential of these new and radically different technologies relative to conventional
computing systems and for DOE-relevant applications. However, ASCR is not interested in exploring
the underlying, specific device technologies at this workshop. This workshop will focus on the
following two exploration areas:

1. The quantum software stack and fundamental quantum computer science and algorithms research.
What elements of the quantum software stack need targeted investment in order to accelerate the
development of quantum computing systems? What questions in quantum computer science should
be addressed and what mathematical models should be explored in order to understand the
potential of quantum computing? What research could spur new approaches to developing quantum
algorithms?

2. Quantum networking. What lab-scale research in quantum networking would accelerate the
development of quantum computers? Should larger-scale quantum networking research, such as
space-based quantum communication, fall within ASCR’s research priorities in QIS? What research on
quantum networks will benefit multiple qubit platforms?

The workshop will be structured around a set of breakout sessions, with every attendee expected to
participate actively in the discussions. Afterward, workshop attendees—from DOE National
Laboratories, industry,and academia—will produce a report for ASCR that summarizes the findings
made during the workshop.

Invitation

We invite community input in the form of two-page position papers that identify and discuss key
challenges and opportunities in quantum computing and networking. In addition to providing an
avenue for identifying workshop participants, these position papers will be used to shape the
workshop agenda, identify panelists, and contribute to the workshop report. Position papers should
not describe the authors’ current or planned research, contain material that should not be disclosed
to the public, nor should they recommend specific solutions or discuss narrowly focused research
topics. Rather, they should aim to improve the community’s shared understanding of the problem
space, identify challenging research directions, and help to stimulate discussion.



One author of each selected submission will be invited to participate in the workshop.
By submitting a position paper, authors consent to have their position paper published publicly.

Authors are not required to have a history of funding by the ASCR Computer Science program.

Submission Guidelines
Position Paper Structure and Format

Position papers should follow the following format:

o Title
e Authors (with affiliations and email addresses)

e Topic: one or more of the following in the context of quantum computing and networking:
applications, models, algorithms, compilation, error correction and mitigation, and codesign and
integration

o Challenge: Identify aspects of current quantum computing and networking stacks that illustrate
the limitations of state-of-the-art practice, with examples as appropriate

o Opportunity: Describe how the identified challenges may be addressed, whether it is through new
tools and techniques, new technologies, or new groups collaborating in the codesign process

¢ Assessment: What would constitute success,and how would potential solutions be evaluated? If
appropriate, metrics measuring success as well as estimates or projections of required quantum
resources may be included.

o Timeliness or maturity: Why now? What breakthrough or change makes progress possible now
where it wasn’t possible before? What will be the impact of success?

o References
Each position paper must be no more than two pages including figures and references. The paper
may include any number of authors but contact information for a single author who can represent
the position paper at the workshop must be provided with the submission. There is no limit to the
number of position papers that an individual or group can submit. Authors are strongly encouraged

to follow the structure previously outlined. Papers should be submitted in PDF format using the
designated page on the workshop website.

Areas of Emphasis

We are seeking submissions aimed at various levels of broadly scoped quantum computing and
networking stacks:

e Applications:
o fundamental mathematical kernels and standardized libraries,

o new kinds of DOE science applications informed by quantum capabilities

o assessment of realistic quantum advantages



o tools for application performance modeling and estimating
o application-inspired benchmarks and curated libraries of instances
o applications of entanglement distribution networks

o Computing and programming models:

o design and analysis of established and novel abstract quantum computing and programming
models

o models for hybrid quantum and classical computing

o programming environments for expressing quantum algorithms
o quantum network models and architectures

o hybrid quantum and classical network design

o models for distributed quantum computing

e Algorithms:

o quantum algorithms admitting theoretical or empirical evidence of advantage for
fundamental domains such as simulation, optimization, or machine learning

o hybrid quantum and classical algorithms
o quantum-inspired classical algorithms

o classical algorithms and software systems to simulate quantum computers and networks,
including tensor network and Monte Carlo simulations
o Compilation:

o expanding the scope, utility, efficiency, and robustness of software stacks for quantum
computing

o approaches, algorithms, and software systems for circuit compilation and qubit mapping,
routing, parameter optimization, and scheduling;

o Error correction and mitigation:
o near-term quantum computing
o networking applications

o Codesign and integration across the quantum computing and networking stacks:
o impact of application requirements across the stack

o impact of noise, fidelity,and gate execution time on algorithms and applications

While the program committee has identified the above topics as important areas for discussion, we
welcome position papers from the community that propose additional topics of interest for
discussion at the workshop.

Selection
Submissions will be reviewed by the workshop’s organizing committee using criteria of overall



quality, relevance, likelihood of stimulating constructive discussion, and ability to contribute to an
informative workshop report. Unique positions that are well presented and emphasize potentially-
transformative research directions will be given preference.
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1 Introduction

Quantum computers are alone in their theoretical power: they are the only known devices expected to
violate the strong Church—Turing thesis that all other computing devices are equivalent up to polynomial-
factor overheads [1]. There are numerous challenges to creating high-quality quantum computers that are
capable of realizing their theoretical power. These include the need for new algorithms (Section 4), hardware
and software infrastructure including compilation (Section 5), and error correction (Section 6).

The purpose of this workshop is to bring together quantum experts from DOE and the broader quan-
tum information science research community to (i) understand the state of the art in models, applications,
algorithms, compilers, and other cross-cutting software stack components for quantum computing and net-
working; (ii) identify gaps in methods and tools for developing, implementing, validating, and analyzing the
performance of quantum algorithms and applications; (iii) discuss pathways to accessing realistic quantum
advantage in applications informed by the needs of the DOE Office of Science; (iv) assess future research



needs of the scientific community; and (v) sketch out emerging research directions. In addition, the work-
shop is targeting methods of quantum error detection, suppression, and mitigation throughout the quantum
computing and networking stack (at compilation, runtime, detection, and postprocessing) as well as noise-
resilient algorithms and application.

In order to fully leverage current and future quantum computing and networking hardware in applications,
it is important to research and develop a resilient software stack on top of the hardware. The OSI stack
model developed for connected multilayered classical computing systems, including networks, can serve as
a guiding principle for developing a quantum software stack. Following this model, the workshop will be
centered on four main and two cross-cutting themes, following the components of a typical software stack.
The main themes are (i) applications, (ii) models of quantum computers and networks, (iii) algorithms, and
(iv) compilers. The cross-cutting themes are (i) error correction and mitigation across the stack and (ii)
integration of the main stack components.

2 Applications

2.1 Quantum computing

Over the past decade, quantum computing applications to scientific computing problems have been an area
of active research. Many math kernels underpinning scientific computation, such as eigenvalues and singular
values of a matrix [2], linear systems of equations [3-5], linear and nonlinear differential equations [6-§],
convex and nonconvex optimization [9-12], and Markov chain Monte Carlo [13], have been examined for
quantum speedups in asymptotic and NISQ settings. These primitives opened an avenue for quantum ma-
chine learning (QML) and quantum simulation algorithms with applications ranging from strongly correlated
materials [14] and nuclear structure [15] to fusion [16] and high-energy physics [17, 18].

End-to-end quantum speedup (also known as quantum advantage) is a major motivation for building
quantum computers and, consequentially, is a sought-after property in applications. Identifying fundamen-
tal math kernels that may admit quantum advantage and quantifying bottlenecks, for example, classical-
quantum input/output or access to quantum random access memory, remains a challenge. In many instances,
the best-known classical algorithms that are used to evaluate quantum advantage are not optimal and hence
further complicate benchmarking. Thus, developing application-inspired benchmarks, including suites of
curated problem instances for math kernels, is critical for evaluating the progress in quantum algorithm
design.

Beyond the search for asymptotic quantum advantage (for large instance sizes), tools for estimating and
optimizing quantum resources for fixed problem instance sizes are indispensable for quantum application
developers. Coupled with the development of standardized quantum libraries for math primitives analogous
to classical libraries such as BLAS, this will enable domain science experts to experiment and create new
quantum simulation algorithms and applications with performance guarantees.

2.2 Quantum network applications

Quantum networks distributing entanglement over intra- or intercity distances may be used in conjunction
with the current internet to provide more security and privacy. Additionally, they may provide the inter-
net with new capabilities such as distributed quantum computation, teleportation-based communication,
and quantum-based metrology. Since quantum internet technologies are still nascent, only a limited set
of envisioned applications have received recent attention and have developed scientific maturity. Among
them are (i) secure communication, where through the use of quantum key distribution [19], quantum secret
sharing [20], and quantum secure direct communication [21] network hacking attempts can be detected; (ii)
blind quantum computing, allowing network users to interact with a quantum computer without revealing
sensitive information to other parties [22]; (iii) clock synchronization, where a network of remotely located
quantum clocks distributes high-precision time data [23]; (iv) long baseline telescopes [24], where quantum
communication techniques can be applied to extend the baseline of telescopes, enhancing the optical infor-
mation gathered; and (v) distributed quantum computing [25], where quantum links are used to connect
(entangle) multiple quantum processors together, enhancing their computational capabilities.



3 Models of Quantum Computing and Quantum Networking

Models for quantum computing and quantum networking share a common goal of providing logical abstrac-
tions that define structure and behavior. For example, purely theoretical models have advanced to abstract
machine models that are used to design new software stacks and protocol layers [26-28]. Key concerns moti-
vating this topic are how to incorporate the fundamental properties of quantum information while adhering
to architectural decisions that bound system performance.

3.1 Quantum computing

The design and analysis of architectural abstractions of quantum computers emphasize the models by which
to represent and reason about quantum computation. These models includes digital, measurement-based,
and analog models of quantum computation as well as their implementations across a diversity of quantum
technologies for multiple application purposes [29-31]. In addition, these models must account for interac-
tions between different computational paradigms, including the quantum-classical or so-called hybrid model
of computation. For example, interactions between the quantum program and the quantum hardware layer
are often managed by conventional control electronics limited by both bandwidth and memory as well as
other resources.

Quantum computing models and their associated architectures play an important role in guiding expec-
tations for performance as well as in guiding the programming and execution of implementations in physical
systems [32, 33]. For example, the development of hybrid computing models, which merge quantum and
classical algorithms into single workflows, depends on the model of computation as well as the interfaces for
controlling the flow of information [34]. An emerging challenge is to understand how quantum computers
may integrate with high-performance computing systems, which are themselves highly tuned to application
performance and technology constraints [35-37]. Similar concerns carry over into the development of pro-
gramming environments for expressing quantum algorithms through the dependence on data types, data
structures, compilation tools, and other interfaces [38].

3.2 Quantum networks

Quantum network modeling develops a framework for understanding quantum state preparation, propaga-
tion, and detection. Quantum state preparation is essential to understanding sources of quantum states,
including the optimization of metrics such as power and brilliance. Quantum state propagation accounts for
transmission impairments such as losses, birefringence, dispersion, diffusion, and random noise. Analysis of
quantum state detection permits calculating the expected values corresponding to the various quantum ob-
servables. Since communication between these quantum components must be set up in advance, elementary
quantum communications networks have a strong resemblance to circuit-switched networks. Lessons learned
from the development of circuit-switched and cellular networks suggest well-defined protocols delineated in
three different planes: data, control, and management. The data plane carries the quantum and classical
information flowing on the network and is responsible for transmission reliability and security. The control
plane is responsible for setting up the initial mechanism for establishing entanglement distribution between
nodes. The management plane is responsible for managing any errors and infidelities that happen during
the entanglement distribution.

Architectures for quantum networks provide logical models for these planes as well as protocols for
the control of network resources [39-43]. Nodes within these networks may consist of quantum computers
and other quantum information processing platforms [23, 44]. The development of models for sources and
detectors is essential to ensuring accurate estimates of network performance [45, 46]. The necessity of classical
signals in quantum networks obeys a twofold objective. The first one is that most quantum communication or
computation protocols require the exchange of classical bits; the second objective is associated with the fact
that the operation of quantum networks requires the exchange of classical signals. Designs of hybrid networks
merge the use of quantum and classical communication and memory resources and provide frameworks in
which to define new protocols and evaluate their performance [47-51]. Hybrid network design is a significant
consideration in the understanding of distributed quantum computing because of the concurrent dependence
on message passing and entanglement sharing [52-54].



4 Algorithms

Carefully crafted quantum algorithms are an essential ingredient in realizing advantages over classical com-
puting and algorithms. Their potential for speedups over best-known classical counterparts has driven inter-
est in quantum computing, starting especially with Shor’s prime factorization algorithm [55] and Grover’s
unstructured search algorithm [56]. Although a variety of quantum algorithms are currently known [57],
there is generally a paucity of known rigorous superpolynomial quantum advantages [58-61], especially for
fundamental problems and kernels to empower DOE science applications. Quantum algorithms admitting
theoretical or empirical evidence of advantage for fundamental domains such as simulation, optimization,
and machine learning are likely to impact a broad spectrum of science applications. We lack a deep under-
standing of the features of quantum mechanics that give rise to quantum advantages, perhaps in part because
we do not have mature fault-tolerant quantum computers to help empirically vet algorithmic ideas. Focusing
on higher-level problems and kernels enables quantum algorithm architects to impact a variety of potential
applications. Discovering settings in which substantial quantum advantages are possible or provable remains
a foremost goal, and this may benefit from considering resources beyond execution time, such as space or
memory, quality or accuracy of the solution, the number of queries made to a data-access oracle, or the
number of samples drawn from a distribution.

Quantum advantages may take many forms; and hybrid algorithms, through which quantum and classical
computing may complement one another, are a viable strategy for leveraging near-term quantum computing.
Variational algorithms [62] for quantum chemistry and discrete optimization applications have grown popular,
although they have limitations [62—-64] and the advantages they may provide are unclear. Novel quantum-
classical computing schemes remain a research challenge.

A related front is quantum-inspired classical algorithms and mathematical proofs. Taking a quantum-
mechanical perspective can inspire purely classical advances, including a recent body of work on classical
algorithms for machine learning and linear algebra obtained by “dequantizing” quantum algorithms [65, 66].
Dequantization is important, not only as a source of novel classical algorithms, but also for understanding
the critical features of quantum advantages. However, care must be taken to ensure that dequantizied algo-
rithms employ realistic classical models and assumptions [67, 68]. New types of quantum-inspired classical
algorithms and analysis are valuable, as are fair and rigorous models for “apples-to-apples” comparison of
classical and quantum algorithms.

Classically, our attempts to solve NP-hard problems have borne new algorithmic ideas, including approx-
imation and parameterized algorithms [69, 70] and heuristics for optimization problems [71]. The complexity
class QMA is the natural quantum counterpart of NP; and physically motivated QMA-hard problems, such
as computing properties of extremal eigenstates of local Hamiltonians, continue to draw attention in both
the physics and the computer science [72]. The natural analogy between classical constraint satisfaction
problems (CSPs) and quantum local Hamiltonians is underexplored. Recent work has unearthed new con-
nections between the approximation of CSPs and local Hamiltonians [73-78]. A prime research avenue is
further generalizing intuition and techniques for classical CSPs and discrete optimization problems to bear
on physically motivated quantum problems.

Empirical prototyping and evaluation of quantum algorithms and protocols are a challenge, since emerging
quantum computers are generally noisy and limited in size. Classical simulation of quantum computers and
networks remains a viable approach, and classical algorithms and software systems to push the boundaries of
simulation are critical. In addition to further advancing established techniques such as tensor network [79-
81] and Monte Carlo [82-84] simulations, new ideas to accelerate simulation, perhaps for specialized settings
where further assumptions are possible, warrant further exploration and development.

5 Compilation

The ability to express and efficiently execute complex quantum algorithms on quantum computing hardware
is critical to enable the broad adoption of quantum computing by the scientific computing community [85].
So far, programming quantum algorithms have been mostly limited to low-level gates and qubit resources or
libraries specific to a single scientific domain and a specific programming model (digital/gate-based versus
Hamiltonian or analog versus photonic; see Section 3) and specific quantum hardware technology. There



are analogs in classical computing where CPU- or FPGA-based computing technologies require distinctly
different programming and compiling paradigms.

In order to achieve the efficient execution of algorithms, compilation tools should be closely tied with
programming languages and hardware execution languages; and compilers capable of adapting to emerging
trends in quantum programming are an important consideration for software development [86]. Quantum
compiling is a hybrid process incorporating techniques from compilers for classical programming languages,
transforming high-level language to assembly language, and hardware synthesis by hardware description
language, where functions are automatically synthesized into customized hardware. This requires quantum
programming methods and compiling techniques that are commensurate with today’s sophisticated classical
approaches. Compilers and their intermediate representations of hybrid programs are important for reasoning
and optimizing execution in mixed machine models [87-90]. These include languages and compilers that
extend conventional tools, including C/C++ and LLVM, to quantum settings [91-93], as well as executable
languages that operate close to the hardware [94-98]. Domain-specific tools have also become essential for
translating and compiling existing workflows to quantum technology targets [99-101].

Considerable efforts have been expended in developing compilers and compiling strategies to transform
(also known as transpile) or synthesize a quantum algorithm in a series of digital or gate-based quantum
operations, commonly referred to as quantum circuits, to optimize/minimize the number of operations that
need to be executed on near-term devices [89, 102-112]. These include efforts to map/route circuits based
on the limited connectivity of qubits in quantum hardware architectures [113—-117] and to break traditional
abstraction layers [102]. Additional optimizations at levels lower than circuits and gates can be achieved
through the optimization of hardware pulses that define a gate operation [118]. Tools for tuning collective
gate operations are also important for optimizing circuit performance [119, 120]. Constraints in the number
of qubits available for quantum simulation have led to research approaches focused on cutting larger circuits
to use smaller devices [121, 122].

The number of qubits in quantum hardware is growing at a rapid pace. At the same time, the connectivity
between qubits is changing, with quantum computing chips being loosely coupled [123, 124]. The community
is also continuing development of new types of qubit operations, such as gates between 3 or more qubits,
while exploring the use of qutrits [125, 126] and qudits [123] that allow more information to be encoded
in a single quantum processing unit. In order to take full advantage of these new hardware advances, new
approaches will need to be developed, based on hierarchical approaches and the exploitation of common
patterns and functions, to efficiently optimize the circuits.

Noise within quantum hardware leads to errors in quantum computation. Methods for mitigating errors
have gained widespread acceptance, and compilation tools need to manage the encoding of these methods
directly into the program [127]. While there is considerable research in error correcting codes [128-132],
the development of compilers that tailor quantum error correction to specific scientific application has been
limited [133]. A broader discussion on error correction and mitigation approaches can be found in Section 6.

6 Error correction and mitigation

Errors have always been one of the greatest obstacles to realizing reliable and scalable quantum information
processing. Quantum systems are subject to interactions with their environments and systematic errors
that ultimately degrade qubit coherence and gate performance. To achieve long relative decoherence times
in accordance with the DiVincenzo criteria [134], one must manage noise in quantum systems. Typical
approaches for noise management seek to correct, avoid, suppress, or mitigate errors [135, 136]. Quantum
error correction utilizes logical encodings of physical qubits to detect and correct errors [1, 137-139]. As a
special class of passive quantum error-correcting codes, decoherence-free subspaces and noiseless subsystems
exploit symmetries in the system-environment interaction Hamiltonian to avoid noise [140, 141]. In contrast,
error suppression approaches, commonly referred to as dynamical decoupling, leverage fast and strong pulses
to effectively average out noise [136, 142], while error mitigation involves amplifying the noise systematically
and extrapolating to the so-called zero-noise limit [143-148]. Each class of protocols offers a form of protection
against the accumulation of errors that strongly depends on the underlying noise model. For such methods
to be truly effective, therefore, one must have a sufficiently accurate model that can be used to inform the
selection and tailoring of the protocol. Moreover, to reduce the potential resource overheads of employing



a single approach alone, practical error protection will likely employ multiple techniques working together
to achieve fault tolerance in both quantum computing and networking domains. The latter poses its own
unique challenges, where error protection and entanglement purification are required [39)].

Quantum error correction offers a potential route toward scalable quantum computing. Provided that
error thresholds can be met and the noise is sufficiently uncorrelated in time and space, the set of addressable
errors that can be detected and corrected by an error correcting code increases with the number of qubits.
Unfortunately, such fault-tolerant error thresholds have yet to be achieved in currently available hardware.
Furthermore, real hardware noise is distinct from the underlying assumptions of error correction in that
it can be correlated in space and time and possess attributes of nonstationarity [149-162]. Approximate
quantum error correction, where error subspaces are not fully preserved, may offer a potential pathway
toward achieving reliable quantum computation in the near term without requiring stringent fault-tolerant
thresholds to be met [163-165]. Addressing the increased complexity of noise models likely requires the
adaptation of error correction codes to specific noise environments. In recent years it has been shown that
tailoring codes to specific noise models can enable reductions in quantum error correction overhead [166]. The
potential benefit of noise-tailored codes is complicated, however, by the need for more accurate noise models.
Consequently, there is a need for scalable noise characterization schemes via gate set tomography [167, 168],
randomized benchmarking [169, 170], quantum noise spectroscopy [171], or some combination of techniques
that can yield sufficiently accurate noise models of quantum processors of increasing size.

The advantages of an accurate noise model extend beyond quantum error correction. Knowledge of the
underlying noise processes enables the tailoring of error suppression [172-175], avoidance [176-179], and error
mitigation [180-183] protocols. Targeted protocols can be designed to address specific noise sources, and
when combined with alternative methods, could yield an overall reduction in error accumulation and resource
overhead. Instances of hybrid error protection schemes have been experimentally tested in recent years in the
context of quantum error correction [129, 184, 185] and quantum algorithms [186-188]. Although promising
results exist, there is little analytical insight into why certain methods perform better than others. Results
remain empirical, and approaches are heuristic rather than based on the characteristics of the system noise
model or application.

7 Integration of stack components and other cross-cutting topics

As quantum software and hardware increase in sophistication and complexity, so does the need for techniques
and tools for analyzing the quantum stack. The evaluation of individual stack components and their ultimate
integration can provide key insights into the propagation of errors [189-192], algorithm performance [81,
193-198], benchmarking [199-201], and the estimation of classical and quantum resources [202-209]. When
combined, this knowledge can facilitate the targeted honing of specific quantum technology stacks or enable
cross-platform comparisons and the identification of broader principles for scalable quantum computing and
networking architectures.

Tools for assessing error propagation are necessary for connecting application requirements to hardware
specifications. Applications define allowable error thresholds in problem accuracy. How these thresholds
propagate through the stack to hardware requirements such as gate fidelities, topology specifications, and
decoherence rates is not well understood. Tools designed to bridge these gaps could shed light on when
quantum technology is amenable to certain application domains. Furthermore, they could help inform the
design of future hardware for specific applications. Equally relevant is the bottom-up analysis of error prop-
agation. Given a particular hardware, one could inquire about the expected application performance [189,
191, 192]. This analysis could yield information regarding the potential utility of a hardware platform for a
particular application.

Evaluations of algorithmic performance through simulation and benchmarking are necessary for the ver-
ification and validation of quantum algorithms and application development. In particular, there is a need
for scalable modeling and simulation tools for noisy circuit execution. These include specialized models for
propagating quantum states under gate operations as well as probabilistic methods for simulating exper-
imental observables [81, 193-198]. Crucially, the efficacy of noisy circuit simulation relies on sufficiently
accurate noise models of real hardware to draw reasonable conclusions about predicted hardware perfor-
mance. The development of noise models requires scalable characterization protocols that offer a sufficient



and efficient characterization of multiqubit processors [167, 170, 171, 210]. In principle, such protocols could
enable the active monitoring of hardware performance—which in turn could inform future simulations—
and quantum program performance [211, 212]. Simulations of quantum algorithms and applications must
be complemented by standardized benchmarks for evaluating and comparing quantum processors. Further-
more, suitable benchmarks must be developed for testing the integration of software and hardware to evaluate
performance trends in quantum computing systems [199-201].

Resource estimation has persisted as a key component of assessing the feasibility of practical quantum
algorithm implementation. While many tools exist, open questions remain about the accurate estimation of
classical resource requirements in addition to their quantum counterparts [205, 213]. For example, at the
physical layer, how does one account for the complexity of the control waveforms in resource estimates? Or
from the classical computing perspective, how does one assess the possible energy requirements for executing
a quantum algorithm on hardware [209]7 In principle, resource estimation tools should possess the versatility
to adapt to distinct software stacks applicable in the domains of both quantum computing and networking.
The estimation of resources within specific stack layers and through the stack from the hardware to the
application could be advantageous for optimizing resources across the stack. The strong interplay between
stack layers poses many challenges for the optimization of classical and quantum resources that, if addressed
could further aid in the evaluation and design of future quantum systems.

Quantum Internet Stack.

The quantum internet will require its own stack abstraction, incorporated with the elements of the classical
internet stack, allowing for its control and operation. In this quantum internet concept, on-demand quantum
operations within a quantum network, such as qubit generation or Bell state measurements, will require
the precise time synchronization and remote control of classical devices over ancillary classical network
infrastructure. This classical network will oversee the flow of control commands responsible for the execution
of quantum network operations.

In classical networks, the network functionality is based on a layered software construct. This so-called
network stack is an implementation of a suite of communication protocols that enables end-to-end com-
munication between various connected systems. The complexity in orchestrating the tasks required to
create a quantum-enabled internet concept calls for a new quantum-aware control paradigm, accommodat-
ing quantum-enabling and quantum operations simultaneously. The components and functionality of this
hybrid stack can be separated into three stack protocol sets: (a) the quantum stack, controlling intercon-
nected quantum devices performing entanglement generation and distribution, (b) the quantum-enabling
stack, enabling the interconnection of classical devices in a network specifically built for maintaining the
quantum coherence, and (c) the classical stack, enabling the interconnection of classical devices in a network
specifically built for maintaining the quantum coherence, as well as a quantum-aware control plane, which
is a set of dedicated protocols within the classical and the quantum-enabling stacks required to control and
orchestrate quantum network operations.
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Challenge: Distributed quantum computing constitutes a scalable path to achieving an overall number
of logical qubits that enable real-world quantum computing applications to flourish [1]. Given increasing
evidence on possible scaling limits of entanglement [2] and the many technical challenges involved in
establishing fully quantum interconnects across multiple physically distant devices [3], we understand
that practical solutions must consider using hybrid classical-quantum interconnects to support near-to-
mid-term distributed quantum computing effectively [4]. At the same time, we believe that programmers
and practitioners should not necessarily be directly exposed to such details when they already have the
difficult task of learning an intricate programming model that relies on the yet poor understanding of
basic quantum mechanics over the research computing community. A successful journey toward large-
scale quantum computing applications must therefore encompass programming models and frameworks
that abstract most of the subtleties of interconnected heterogeneous quantum devices away from end
users, allowing them to distribute computation similarly to what has been done for decades in classical
computing while keeping those details accessible to researchers focused on developing quantum networks.

Opportunity: Because quantum computing technologies are still in their early stages, programmers and
application developers are often forced to work on a level that, in a sense, is exceedingly close to quan-
tum microcode or below, expressed through the ubiquitous circuit- or gate-based programming model
[5]. Naturally, broad adoption of quantum computing frameworks will require abstraction layers that
allow them to shift their focus to the application level. In this context, distributed quantum computing
is no different and presents the opportunity to create and disseminate programming models designed to
encapsulate features of quantum machines and interconnected quantum systems in general. By collabo-
rating and codesigning a standard and abstract framework for hybrid quantum-classical communication
and distribution, the quantum computing community will provide insights, tools, and opportunities for
researchers and practitioners to work on both the application development front and the hardware and
architecture design one. This route has the potential to ultimately lead to faster development of practical
quantum computing applications and pave the way for larger-scale quantum computing in the future. By
focusing on the information needed to pass quantum states rather than qubits or gates, such a framework
can be flexible enough to incorporate situations where already existing classical interconnects can be
used to transmit protocols that regenerate local superposition and entanglement with, for example, trace
stacks of operations performed by distant quantum processors, which can then easily facilitate applica-
tions where many-qubit entanglement is not strictly necessary. Concurrently, short-distance quantum
networks can create entanglement across clustered quantum computing nodes, which are programmed



using the same interface, setting up the stage for seamless hybrid distributed quantum computing. We
also foresee distributed quantum computing extending the lifetime of NISQ and intermediate devices by
effectively pooling their resources, thus increasing long-term investment in the field.

Assessment: The primary measure of success of this effort is the assemblage of a community or forum
with the mission of building an abstract programming model and framework for hybrid communication-
based distributed quantum computing, possibly resembling what the MPI Forum has established for
classical computing. Potential solutions should be evaluated based on their flexibility, the potential for
widespread adoption, and the capacity to simultaneously make implementation details transparent to
application developers and opaque to hardware, architecture, and network researchers; in essence, we
expect the largest impact of this technology to be a substantial increase in quantum programs capable
of using distributed resources, as well as decrease code complexity. Resources that will support the
development effort include efficient quantum simulators for prototyping, partitionable quantum computers
with a substantial number of qubits (hundreds) for testing, and reliable (lossy) quantum transmission lines
for short (large) distance interconnects between devices for final implementation. Artificial intelligence
will likely be an essential resource in deciding which level of hybridization to use for communication.

Timeliness: From its inception to accomplishing the goal of enabling exascale computing, the MPI
standard endured three decades of intense development. The quantum computing ecosystem evolves
quickly. Tools, frameworks, and programming models are increasingly intricate, creating valleys of devel-
oping communities that hinder the communication of ideas across this landscape. Forging a community
dedicated to establishing a de facto standard for distributed quantum computing is a timely effort that
will ultimately lead to scalable solutions across multiple heterogeneous platforms, unleashing the power
of quantum computing to real-world applications.
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Challenge: Using quantum chemistry to compute the properties of large chemical systems is
important because these systems play essential roles in many physical, chemical and biological
processes. For example, studying large biomolecules such as proteins and DNA can help in under-
standing their functions and interactions, which is critical for developing new drugs and therapies.
Many other materials such as polymers, ceramics, and semiconductors have complex structures that
are difficult to analyze experimentally. Simulating these materials using quantum chemistry can
provide insight into their electronic and structural properties, enabling the design of new materials
with improved properties.

Both classical and quantum computers face challenges when it comes to computing large chem-
ical systems. The fundamental reason is that simulating quantum systems accurately on classical
computers requires an exponential amount of effort, which quickly becomes impractical as the size
of the system increases. Quantum computers can in principle perform these calculations more effi-
ciently than classical computers, but current quantum hardware is limited in terms of the number
of qubits and the coherence time of these qubits. This makes it difficult to simulate large chemical
systems accurately on current quantum hardware. Here is a detailed list of current problems:

1. Quantum computer hardware: Currently available quantum computers have limited
qubit counts and high error rates, making it difficult to perform accurate quantum chem-
istry calculations.

2. Quantum software: Developing quantum algorithms and software for quantum chemistry
calculations is a complex task and there is a need for better software tools and frameworks to
make it easier for researchers to develop and run quantum chemistry calculations on quantum
computers.

3. Mapping quantum chemistry algorithms to quantum hardware: There is a need
to map quantum chemistry algorithms to the hardware architecture of quantum comput-
ers, which is a challenging task due to differences in the hardware architectures of different
quantum computing platforms.

4. Limited qubit connectivity: Quantum chemistry calculations often require qubit connec-
tivity that is not available on current quantum computing hardware, leading to difficulties,
such as increased gate depth, in implementing the necessary quantum circuits.

5. Accuracy of quantum chemistry calculations: Noise and errors in quantum hardware
can have a significant impact on the accuracy of quantum chemistry calculations creating a
need for better error correction and error mitigation techniques.

6. Classical post-processing: Even after performing quantum chemistry calculations on a
quantum computer, classical post-processing is often required to obtain meaningful results.
This can be a complex and computationally intensive task.

7. Lack of standardization: There is currently a lack of standardization in quantum chemistry
calculations on quantum computers, making it difficult to compare results across different
platforms and algorithms.

Opportunity: Problem decomposition (PD) techniques are useful for addressing the problems that
quantum computers encounter when computing large chemical systems. Specifically, we believe the
use of PD techniques to decompose a target molecular system into smaller subsystems requiring
fewer computational resources and implementing these approaches within quantum-computing-
based frameworks will be an important direction towards achieving quantum advantages as we



progress through and out of the NISQ-era. Some examples of PD techniques worth noting are
the fragment molecular-orbital (FMO) method', the divide-and-conquer (DC) technique?, and the
density matrix embedding theory (DMET)?.

Assessment: The use of PD techniques and divide-and-conquer techniques could address many of
the listed problems above. It needs to be an integrated process that implements various techniques
to fragment calculations at every level of abstraction and calculations. Here are step-by-step ideas
on how they might be implemented:

1. Chemical systems: It is important to pick the chemical systems amendable to the appli-
cation of fragmentation methods. These systems are, for example, organic molecules with
multiple functional groups.

2. Fragmentation methods: The choice of a fragmentation method is important. Here are
a few examples of such methods: the elongation method?, the fragment molecular-orbital
(FMO) method!, the divide-and-conquer (DC) technique®, and the density matrix embedding
theory (DMET)?.

3. Active site decomposition methods: In some cases, it is possible to further decompose
calculations by using active space decomposition methods (ASD)”, which use the density
matrix renormalization group algorithms. The fragment wave functions are described by
complete or restricted active-space wave functions. ASD alleviates the large computational
cost of active-space methods by tailoring the wave function ansatz. Using ASD, as an exam-
ple, a dimer wave function is compactly expressed as a linear combination of tensor products
of monomer wave functions. Another more recently developed method is the localized active
space self-consistent field (LAS-SCF) method® developed for efficient calculation of strongly-
correlated systems for which we have already suggested a quantum-computing-based imple-
mentation”.

4. Circuit cutting: The generated quantum circuits are likely still to be too large to compute
on quantum circuits. The potential solution is to use the quantum circuit approach® to split
a quantum circuit into sub-circuits.

5. Alternative approaches: If the above steps still do not achieve the goal then the alternative
approaches should be considered. The fermionic Hamiltonians can be reformulated as spin
Hamiltonians. Another potential technique is to use embedded approaches.

Among issues to be addressed include: how fragments are subsequently coupled to achieve
accurate long-range interactions and choosing from and comparing different fragmentation schemes.
Fragmentation methods can also be computationally expensive, particularly when many fragments
are used. Overall, we believe fragmentation methods are a useful tool for studying large chemical
systems, but their limitations should be considered carefully.

Timeliness or maturity: The steps in the above section need to be further developed and
integrated into one larger pipeline. This will allow significant applications of quantum-computing
to complex chemical systems within the next few years as quantum computing devices continue to
improve.

Distributed quantum algorithms, such as our proposed quantum PD techniques, are a natural

choice for use on forthcoming networked quantum computers. Making effective use of limited and
potentially expensive connections between small quantum computers will be key to getting the
most out of the emerging technology.
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Challenge: Despite significant progress in quantum software development, the primary obstacle to
achieving practical, functional quantum machines in the NISQ-era and beyond is the impact of noise
and errors in quantum hardware. The main reason is various forms of electromagnetic noise, which
cause decoherence that reduces coherent lifetimes and the fidelity of quantum logic operations when
quantum devices are manipulated by faulty classical hardware. This limitation critically constrains
the scope of useful computations that can be performed on quantum hardware, as measured by
parameters such as circuit depth or quantum volume.

Improving the resilience of quantum hardware against noise and errors is crucial for pursuing
commercially viable applications. One solution to this problem involves implementing low-level error
suppression strategies inspired by the field of quantum control. This approach draws from classical
control engineering, which is often used to stabilize unstable hardware but requires modification of
fundamental concepts to successfully apply to the quantum domain.'

Another critical requirement for quantum processors to achieve practical utility is scaling up
hardware for quantum information processing. A key challenge is the sustained precision control
of large quantum systems. Many current quantum computer architectures consist of a layered
control stack between algorithms and physical implementation. Scaling up requires optimization
of pulses and communication between the layers. Efficient, accurate, and sometimes large-scale
classical simulations of quantum devices provide a necessary glue between the layers, allowing for
the practical generation of quantum optimal control pulses. An especially time-urgent challenge
facing the development of quantum hardware is the need to reliably predict and control the pulses
interacting with the device while maximizing computing power. This mission requires innovation in
the development of improved data-driven and model-based approaches that maximize performance
in existing experiments with an impact on optimizing operational scenarios. The development
of a benchmark suite of data sets and corresponding machine learning (ML) models could lead to
more rigorous algorithmic development and experimental studies on quantum simulators with direct
interaction with hardware. The datasets and models would cover representative data sizes, diverse
data models, data types, and formats. Such synthetic or experimental data may be provided by
Q-NEXT, SQMS cavity-qubit device, microelectronics ASIC Al control team at Fermilab.

Despite the promising character of quantum devices, new classical simulation challenges arise.
The general problem is that these systems are notoriously difficult to model and simulate using
conventional techniques because the computational burden grows exponentially with the system
size. Conventional algorithms for quantum control are computationally demanding, and thus limited
to small-scale simulations. To find scalable solutions, simulators exploiting advanced HPC systems
have been under active development. For example, there are quantum simulators developed at
Argonne that scale on hundreds of supercomputer GPU nodes’ ®. They can utilize high-speed
interconnects, parallel file systems, nodes with specialized compute capabilities, several GPUs, and
many cores per node to move data and direct computations. Detailed evaluations, tests, and
integrations of these simulators into quantum systems are highly needed while both theory and

experiment are evolving into a more mature state.
Opportunity: The following challenges and opportunities need to be addressed to advance the
field of quantum computing:
1. Improve the performance of actual quantum hardware by providing optimized control strate-
gies. This involves efficient characterization of error sources, identifying and utilizing system



controllability, and generating instructions for real hardware to mitigate the impact of noise
and imperfections at the device level.

2. Provide increased functionality from limited quantum computational resources, as measured
by parameters such as qubits, gates, and compute runtime. And make it accessible to users
with varying levels of experience and expertise in quantum computing hardware or quantum
control.

3. Ensure continued access to complex and rapidly advancing technology, as well as provide
cutting-edge computational resources for tasks that require intensive numerical calculations
via a modern cloud-compute architecture and supercomputers. This involves facilitating access
to numerical techniques that benefit from or rely on specialized computational hardware such
as GPUs.

4. Establish cross-compatibility with existing workflows, programming languages, QC architec-
tures, and access methods. These tools should be seamlessly integrated into conventional
programming workflows using Python, linking them to research code, cloud-based quantum
computers, supercomputers, and custom QC hardware.

Assessment: To achieve the above-listed opportunities, hardware-software Al co-design approach
is required to design robust gates that are resistant to cross-chip deviations. Autonomous learn-
ing prevents expensive new fabrication process especially when the physics model of the device
is not clear. Modern reinforcement learning techniques can extract the device information using
Al agents with high sample efficiency and with a linear scaling of the circuit depth®. AI agent
interacts directly with a real quantum system and learns system response to the applied actions.
It is desirable to apply control techniques in quantum-computational environments with real-time
decision-making capability, necessitating purpose-built control hardware that can function in low-
temperature environments. By approximating existing quantum control algorithms using ML, one
can achieve comparable functionality using significantly less computation’. The resulting model
could then be implemented as a hardware accelerator (ASIC/FPGA) at reasonable costs. Deep
learning capability helps optimize device performance and capability in real-time. The scale of the
data and model size will need to be significantly reduced to enable evaluations on the existing quan-
tum circuit simulators and custom hardware (ASIC/FPGA) for quantum computers. As a part of
the project, we will explore how large datasets can be reduced using ML dimensionality reduction
techniques (feature selection, autoencoder etc.) to fit data on hardware. While some success is
demonstrated on image data, representation learning for time series is a largely unexplored subject,
which is of critical relevance to quantum control data consisting of rapidly changing signals. Time
series representation learning techniques such as Contrastive Predictive Coding® can be adapted to
use quantum resources, using methods such as computing representation similarities by evaluating
the inner products of quantum states. In this framework, encoders are trained such that samples
with the same context are similar, and those with different contexts should have low similarity.

Timeliness or maturity: The proposed HPC-driven ML simulations will guide hardware teams
develop scalable quantum computer architectures. Supercomputers have always been crucial to
drive developments in physics’. We expect a mutual benefit. Moving beyond the traditional super-
computer architecture utilizing only classical processors, quantum-centric supercomputers utilizing
both quantum and classical processors will transform the way we solve scientific problems.
References: [1| H. Ball et al. Quantum Science and Technology 6.4, 2021. |2] D. Lykov et al. 2022 IEEFE
International Conference on Quantum Computing and Engineering (QCE). IEEE. 2022. [3] D. Lykov et al.
2021 IEEE/ACM Second International Workshop on Quantum Computing Software (QCS). IEEE. 2021. [4]
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Conference for High Performance Computing, Networking, Storage and Analysis. 2019. [6] V. Sivak et al.
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Topic: codesign and integration

Challenge: Many of the operations that are “easy” on noisy intermediate-scale quantum (NISQ)
computers are likely to be “hard” on fault-tolerant quantum computers (FTQCs), and vice versa.
For example, arbitrary single-qubit rotations are easy to implement on NISQ hardware but require
relatively expensive rotation synthesis [6] and magic state distillation [2] on FTQCs. CNOTs are a
limiting factor in the NISQ era but relatively straightforward to implement fault-tolerantly on an
FTQC [3,4]. As a consequence, codesign strategies for efficient NISQ algorithms will lead them to
be especially poorly suited to early FTQCs, in which access to high fidelity resource states will be
a limiting factor. Short circuits with many concurrent single-qubit rotations - ideal circuits in the
NISQ era - will become particularly resource intensive due to the need to dedicate a sizable fraction
of a machine to preparing and injecting resource states. For example, a simple “2-qubit” problem
like solving the ground state of molecular hydrogen using the variational quantum eigensolver
(VQE) would require 15 logical qubits in a surface code architecture using lattice surgery and
a single T factory in a somewhat naive implementation [4]. This overhead is compounded as
more arbitrary rotations, and thus either more factories or more idling, are needed. Simply put,
many of the NISQ-era lessons that we’ve learned about algorithm design, compilation, and overall
performance optimization, are likely to lead us astray as early FTQCs become available.

Opportunity: Practical algorithm development will need to adapt to both new architectural
constraints and architectural constraints that are in direct opposition to the ones that we’ve been
optimizing for in the NISQ era. NISQ-era benchmarks will also need to be adapted or replaced, as
simple measures of computational volume will fail to reflect the real quality and capability of an early
FTQC. Programming models and compilers will also need to become increasingly conscientious of
the new set of trade-offs that these machines will bring with them.

Assessment: Success could involve identifying common codesign strategies that allow us to seam-
lessly transition from the NISQ era to the early FTQC era and beyond. For example, we should be
prepared to answer questions about what we would do with machines with hundreds or thousands
of qubits with error rates steadily working below thresholds for quantum error correction (QEC).
What are the likely limits of error mitigation and viable circuit volumes without resorting to QEC,
and what will we be able to do on FTQCs that are just on the other side of this boundary? The
successful design of credible applications for early FTQCs - even simple “Hello world” demonstra-
tions like logical VQE - will explicitly articulate a path forward for whenever we reach the end of
the NISQ era. It is also possible that the transition isn’t seamless, in which case clearly articulating
the challenges to come will be valuable in and of itself.

Timeliness or maturity: QEC research is outside of ASCR’s mandate, but it is timely to support
research that is at least aware of its consequences for all of the topics that are within ASCR’s scope.
Recent demonstrations [1, 5] indicate that it is likely that QEC and increasingly sophisticated
demonstrations of FTQC will become viable on the testbeds that ASCR, can access. If we don’t
anticipate this literal phase transition, then many of the tools and techniques that we have invested
in will be rapidly deprecated. To further emphasize timeliness, consider the implementation of



the “2-qubit” logical VQE problem mentioned above. A naive minimal implementation could be
implemented on 255 sufficiently performant physical qubits (i.e., distance-3 surface code). This
qubit count is conspicuously smaller than IBM’s largest machine, but the quality of those qubits is
almost certainly insufficient to implement it. Further, the first fully logical VQE demonstration is
likely to be more bespoke than this naive picture, but it will likely be on a machine with hundreds to
thousands of physical qubits. It does not seem unreasonable to imagine machines capable enough to
implement such an exemplar becoming available in the next 5 years and ASCR should be prepared
to adapt.
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Introduction. In recent years, there has been a rapid growth in interest in using variational quantum
algorithm (VQA) [1] models to augment classical machine learning. This surge in research has become one
of the main drivers in the field of quantum machine learning (QML), particularly focused on leveraging
near-term quantum hardware. Despite this, there have been limited theoretical insights into the power
and limitations of (variational) QML compared to its classical counterparts, and experimental evidence is
constrained by the inability to achieve scalability with limited-qubit pre-fault tolerant (PFT)! hardware.
In this context, we explore the opposite direction — how to accelerate quantum computing by leveraging
the rapidly growing capabilities of classical machine learning tools. Our central hypothesis is that there
may be ways to design quantum programs using ML techniques in an efficient manner, even if the quantum
processes realized by these programs are fundamentally hard to simulate using purely classical means.

Challenge. We broadly examine two distinct domains, and for each, we identify several high-level
challenges. (C1) Quantum Compilation: Quantum compilation is the high-level process that begins
with a quantum program (written using a quantum software toolkit) and converts it into appropriate
hardware instructions for a given quantum hardware. This process consists of an extensive and interde-
pendent pipeline with numerous components, including circuit synthesis and optimization, transpilation,
hardware-specific qubit mapping and routing, gate scheduling, and optimization of low-level laser pulse
controls, scheduling of of trapped-ion transport etc. Building a robust quantum program-to-circuit ex-
ecution pipeline requires careful optimization of each stage in the pipeline. For example, the circuit
generated after adding in the necessary gates to satisfy connectivity constraints of the quantum processor
will affect how we schedule the gate operations. The latter will affect the noise due to cross-talk between
adjacent two-qubit gates. Despite these interdependencies, it is computationally infeasible to perform a
global optimization of all stages simultaneously; a modular approach is usually prescribed. These ap-
proaches vary between runtime systems and specific hardware architectures. In summary, the quantum
compilation problem, as it currently stands, is optimized in an ad-hoc manner, and the challenge lies in
moving beyond this towards a system-independent universal framework.

(C2) Robust Quantum Simulation: Efficient Simulation of quantum system on PFT quantum
computers is a challenging task. We highlight two important problems in this area. A. Generation of
wavefunction ansatz for VQAs. In the VQA framework, a circuit is generated from some wavefunction
ansatz for the target wavefunction (e.g., for the ground state energy estimation problem). Despite recent
breakthroughs (e.g., ADAPT-VQE), constructing parsimonious ansatz circuits without increasing number
of measurements remains a challenge. B. Simulating a given Hamiltonian. Although several asymptot-
ically optimal algorithms have been developed in recent years (quantum signal processing, qubitization
etc.), their additional resource requirements, such as ancilla qubits, make them impractical for PFT hard-
ware and product formula-based approaches (particularly those leveraging randomization - e.g. QDRIFT
or its recent higher order generalizations) still achieve better empirical performance. Despite this, the
circuits needed to simulate all but the most simplest of electronic hamiltonians exceeds the quantum
volume of PFT hardware by several orders of magnitude [2].

!This term is employed in place of NISQ, as it encompasses a wider range of technologies, including both near-term and
future developments, that lack scalable error correction.



Opportunity. (C1) Using machine learning techniques to produce robust quantum circuits is an un-
derexplored area of research. On the other hand ML based code generation tools for classical computers
have become increasingly widespread in the past few years. Even though it is possible to use transformer-
type NNs to produce simple high level quantum programs using standard programming languages, it is
a much harder task implement produce non-trivial circuits optimized for a target hardware. However,
graphical structure of quantum circuits makes them suitable objects for Graph Neural Network based
ML architectures which has already seen usage in conventional circuit design. It is also possible given
a specific quantum hardware to collect enough data to devise hardware specific compilation strategies
automatically using ML tools.

(C2) In classical physics, specialized neural network models, such as Hamiltonian neural networks
and Lagrangian neural networks, have been shown to approximate the underlying physical laws of simple
systems effectively. Neural network models have also been developed to approximate quantum states
(e.g., neural network quantum states) and recognize certain quantum contextuality (e.g., CHSH-type). It
is crucial to investigate the extent to which we can model quantum system Hamiltonians as well. Neural
networks might be employed to construct Hamiltonians with fewer terms than traditional transformation
methods. Furthermore, it could even be feasible to directly convert a fermionic Hamiltonian into a
quantum circuit over a given gate set, bypassing several steps in the Hamiltonian simulation pipeline.
Finally, in variational quantum algorithms (VQAs), the primary challenge lies in optimizing the ansatz
parameters 2. However, if the ansatz structure is not trainable for a specific problem, it could result in
suboptimal outcomes. It may be possible to guide the ansatz construction process using machine learning
(ML) — either through automatic generation (e.g., diffusion models on graphs) or sequential augmentation
(e.g., using reinforcement learning).

Assessment. (C1) A wide range of publicly available quantum software development kits and packages
exists today. The majority of these offer program-to-circuit pipelines, complete with hardware-specific
optimizations. Notably, some of these systems enable users to substitute existing pipeline blocks with cus-
tom methods. Automated pipelines developed using ML-based approaches can be benchmarked against
these existing toolkits, for either partial or complete stages of the compilation process. Robustness to
hardware noise can be evaluated through simulation or by running on actual hardware. Metrics such as
gate count, circuit depth, and output state fidelity can be utilized to compare various schemes. (C2)
Automatically constructed VQA ansatzes can be assessed based on their trainability, which includes the
ability to avoid barren plateaus and maintain robustness against hardware noise, among other factors.
Similarly, the accuracy of automatically compiled circuits for a given Hamiltonian can be evaluated by
examining the precision of the estimated parameters (e.g., ground state energy).

Timeliness. (1) Recent advancements in machine learning tools, particularly generative models, have
demonstrated great potential in generating and simulating biological, chemical, and physical structures
and processes. We believe that these models can be extended to the quantum setting, potentially enhanc-
ing the capabilities of PFT quantum computers. (2) With the advent of cloud-based quantum computers,
the adoption of quantum computing has significantly accelerated. Consequently, generating training data
for the proposed tasks may prove to be easier than what was possible just a few years ago, supporting
further progress in this domain.
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Topic: Integration

Quantum computers are anticipated to vastly improve computational efficiency for certain
problems. We envision a future where quantum processing units are part of the ecosystem of a
traditional high performance computing (HPC) environment and accessed as a resource during
computation. HPC environments feature parallel computing with computing resources linked
via high-speed, low-latency connections [1]. The integration models could include quantum
subroutines such as order finding [2] and iterations of variational algorithms [3] or queries of a
pre-prepared quantum state that simulates a subsystem that may be difficult to calculate.
DOE’s ASCR should anticipate the integration of quantum coprocessors with HPC and develop
HPC integration testbeds or add HPC integration into existing testbed. These testbeds should
include quantum hardware, classical coprocessors, and small HPC environments such as few-
node clusters to build tools that enable practically-motivated exploration of the new tools
needed for scheduling, compilation and execution [4]. They will illuminate where current
models for integration fail and generate refined ideas for system topology that anticipate and
accelerate the integration of future quantum hardware, including long coherence time
hardware with partial measurements where HPC results may be integrated into ongoing
guantum calculations.

While DOE has long been interested in how to work efficiently in a heterogeneous computing
environment that incorporates novel computing technologies [5], the reduction to practice with
quantum computers so far has been primarily in the private sector or with typically high-latency
cloud-integrated technologies. Working with physical hardware also enables full transparency
into the characterization and control problem that plagues quantum devices, which often
require fine tuning for every qubit and pair of qubits in parameters such as frequencies,
coupling strengths, or bias voltages to get decent performance of the quantum logical
operations.

This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore
National Laboratory under Contract DE-AC52-07NA27344. LLNL-CONF-848505
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Challenge: Fault-tolerant application-scale quantum computing appears to be many years away. In the
meantime, variational quantum computing (VQC)—in which the parameters of a tunable quantum circuit
are optimized at run time to achieve the desired result—has emerged as the most practical approach to
guantum computing in the current and foreseeable era of noisy, intermediate-scale quantum (NISQ)
devices. While VQC algorithms have been demonstrated to solve very small problems in a wide variety
of domains including chemistry, optimization, and machine learning, the prospects for VQC to provide
utility at scale are uncertain. Recent theoretical works indicate that the circuit ansatze employed in many
existing VQC algorithms will become untrainable [1,2] and produce inferior solutions [3-5] at
application scale. It is possible that carefully designed problem-specific VQC methods may overcome
such limitations and provide computational utility at scale [6-8], but there is currently insufficient
understanding of the interplay between problem type, ansatz structure, objective function, and
optimization strategy to make such algorithmic advances.

Opportunity: The quantum computing community has an opportunity to develop new variational
qguantum algorithms that provide utility deep into the NISQ era and beyond—or to prove conclusively
that such a dream can never be realized. To obtain either outcome will require continued fundamental
research in the theory of parametric quantum circuits. Such research will either inform new approaches to
the design of NISQ-friendly algorithms that are by construction trainable, noise-robust, and effective at
scale, or show why such algorithms cannot exist.

Quantum Circuit Theory Research. Recent works have begun to develop the theory of parametric
guantum circuits in the context of VQC, introducing mathematical tools and perspectives to investigate
issues such as barren plateaus [1,2], spurious local optima [9], expressiveness [10], optimization
complexity [11], overparameterization [12], and symmetries [13]. Efforts of this kind must continue
and expand in order to yield rigorous results and new insights into the design and capabilities of
parametric quantum circuits. Some key questions to be addressed are the following: (i) What is the
relationship between circuit structure and the states or unitaries that can be implemented? (ii) How does
the choice of loss function impact the loss landscape, and hence trainability, of the circuit? (iii) Are there
practically relevant quantum classes (perhaps encoding classical models) that are difficult to learn or
compute using classical computers, that can be efficiently learned or computed using quantum circuits?
(iv) In kernel methods [14], what is relationship between the data-to-circuit mapping, observable, and
power of the kernel function? Are there powerful kernel functions that can be computed more efficiently
using quantum circuits? (v) Which phenomena and techniques from classical variational methods carry
over to quantum variational methods? (vi) How can unitarity and entanglement, which are not present in
classical variational models, be leveraged for advantage?

Algorithms Research. The first generation of variational quantum algorithms—including the variational
guantum eigensolver (VQE) and quantum approximate optimization algorithm (QAOA)—were
developed without the benefit of any well-developed theory of parametric quantum circuits. It is now
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known that these algorithms face strong barriers to scalability. However, there are indications that new
approaches informed by better theoretical understanding of parametric circuits may not face such barriers.
Promising directions include adaptively grown [8] or feedback-driven ansatze [15], the use of nonlinear
cost functions [6], incorporation of domain symmetries [13,16,17], and smart parameter

initialization [18]. Other possibilities for developments include incorporation of non-unitary operations to
reduce the impact of noise, methods to discover symmetries in data sets, and the use of novel scalable and
noise-resilient classical optimization methods.

Assessment: Research activities along the lines described above could have several kinds of successes.
The first kind of success would be a set of rigorous analytical bounds on the performance of
representative VQC methods as functions of problem scale and implementation error. Another kind of
success would be several new ansatz-based quantum algorithms with known performance and cost scaling
for well-defined tasks in several different domains.

Timeliness: Thanks to the recent advent of publicly accessible quantum processors with dozens of qubits,
the ability of quantum computers to solve a wide variety of problems at trivially small scales has by now
been well-established. A key question to be answered in the next 3-5 years is whether any utility can be
found in quantum computing prior to the hoped-for advent of huge fault-tolerant quantum processors
many years from now. A deeper theory of parametric quantum circuits that informs the development of a
new generation of scalable, noise-resilient variational quantum algorithms will go a long way toward
answering this key question and will shape quantum computing research for decades.

References

[1] J.R. McClean et al., Nat. Commun. 9, 4812 (2018).

[2] Z.Holmes et al., PRX Quantum 3, 010313 (2022).

[3] D. Stilck Franca and R. Garcia-Patron, Nat. Phys. 17, 1221 (2021).
[4] G. Gonzalez-Garcia, R. Trivedi, and J. I. Cirac, PRX Quantum 3, 040326 (2022).
[5] G. De Palmaet al., PRX Quantum 4, 010309 (2023).

[6] M. Kieferova, O. M. Carlos, and N. Wiebe, (2021).

[71 A. Pesahetal., Phys. Rev. X 11, 041011 (2021).

[8] H.R.Grimsley et al., Npj Quantum Inf. 9, 1 (2023).

[9] E.R. Anschuetz and B. T. Kiani, Nat. Commun. 13, 7760 (2022).
[10] Y. Duetal., Phys. Rev. Lett. 128, 080506 (2022).

[11] L. Bittel and M. Kliesch, Phys. Rev. Lett. 127, 120502 (2021).
[12] M. Larocca et al., ArXiv210911676 Quant-Ph Stat (2021).

[13] J.J. Meyer et al., PRX Quantum 4, 010328 (2023).

[14] M. Schuld, ArXiv210111020 Quant-Ph Stat (2021).

[15] A.B. Magann et al., Phys. Rev. Lett. 129, 250502 (2022).

[16] B.T. Gard et al., Npj Quantum Inf. 6, 10 (2020).

[17] F. Sauvage et al., arXiv:2207.14413 (2022).

[18] K. Mitarai et al., Phys. Rev. Res. 4, 033012 (2022).



Accurate hierarchical models of quantum computers are critical for assessing performance

Robin Blume-Kohout (rjblume@sandia.gov), Kevin Young (kyoung@sandia.gov), Megan Dahlhauser

Quantum Performance Laboratory, Sandia National Laboratories
Topic: models, error correction and mitigation, and codesign and integration

Challenge: The models and modeling of integrated quantum computing processors that are available
today are catastrophically inaccurate [1], and will fail to support and enable useful quantum computing.
Predictive modeling plays several essential roles in the ongoing quest for useful quantum computing,
which is expected to require (at a minimum) 100,000 — 1,000,000 physical qubits with gate error rates of
103 - 10" [2,3]. Many engineering advances will be required, since the current state-of-the-art is ~100
qubits with 1% error per 2-qubit gate. Predictive modeling of device behavior and errors is necessary to:

e Evaluate, choose, and refine architectures that support algorithms and error correction,

e Design good error correcting codes and decoders,

e I|dentify design bottlenecks and opportunities, to allocate R&D resources wisely,

e Evaluate, verify, and validate prototype devices using characterization/benchmarking data.

These tasks are essential to rapid and efficient R&D progress toward useful hardware. They require
predictive models of qubits, gates, and integrated quantum devices that can accurately predict how
observed fault mechanisms or subtle changes to quantum components will impact scaled up next-
generation processors. These models must predict the outcomes of quantum circuits, and they must do
so at the same accuracy that is required for practical fault tolerant quantum error correction (FTQEC) [4],

which is expected to be about 10 per gate [2,3].
Modeling vs Experiment on IBM Q Melbourne

But current state of the art models do not predict with ;
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manufacturer-provided error rates by running a wide

real-world  behavior of quantum computers, variety of quantum circuits on IBM Q Melbourne in 2019.
breakthroughs in faithfulness and scalability are \jost results (including both wide and deep circuits)
badly needed to enable useful quantum computing. deviated by >20 (indicated by blue band along diagonal)
We suggest that DOE/ASCR can help meet this urgent from model predictions. (Reproduced from Ref. [1].)

need by encouraging development of cross-disciplinary hierarchical models and modeling techniques for
guantum computing components (qubits, gates) and integrated quantum computing testbeds.
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behavior that must be captured accurately before it
can be propagated up the stack. Second, scalable
modeling of N qubits demand more efficient
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process matrices, which grow exponentially with N
[11]. Third, integrated quantum processors (including ’ Unmodlied Eror Per Circ Location
not just qubits but also control systems) display Figu.re 2: We ran 25,00.0 ggte set tomography circuits on 2
. . qubits of an IBM Q device in 2023, and compared data to
complex emergent behaviors that must be captured in (a) predictions by IBM’s own emulator and (b) a gate set
order to predict qubit behavior accurately. Each of model fit to this specific data. Neither model captures
these challenges requires focused multidisciplinary reality, and examination of both models’ per-gate
teaming and careful quantitative assessment (e.g. by Prediction error (c) shows 0.5%-1%/gate inaccuracy.
constantly monitoring and improving predictive accuracy). The unique opportunity for DOE/ASCR is to
encourage and support the creation of such teams, beyond the single-investigator level, providing the
long-term vision for accurate predictive modeling that will enable viable quantum computing.
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Assessment: What is needed here — and therefore the criterion for success — is simple: modeling is
sufficiently accurate and scalable if it enables designers of hardware, architecture, and algorithms to
confidently answer “What if we did X?” by simulation instead of experiment. Experiment will always be
necessary to evaluate transformative unmodelable ideas, but right now even quotidian hypotheses
(“What if errors were a little different?”) require experiment [12]. Simulation must replace experiment
for these questions, and this defines what we need from models. There is a simple proxy for this: models
of existing hardware must be able to predict circuit outcomes to within 10™ total variation per gate.

Timeliness or maturity: The urgency of this challenge is obvious: qubit hardware outpaced modeling
almost 10 years ago [13]. Quantum computing has already transitioned to an engineering-driven field,
and the engineering is critically handicapped by the total absence of accurate modeling. The cutting edge
of qubit performance must transition from 0.5-1% gate error rates to 10“-10 gate error rates. In this
transition, accurate and scalable modeling will become absolutely essential. If we cannot predict
integrated quantum devices, we do not understand them — and without deep, scalable understanding we
cannot design and engineer next-generation and future quantum computing devices.
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Topic: Quantum algorithms for fluid dynamics problems

Computational fluid dynamics (CFD) has driven the development of numerical methods and algorithms for classical
hardware for the last 70 years, starting with computations on the ENTAC machine orchestrated by Jon von Neumann [1].
Problems in fluid dynamics are characterized by the solution to the Navier—Stokes equations, which are a mixed system
of nonlinear partial differential equations (PDEs) with hyperbolic terms associated with fluid inertia and parabolic
ones associated with viscosity and mass conservation. Work on solving these problems using numerical methods is
ongoing for at least the past 100 years [2] For example, the finite difference, volume, and element techniques have
roots in solving Navier—Stokes-like equations. CFD computations make up a significant fraction of supercomputer
use in the United States, particularly on leadership-class systems maintained by the US Department of Energy, with
application to weather and climate forecasting, air, land, and sea vehicle design, air and hydraulic energy harvesting,
and more. These computations are expensive, though. For example, the cost of performing a scale-resolving simulation
of turbulence increases with Reynolds number (ratio of inertial to viscous effects) as O(Re?).

Challenge: Continuum Mechanics and PDEs

Quantum computers make exponential speedups possible in specific cases of carefully crafted algorithms (viz. Grover
and Shor). In the natural sciences, quantum computers are most closely associated with quantum-scale problems,
like quantum chemistry [3]. This perspective is shared. For example, in Richard Feynman’s 1981 lecture Simulating
Physics with Computers, he stated, “Nature isn’t classical, dammit, and if you want to make a simulation of nature,
you’d better make it quantum mechanical, and by golly it’s a wonderful problem, because it doesn’t look so easy.”
Quantum-scale CFD simulations are impractical for continuum-scale problems, partly due to algorithmic constraints
like the CFL condition. Thus, our hand appears forced to address continuum-scale CFD problems at their own scale,
solving the corresponding PDEs, the Navier—Stokes equations

ou

B 1 o . dp _
¥ +(u-Vg)u=—-Vyp+ §un with — 4+ Vaz - (pu) =0, (1)

ot
where u(x,t) and p(x,t) are velocity and density fields (dependent variables) and x and ¢ are space-time coordinates.
There are many ways to solve (1) and its variants, each with its own relative merits. Numerical schemes range from
microscopic methods based on particles, like dissipative or smoothed particle dynamics, to mesoscale methods that
use kinetic closures like the lattice Boltzmann method, to macroscopic methods like finite volume, difference, and
element schemes. However, analysis of each method’s efficiency, complexity, and robustness is understood in terms
of its implementation on classical hardware. If we hope to solve (1) efficiently on quantum hardware, then we must
appreciate the trade-offs associated with quantum algorithm surrogates of established techniques. It is further unclear
if quantum analogs of classical algorithms for nonlinear mixed PDEs are appropriate for quantum computers or if one
should construct new methods based on established or supposed quantum advantage.

Opportunity: Hybrid Algorithms for the Navier—Stokes equations

The landmark work of Harrow et al. [4] established the first quantum algorithm, HHL, for solving linear systems of
equations with exponential speedup. Such improvements can be marshaled to solve part of (1) via the method of
lines. Andrew Childs and coworkers have also developed quantum finite difference and spectral methods for differential
equations with provable complexity improvements [5]. However, these methods require deep many-gate circuits to
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achieve results comparable to what one can obtain on even a modern laptop. This proves prohibitive for current
hardware but paints a bright future for larger, fault-tolerant quantum devices.

In the near term, variational quantum algorithms appear better suited for current NISQ (noisy intermediate-scale
quantum) devices. For example, hybrid quantum-—classical procedures can evaluate the solution quality via a cost
function using a quantum computer and optimize variational parameters using a classical computer. Thus, variational
methods enable quantum algorithms with relatively shallow gate depths and qubit counts. Bravo-Prieto et al. [6]
introduced the variational quantum linear solver based on Hadamard tests, and Liu et al. [7] showed that a Poisson
problem could be solved via the Quantum Alternating Operator Ansatz (QAOA) algorithm. However, work is still
needed to clarify these techniques’ improvements. For example, variation algorithms require an (at present) unclear
ansatz and do not guarantee convergence or asymptotic speedups.

The continued tension between long- and short-term quantum algorithm threads has contributed to the welcomed
improvement of each. However, for the foreseeable future, hybrid quantum—classical methods of some kind will be
required to solve the large 3D problems that CFD entails.

Assessment: Speedups, Scaling, and Networking

The linchpin to solving CFD problems of practical interest is processing the large numbers of spatial grid points (or
particles) and the commensurate large number of time steps for integration. For this, quantum computers have already
established efficiency via near-term algorithms for linear problems, like the pressure Poisson equation associated with
enforcing incompressibility constraints. What remains to be seen is the robustness and complexity of these methods
for the required grid resolution of physically meaningful problems. Efforts in this area should focus on evaluating the
ability of quantum hardware to realize accurate solutions to large Poisson-like equations and appropriate discretizations
of them, including high-order accurate differencing and spectral schemes. To begin augmenting classical algorithms,
quantum hardware should be able to solve such equations for at least millions of degrees of freedom. Problems of this
size correspond to a reasonable number of qubits (less than 100), though the quantum processing time should be on
the sub-second scale at near single precision accuracy (about 107%).

Quantum computers must network to classical ones for hybrid algorithms to be of practical utility. Considering the
problem sizes involved, this means transferring state data at least at current data center-class bandwidth, around
100 GB/s. Quantum algorithms must process this data into qubit states at similar rates.

Timeliness: The Pressure of Moore’s Law

As Moore’s law struggles to keep pace, we are pushed into an ever less stable corner for the large-scale PDE problems
associated with CFD. This trajectory has prompted efforts from NASA, like the CFD Vision 2030 report [8], to
establish methods on “revolutionary platforms” to continue simulating and designing high-speed air and spacecraft.
In 2014, at the time of the vision report, it was unclear what algorithms we could use or what platforms we should
embrace. Today, we marshal knowledge of quantum algorithms that achieve de facto complexity improvements on
even simplified CFD problems. Much work remains, but the groundwork has been set.
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I. ToriC

Quantum network models and Architectures

II. CHALLENGE

The Quantum Internet [1]-[5] has the potential of enabling
applications with no counterpart in the classical Internet [6].
Indeed, the Quantum Internet, by generating and distributing
entangled quantum states, comes with a whole new dazzling
functionalities [5], [7], [8].

From a design point of view, entanglement enables a new
and wider form of connectivity, with respect to classical
networks [1]. Specifically, as long as an entangled state —
say an EPR pair for the sake of simplicity — is shared
between two nodes, a qubit can be “transmitted” regardless
of the instantaneous conditions of the underlying physical
quantum channel, via quantum teleportation. Remarkably, the
qubit transmission is still possible even if the nodes are not
anymore interconnected by a quantum link. In this sense,
entanglement enables a new form of connectivity, referred to as
entanglement-based connectivity. Furthermore, entanglement
can be swapped and, hence, it is possible to dynamically —
namely, at run time — change the identities of the entangled
nodes.

As represented in Figure 1, when it comes to multipartite
entanglement, the dynamic nature of the entanglement-based
connectivity becomes even more evident. As instance, by
distributing an n-qubit GHZ state among n network nodes,
an EPR pair can be distributively extracted by any pair of
nodes, with the identities of the entangled nodes chosen at
run-time.

The entanglement-based connectivity has a profound effect
on the entire Quantum Internet protocol stack, that should
be grasped by an effective design. As instance, it redefines
the same concept of neighborhood with no counterpart in
the classical networks. Furthermore, it must be noted that
entanglement constitutes an highly heterogeneous resource:
there exist different classes of multipartite entangled states,
which exhibit different properties and enable different network
applications. And, such an heterogeneity has not been explored
so far.

In this context, it is clear that an additional crucial challenge
for quantum network design is constituted by the entangle-
ment distribution process. Indeed, in order to exploit the
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entanglement-based connectivity the network nodes should be
provided with the entanglement resources.

Besides, the strategy adopted for the distribution of the
entanglement impacts on the connectivity. Specifically, there
exist two different strategies for the entanglement distribution
from a network engineering prospective: proactive or reactive.
Proactive strategies aim at early distribution of entanglement
resources — ideally, with a new generation process starting
as soon as the entanglement resource is depleted — whereas
reactive strategies aim at on-the-fly distribution of entangle-
ment, with a new generation process starting on demand, when
needed.

The choice between the two different strategies has a
large impact on the network design, radically influencing
the quantum network functinalities, somehow similarly to the
choice between connection-oriented or connectionless services
for classical networks.

Indeed, EPR pairs enable half-duplex unicast channels
between pairs of nodes, regardless of their relative posi-
tions within the network topology. From this perspective,
entanglement seems more reminiscent of connection-oriented
circuit-switching rather than connection-less packet switch-
ing. Moreover, entanglement requires tight synchronization
and signaling, unlikely satisfied by the best-effort nature of
packet-switched networks. From the above, whether we should
follow a completely packet-switching philosophy — with an
infrastructure with no global central management and based
on best effort strategy — or should we follow a more-oriented
circuit switching philosophy — with an infrastructure similar to
the telephone network that is based on central nodes in charge
of network optimization and management — is a fundamental
philosophical decision with system-wide cascade effects [1].

III. OPPORTUNITY

To face with the described challenges, a key role is played
by standardization efforts of the different network function-
alities, by abstracting from the particulars of the underlying
technologies.

In this scenario, the capability of “moving” qubits out
of the quantum nodes through the network for distributing
entanglement [4] is mandatory. Specifically, as shown in Fig. 2,
a (standard) transducer is needed to convert a matter qubit
— that is, a qubit for information processing/storing within
a computing device — in a flying qubit — which creates
entanglement among remote nodes of the network — with a
global consensus towards the use of photons as entanglement
carriers [5]. Nowadays, there exist multiple technologies for
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(a) Pictorial representation of the entanglement-based connec-

tivity at a certain time instant.

(b) Example of the network dynamics induced by EPR distilla-
tion at node V4, entanglement swapping at nodes N7, No, Nio,
Nji2, and entanglement merging at node Ns.

Fig. 1: Representation [1] of the dynamic changes in the netwrok connectivity enabled by the entanglement. By comparing
Figure 1a and Figure 1b, it is evident that the number, the characteristics and the node identities of the virtual links are notably
different, as a consequence of some LOCC operations, such as entanglement swapping, merging and distillation.
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Fig. 2: Matter-Flying Interface for entanglement distribution within the quantum nodes of the network.

realizing a matter qubit, ranging from superconducting to
ion-traps. And each technology is characterized by different
pros and cons. As a consequence, a matter-flying interface
would also face with this technology diversity. Besides, from
a communication engineering perspective, the interface should
be compatible also with the peculiarities of the physical
channels the flying qubits propagate through. In fact, there
exist different physical channels for transmitting flying qubits,
ranging from free-space optical channels (either ground or
satellite free-space) to optical fibers. Finally, the matter-flying
interface should enable a technology independent abstraction
in order to decouple underneath quantum hardware from upper
software layers and to accelerate the development of industrial
quantum ecosystems [1].

IV. ASSESSMENT

An efficient standardized transducer would constitute suc-
cess towards the deployment of an entanglement-based net-
work. Indeed, currently, there are several international projects
and standardization efforts (e.g., in ITU, IETF, IEEE, GSMA,
ETSI) which aim at defining architectures, interfaces and
protocols for quantum networks. These diverse efforts should

work in synergy to achieve the common and highly ambitious
goal of an operating Quantum Internet.
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The Quantum Internet: Quest for a Paradigm Shift
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I. TorIC

Models: hybrid quantum and classical network design

II. CHALLENGE

The design of the Quantum Internet [1]-[8] quests for a
paradigm shift to properly harness the peculiarities of quantum
entanglement and quantum information.

And indeed this paradigm shift cannot be limited to simply
replace a few classical layers with some equivalent quantum
layers, due to the intrinsic dissimilarities between classical and
quantum information, as summarized by Table 1 in [1].

To elaborate further on and as detailed in [1], differently
from classical information, quantum information irreversibly
degrades over time as a consequence of the decoherence
process. Hence, quantum information is characterized by hard
temporal constraints, which may not fit with the latency
characterizing the current Internet. Furthermore, while clas-
sical information can be freely read, quantum information
is irreversibly altered by any measurement, according to the
quantum measurement postulate. Moreover, whenever a quan-
tum state is unknown it cannot be duplicated due to the no-
cloning theorem. Conversely, when it comes to generate and
distribute entangled states among network nodes, there is no
restriction in repeatedly preparing a specific known entangled
state, even though tighter interactions among the entangled
nodes are mandatory. In fact, the nodes need to agree in
advance on the specific entangled state to be first generated
and then distributed.

Besides, bits and qubits can be considered singleton,
namely, they both are self-contained entities, which have a
meaning per-se. Conversely, entanglement is a correlation
between multiple qubits. Indeed, not only a single entangled
qubit is useless, but more implications emerge. First, there
must be a tight cooperation between the network nodes —
nodes that must be aware of each other identities — storing
the entangled qubits for being able to exploit the quantum
correlation provided by entanglement. Furthermore, any pro-
cessing of a single entangled qubit has an instantaneous
effect on the global entangled state, with possible changes
affecting the remaining entangled qubits as well, regardless
of the distances among the entangled nodes. Accordingly,
entanglement exhibits a non-local scope. Conversely, both
classical and quantum information — when flowing through
the network for reaching the destination — exhibit local scope:
any node can independently operate on it (as instance, to
implement some error correction mechanisms) and the changes
remain local.
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| Bit | Qubit | E
Temporal no: can be stored yes: irreversibly degrades over time as a consequence of
Constraints indefinitely the decoherence process
Duplication no: entangled states
P no yes: due to the no-cloning exploited in the network
. theorem are in a known state, so they
Constraints
can be prepared repeatedly
no: a single entangled qubit is
" . - useless in the network without
Singleton yes: self-contained entities

the awareness of the remaining
entangled qubits

non-local: any processing of a
single entangled qubit

has an instantaneous effect on

the remaining entangled qubits

local: any processing affects only the

Scope information available locally at the node

stateful:
the node storing
the qubit needs to
retain at least
temporal information

nearly stateless:
the node storing
State the bit does not
need to retain any
additional information

profoundly stateful: the
node storing the entangled
qubit needs to retain
temporal information and the
identities of the entangled nodes

local and pre-determined:
the encoded information is valuable
only for the destination and not
for the intermediate nodes

global and dynamic:
the entangled state represents
a valuable resource for any
set of nodes sharing it

Value

yes, with
a strict ordering:
source,
intermediate nodes,
destination

flexible the order: flexible:
among the icati the pping ion can
channels traversed happen simultaneously or
by a quantum information without any
carrier, can be indefinite particular order

Order of
Operations &

Flow Direction

no: yes:

Classes . . . . : .
there exist no classes of bits or qubits with a complex classification

Fig. 1. Summary of the main differences arising with quantum bits and
quantum entanglement with respect to classical bits [1].

We underline that, when it comes to the design of the
network functionalities, the difference between local and non-
local scope is pivotal. With local scope, there is at any time
a single network entity to whom the responsibility for the
successful delivery of the information is delegated. Differently,
non-local scope requires a tight coordination between multiple
remotely-located peer entities. These peer entities may even
compete among each others, as instance when multiple nodes
simultaneously wish to use the same entanglement resource.

Another key dissimilarity is stateful vs stateless. Indeed,
in the classical Internet, bits are usually transmitted in batch
under the form of packets. Although some network functional-
ities acting on packets — with routing being a notable example
— might require some sort of state information, bit per-se is
stateless, i.e., the node storing the bit does not need to retain
any additional information or detail for being able to operate
on it. Conversely, the temporal constraints on qubits require
some form of state information to be generated and distributed
among the network entities. As instance, some temporal infor-
mation regarding the quantum state residual coherence time
must be available at the node for properly operating on it.
Furthermore, the non-local scope characterizing entanglement
requires additional state information — including at the very
least the identities of the entangled nodes — to be properly
shared through the network. Hence, while bits are nearly
stateless, qubits and entangled qubits are definitely stateful.

Furthermore, it must be noted that entanglement constitutes
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Fig. 2. Pictorial representation of the interplay between classical Internet and
Quantum Internet [8].

an highly heterogeneous resource: there exist different classes
of multipartite entangled states, which exhibit different prop-
erties and enable different network functionalities. And, such
an heterogeneity has not been completely explored so far.

In conclusion, unconventional phenomena characterizing
quantum mechanics completely twist the fundamental assump-
tions of several classical internet layers. And the intrinsic
dissimilarities between qubits, entanglement and classical in-
formation affect the whole protocol stack, by even preventing
the possibility of a one-to-one mapping between the classical
network functionalities at a certain layer and the quantum ones
within the designed protocol stack.

III. OPPORTUNITY

The Quantum Internet is unlikely to be functionally au-
tonomous and independent of the classical Internet. Moreover,
several functionalities — such as neighbor discovery, path
discovery and forwarding — are spread among several layers as
a consequence of the unique features of quantum entanglement
described above. As a consequence, quantum communication
protocols entail a dense cross-layer interdependence, which
goes beyond the exchange of services between adjacent layers.
Hence, the modeling given by a protocol stack — if possible —
should be enriched by a system capable of implementing this
wider cross-layer interaction.

Furthermore, the simplification given by the separation
of concern on which the classical Internet is built on, and
which groups functionalities into layers with adjacent-only
layer interactions, seems unfeasible when it comes to quantum
networks.

A possible solution would be to implement cross-layer inter-
actions through classical signaling routed within the classical
Internet, which would act as a unified interface to each layer of
the quantum protocol stack. Clearly, with this solution further
issues arise: should we exploit and adapt existing classical
functionalities to implement quantum cross-layering, or do we
need to design these functionalities from scratch [1], [8]?

Another solution — complimentary to the first one and
mandatory whether cross-layer interactions should require
exchange of quantum information — is to explicitly embed,
within the same Quantum Internet protocol stack, cross-layer
interactions among the quantum layers though the design of a
classical-quantum interface, as represented in Figure 2.
Remarkably, the role of the aforementioned classical-quantum

interface is not limited to enable cross-layer interactions within
the Quantum Internet protocol stack. Specifically, not only the
classical Internet offers services to the Quantum Internet, such
as classical signaling. But, the Quantum Internet exhibits the
potential of supporting and even enhancing classical internet
functionalities as represented in Figure 2 from [8]. Concrete
examples of this are analyzed in [8].

In this context, it is evident that a classical-quantum inter-
face is needed to allow the a bidirectional interplay between
the classical Internet and the Quantum Internet. As a matter of
fact, the interplay between classical Internet and Quantum In-
ternet cannot be limited to a single classical-quantum interface
between a classical layer offering (or requiring) some specific
service to a quantum counterpart layer. But it rather requires
several interactions — likely differing in which part (quantum
or classical) behaves as communication service provider —
potentially involving different layers of the classical Internet
protocol stack. As a consequence this interface should be a
unified interface.

IV. ASSESSMENT

The Quantum Internet design is an ambitious long-term
goal, with the lack of univocal metrics allowing a fair and
quantitative comparison among different proposals. Certainly,
the Quantum Internet design requires competences that span
from the field of quantum physics, through computer science
to communication and networking engineering. We firmly be-
lieve it will only emerge from the synergistic collaboration of
researchers and companies with a multi-disciplinary approach.
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Introduction and Background. The ongoing global effort to develop scalable quantum com-
puting hardware platforms aims to overcome some of the grand computational challenges of the 21st
century as the rate of improvement in classical compute infrastructure is expected to slow down [1].
Specifically, applications that study phenomena that are quantum mechanical in nature, e.g. materials
science, chemistry, and low-energy nuclear physics, are expected to benefit from quantum computing
hardware. As such, it is crucial for the mission of the Advanced Scientific Computing Research (ASCR)
program of the US Departmenet of Energy (DOE) Office of Science to (i) better understand the perfor-
mance of quantum hardware platforms through application-inspired benchmarks and curated libraries
of instances, and (ii) explore new DOE science applications that may be accelerated by quantum
computers.

Challenge. Future quantum systems will likely serve as accelerators in HPC data centers [2, 3],
running hybrid quantum-classical applications on a tightly-coupled, distributed, hybrid quantum-
classical (DHQC) system. Hybrid quantum-classical computational kernels have been proposed [4],
such as variational algorithms and subspace methods [5]. However, at present, very few end-to-
end science applications exist that truly benefit from a DHQC platform, primarily because of the
limited capabilities of quantum hardware today. At the same time, application-level benchmarks
have been proposed [6], but they remain limited as they only test the core computational quantum
kernel through a quantum circuit execution, instead of the full end-to-end application. As quantum
computing hardware improves, a primary challenge will be to develop application-level benchmarks
that probe the aggregate performance of hybrid quantum-classical infrastructure, a critical step in
assessing realistic quantum advantages. A secondary challenge includes a systematic exploration of
the problem space relevant to the Office of Science to identify new kinds of science applications that
are currently intractable to classical HPC but can be enabled by future quantum capabilities. Notably,
this includes revisiting existing algorithms that can be accelerated on DHQC computers [5, 7].

Opportunity. We describe how the two challenges above may be addressed over the next years:
(i) End-to-End Application Performance Benchmarking—The following milestones will have to be met
in order to develop a end-to-end applications and benchmark their performance on a DHQC system.
Firstly, a quantum computing platform will have to be co-located and integrated with Office of Science
computing facilities. Secondly, it is of the highest importance that domain scientists, QIS experts, and
HPC engineers work closely together to identify the most promising existing application(s) that can
be ported this platform. We believe that each of these three groups are critical for success: domain
scientists can identify the important science problems and state-of-the-art classical codes, QIS experts
possess a deep knowledge of the strengths and limitations of quantum capabilities, and HPC engineers
hold extensive technical expertise in HPC architecture and performance metrics and benchmarking [8].
It is only by such a deep collaborative effort that we can expect an end-to-end application to be realized
on an early DHQC system at an Office of Science compute facility.

(ii) Exploration of new science applications—A prominent example of science applications that are
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accelerated by quantum computers is quantum dynamics. Where classically simulating quantum dy-
namics requires exponentially increasing memory and time with problem size, quantum computers are
likely perform these simulations with moderate resources for many relevant problems. We identify an
opportunity to assess which existing applications may be reformulated in terms of a quantum dynam-
ics and which novel applications can be explored through quantum dynamics. Two examples of the
former include the study of entanglement and dynamical phase transitions during collective neutrino
flavor oscillations in supernovae and neutron star binary mergers [9, 10, 11] and the computation
of eigenenergies of chemical systems using a subspace of real-time expansion states [5]. Other such
applications likely exist and can be discovered through systematic exploration.

Assessment. A demonstration of end-to-end science applications executed on a DHQC system
located in an Office of Science compute facility is an important measure of success for the first challenge.
Additional metrics include a quantitative comparison of the DHQC applications with classical HPC in
terms of scaling performance, time-to-solution, and energy usage. This would constitute an important
milestone to assess the utlity of quantum hardware. Furthermore, this effort has the potential to
inform further investment decisions about the development and procurement of quantum hardware.
The discovery of new science applications may be informed by the end-to-end performance benchmark
developed in the first challenge. This challenge will be considered successful if new science applications,
e.g., enabled through simulations of quantum dynamics, are included in the Office of Science portfolio.

Timeliness or maturity. Quantum hardware platforms are rapidly approaching a level of matu-
rity that will allow them to shift from the lab space to a data center environment. At the same time,
the classical HPC space is exploring beyond-Moore technology options. It is crucial to address the
two challenges we identified in this position paper in the next few years in order to assess the viability
of quantum technologies as a scalable computational resource.
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The problem of correctly implementing quantum resistant cryptographic network protocols
is critically important to drive the adoption of quantum computers to the masses. It is urgent be-
cause practical quantum computers are on the horizon: 1,000-QUBIT quantum computer [1] will
soon be offered by major industry players such as IBM in 2023, while some nations also claimed
to break RSA encryption already [3]. The main challenges of implementing post quantum cryp-
tography are: 1) complexity of implementing and verifying new cryptographic protocols, 2)
wide-spectrum of client’s cryptographic protocols such as IoT devices, and 3) significant per-
formance overhead when deploying on Internet-scale networked computers. Nevertheless, how
existing cyberinfrastructure will support post-quantum cryptography is largely unknown.

This paper proposes a testbed of novel networked telescopes that will be deployed at the
nation’s backbone (Figure 1). The networked telescopes, deployed at different vantage points,
will continuously measure PQC adoption, characterize the performance overhead, and provide
a real-time feedback loop to NIST in order to improve and fix potential security bugs of PQC
algorithms in development. By bringing a diverse team of a cybersecurity expert, a mathemati-
can, and an information theorist, we will initiate intellectual discussions at the workshop. This
distributed network of telescope is our opportunity to stay ahead of attackers.
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Figure 1: Networked telescope testbed to characterize deployment progress and performance
overhead of post quantum cryptography algorithms.



Methods. The networked telecope testbed in Figure 1 will advances our understanding
of quantum-resistant cryptographic algorithms are being deployed in the wild, e.g., TLS Post-
Quantum Confidentiality key exchange algorithm in TLS (CECPQ2). Our approach is to build
an array of a globally distributed network telescopes, each telescope is placed at a network border
router to tap into incoming/outgoing network traffic. For example, the National Center for Su-
percomputing Applications (NCSA) at the University of Illinois has already been collecting net-
work connection metadata, e.g., the packet headers, hand-shake algorithms, and cryptographic
suite in encrypted protocols such as TLS, SSH, and encrypted DNS. The networked telescope
will continuously measure, scan and remedy weaknesses in real world quantum implementations,
as well as exchange of threat intelligence. We plan to deploy our master telescope at NCSA, a
choke point of scientific traffic that would provide 360-degree, 24/7, orthogonal view of scien-
tific network traffic. We will capture the network traffic through 400Gbps network border link.
Using NIST’s recommended algorithms in quantum cryptography such as CRYSTALS-Kyber
for encryption, FALCON and SPINCS+ for digital signature, and KEMTALS for key exchange,
we will test the usage of these algorithms in modern network protocols such as HTTPS (TLS
1.3), SSH, DNSSEC, and QUIC. This master telescope, when being connected with others in
the future, will provide real-time Internet-wide scans that characterize the upcoming deploy-
ment of NIST’s recommended encryption and digital signature algorithms for Post Quantum
Cryptography.

Broader impact of our approach. The opportunity is to identify critical weaknesses
or vulnerable implementations of quantum resistant cryptographic protocol in real time before
the attackers can exploit them. Whether to fully adopt it is a controversial topic because of
the added computational complexity, performance overhead, and unknown security issues. The
success metric is the percentage of devices including IoT devices that correctly implement and
support quantum resistant cryptography 100% of the time. Our solution is to build a globally
distributed network telescope to continuously measure , scan and remedy weaknesses in real
world quantum implementations.

Putting our approach in perspective. Recently, researchers have identified two Post-
Quantum Algorithms that have the nest performance are Dilithium and Falcon, while Falcon
seems to be more suitable for the web. Omne of the existing prooblem about Post-Quantum
crytography when integrating with the network server is the signing, when slightly slower signing
can have significant impact on the whole server. The concentration is now moved to signature
and key size, as the optimization and hardware accleration improve signing performance. Some
developments have been made by combining some Post-Quantum Cryptography algorithms to
improve the handshake speed and leveraging ICA suppression to avoid round-trips. The future
for Post-Quantum Crytography intergration to network server is to test the performance of PQ
authenticated VPNs and UDP-based tunnles like QUIC and DTLS. Some experiments should be
conducted to quantify the total impact of PQ algorithm under realistic conditions that include
lossy networks. In addition, investigation of hybrid certificates’ performance should be carried
out by studying the message recovery capabilities offered by schemes such as Falcon. [2]
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Topic: Quantum networking; Codesign and Integration

Challenge: Quantum networks enable long-distance quantum communication. The nodes of a
quantum network vary, and range from simple single qubit systems for secure communication or
powerful quantum computing processors for distributed quantum computation. In each case,
robust multi-qubit quantum memories are necessary for enabling scalable quantum networks
where they may function as quantum repeaters [1], for quantum error detection and quantum
error correction [2, 3], and as random-access quantum memory [4]. An integrated framework for
the co-design of quantum memories for quantum networks will enable a rapid advance of
quantum materials and quantum control essential in the transition from the current experimental
quantum networks to scalable quantum networks with robust functionality and application.

One key challenge is to preserve the static properties of a quantum memory within dynamic
quantum network protocols. For example, Si-V color center qubits have demonstrated quantum
network primitives such as entanglement distillation and entanglement swapping with error
detection [2]. A key challenge in this experiment was to preserve the static quantum memory
properties of Si-V color center while photonic qubits are coupled into and out of the material
systems for quantum communication. New sources of decoherence arise in the form of
stochastic ionization, spin crosstalk, and leakage, and in some cases, improved quantum
characterization and control could preserve robustness properties.

A second challenge is characterizing the necessary requirements of a quantum memory to enable
quantum network functionality and applications, and improving the selection criteria for
quantum memory to optimize the performance on specific quantum network protocols. The
above experiment, and similar ones [1, 3], show the promise of quantum memories for scalable
quantum repeaters within quantum networks. However, characterizing the transition from
experimental results to full functionality and applications will require rapid development in tools
for quantum network characterization, quantum network protocol requirements, and simulation
models incorporating quantum memory parameterization.

Opportunity: The integration and performance of quantum memories in quantum networks
through quantum material co-design and implementation of novel quantum control is a priority
research direction. In quantum materials, novel material synthesis and nanofabrication methods,
such as ion implantation and chemical vapor deposition, have led to record quantum memory
lifetimes in materials such as defects in SiC and color centers in diamond [5]. The theoretical
discovery of dynamically driven topological phases has opened new avenues for qubit modalities
as quantum memories, such as in trapped-ion devices [6], and for improved quantum control and
parametrization of quantum memories.



An opportunity exists for the co-design of material and theoretical developments in quantum
memories for robust functionality and application to scalable quantum networks. Methods for
verification and validation will need to be developed, such as metrics for link efficiency [3] to
characterize the relationship of material parameterization to quantum network performance.
Such an integrated framework would allow for focused material design and characterization of
various quantum network applications and drive rich collaborations between research groups in
quantum materials and quantum networks.

Assessment: Quantum network testbeds have recently been formed across the United States
including the Q-NEXT in Chicago, QUANT-NET in northern CA, and NSF Center for Quantum
Networking Boston Testbed. This enables the ability to rapidly test and prototype potential
solutions for quantum memories deployed in experimental quantum networks using various
quantum network protocols and interacting with multiple qubit modalities. Distinct quantum
memory platforms will arise to give optimal performance for each functionality such as quantum
repeaters, quantum error detection, and QRAM.

Timeliness and maturity: Breakthroughs in quantum memory properties and lifetimes have
been recently achieved in a variety of quantum materials [5, 6]. However, it is still unclear how
these quantum memories will perform within a dynamic quantum network protocol, and further,
what quantum network functionality and applications will be enabled. It is our position that the
co-design of quantum memories for quantum network will enable the next major breakthrough in
the functionality and applications of quantum networks with the fault tolerant quantum
communication on the horizon.
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Topics. (primary) models and (secondary) error correction and mitigation.

Challenge. Long distance quantum networking requires methods for detecting and correcting errors resulting from transmis-
sion loss and operational errors to enable high-performance. These errors can theoretically be corrected using quantum re-
peaters [1]—a technology proposed specifically to solve this problem. Quantum repeater proposals vary widely in how they
achieve this technological goal, but almost all use optical photons as the carriers of quantum information to achieve efficiency
and speed. Moreover, an all-optical quantum repeater [2] could avoid the need for stationary qubits (e.g., in a matter-based
quantum memory), which would improve speed and efficiency. All-optical quantum information processing generally has two
models of design: (1) create simple few-mode states and combine them with more difficult multi-mode operations; (2) cre-
ate more complex multi-mode states and manipulate them with simpler few-mode operations. In either case, the difficulty
arises from the inefficient non-linear multi-mode interactions that can only be achieved with the help of a physical interaction
medium, e.g., a nonlinear crystal. Engineering strong interactions between photons, whether to generate large entangled states
or to implement efficient multi-photon operations, has been a challenge in realizing all-optical quantum repeaters and quantum
computing.

Opportunity. Since non-linear multi-photon interactions are challenging, limiting their use is advantageous. Thus, the above
design model (2) is more likely to provide a lower implementation complexity and potentially lower cost by focusing the
increased resources on the state generation at centralized locations. Of the complex resource state proposals [2-5], the ones
using hybrid continuous/discrete variable (CV/DV) non-Gaussian states [4,5]—in particular, those based on Gottesman-Kitaev-
Preskill (GKP) qubits [6]—offer several attractive advantages over other repeater proposals.

Non-Gaussian states’ hybrid nature can leverage the advantages of each of the previously mentioned approaches while mini-
mizing their disadvantages—as pointed out in a previous ASCR workshop report [7]—to lead to new capabilities for all-optical
quantum repeaters and quantum computers. In particular, CV systems offer unconditional operation, high detection efficiency
through homodyne detection, and more practical interfacing with a number of quantum systems; however, they suffer from
sensitivity to losses and limited fidelities. On the other hand, DV systems can achieve high fidelity operation and enable entan-
glement distillation after losses; however, their operation is probabilistic. The ability to use homodyne detectors, in particular,
enables lower C-SWAP (cost, size, weight, and power) compared to most single-photon detection systems, high efficiency op-
eration at room temperature, and filtering that can enable high-performance coexistence with conventional networking [8, 9].
Additionally, the generation of GKP states requires resource ancilla with large squeezing that can be efficiently and determin-
istically generated with room-temperature spontaneous parametric downconversion [10].

GKP encoding, in particular, provides a natural way to deal with loss errors better than some other proposals specifically
designed to correct loss errors [11]; this is due in part to the multiple discrete phase-space features of the state that comprise
a sort of grid and make this a hybrid CV/DV state. These error-handling properties make GKP encoding a good candidate
for quantum repeaters as losses are a dominant noise source in optical networks. As an example, GKP states produced in
superconductors were recently used for error correction beyond the break-even point [12]. By leveraging homodyne detection
and squeezing, proposals using hybrid CV/DV non-Gaussian resource states are well-suited to develop quantum repeaters for
commercial deployment with lower complexity and cost than alternative proposals.

The optical generation of non-Gaussian resource states, e.g., GKP qubits, remains a challenge. Recent proposals to create
such resource states starting with smaller available optical resources, improving them, and combining them in several new
ways to create the desired resource state [5, 13—17] provide an opportunity to address this challenge. Undoubtedly, increased
experimentation in this area will help to refine designs for generating non-Gaussian resource states and bring the high-quality
generation of those states closer to reality.

Assessment. For quantum repeaters, the key metric of success is whether the transmission rate and transmitted-state quality
through the repeater network are better than directly transmitting the input state over the same distance without repeaters.
In practice, the resources required at each repeater node and the required node spacing are also important to consider. More
specific to developing hybrid CV/DV non-Gaussian resource states, key metrics include the negativity level of the state’s Wigner
function, the squeezing level of the states used to generate them and their separation in phase space, or the number of negative
dips in the Wigner function. These figures of merit provide: indications of the departure from a classical state, enable error
correction encodings, and potentially higher error tolerance. Tolerable thresholds for various metrics are usually specific to a



given repeater proposal. In general, the key metrics for a particular resource state depend on the quantum repeater protocol.
Timeliness or maturity. Multiple recent proposals to generate non-Gaussian resources are promising in their practicality. For ex-
ample, cat state generation, which produces a superposition of coherent states, via repeat-until-success photon subtraction [13]
can provide a practically deterministic non-Gaussian resource for further processing via simple, fully deterministic Gaussian op-
erations. New “breeding” protocols [14] then process these cat states further to produce error-correctable GKP states. Successful
demonstration of these protocols would provide the necessary ingredients for an error-corrected repeater. Recent technological
developments, especially in relation to squeezing sources [10] and distributed joint homodyne detection [9] bring us closer to
implementing non-Gaussian resource state generation to enable quantum repeaters. These initial experiments help identify the
remaining gaps and help inform how to bridge them.

Given that GKP states can serve as the basis for an error-corrected repeater, while also expressing a hybrid CV-DV qubit,
synthesis of these states would provide a valuable resource for distributed quantum computation. Because repeaters are used
to distribute quantum entanglement amongst nodes on a network, the repeaters can themselves serve as the resource state for
measurement-based quantum computing. If every node of the network contained a GKP state-based quantum repeater, then
every node can be treated as a collection of error-corrected qubits entangled with a subset of the rest of the network. If the
network is arranged in a simple cluster-state configuration, then the network with GKP-based repeaters becomes a distributed
one-way quantum computer. Distributed quantum computing across nodes on a quantum network is the quintessence of what it
means to build a “quantum internet,” which promises to make a distributed quantum science infrastructure exponentially more
powerful than a conventional network of its components.
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Topic: Applications, models, and algorithms for quantum-inspired electric grid optimization

Challenge: Optimization of electric grid network is a challenging task because of its high
nonlinearity, high dimensionality, and the involvement of multiple objectives covering various
aspects of electric grid. The complexity of electric grid network optimization increases
exponentially with the increasing penetration of renewables, increasing number of variables
and constraints, which results in longer computational time. Meanwhile, the more dynamic
system requires the quicker response to a disturbance or an event. Classical optimization
methods face limitations in handling these complexities, leading to suboptimal solutions or
cannot find a solution within a required time frame. For instance, it takes about 3 to 4 hours to
find a solution of a security constrained unit commitment (SCUC) problem for a 45K-bus power
system, with 200K constraints, 500K variables, and 50K binary variables. Solving this type of
optimization problem with high dimensionality and non-convex constraints can be challenging
for traditional techniques, even with the help from classical high-performance computing.

Opportunity: Quantum computing (QC) is an emerging computing technology that offers the
potential to solve complex, large problems that are beyond the capabilities of traditional
computers, without dramatically increasing the computational time. However, due to the
current maturity of QC, it remains challenging to demonstrate the benefits for practical large-
scale problems. For power system optimization, quantum-inspired algorithms, such as the
adiabatic quantum optimization algorithm, or quantum approximated optimization algorithm
(QAOA) would be promising in helping address the computational challenges. By leveraging
guantum computing principles, these algorithms can explore the solution space more efficiently
and find optimal solutions faster, potentially overcoming the limitations of classical methods.
Therefore, quantum-inspired algorithms have a good potential to develop practical quantum
computing solutions to large-scale power system optimization problems.

Assessment: Achieving success in this area would require the development and implementation
of quantum-inspired algorithms that demonstrate superior performance and scalability
compared to classical methods. Therefore, the assessment of these algorithms can be based on
the following criteria:



(1) Solution quality: the solution quality of quantum-inspired algorithms should be better or
at least as accurate as classical methods.

(2) Computational speed: The algorithm should be able to find a solution faster than
classical methods, with an expectation of at least 10x speedup.

(3) Scalability: The algorithm should be scalable and able to handle large-scale systems
without significant performance degradation.

(4) Robustness: The algorithm should be applicable to various operating conditions,
including uncertainties and contingencies.

Timeliness or Maturity: With the rapid advancements in quantum computing and growing
interest in quantum-inspired optimization, there is a unique opportunity to explore the
potential of quantum-inspired algorithms in solving practical, large-scale power system
optimization problems. The increasing complexity of power systems and the need for
sustainable, reliable, and efficient operations, make it crucial to develop innovative optimization
techniques that can address these challenges. By leveraging quantum-inspired algorithm-based
approaches, we can make significant short-term impacts for large-scale problems and gain a
better understanding of the bottleneck and opportunities for quantum computing applications
in electric grid network, and most likely can be extended to other complex networks. Success in
this area would contribute significantly to accelerate the renewable integration process by
unleashing unprecedented computing power equipped with quantum technologies. This
research direction also aligns well with the OE’s objectives and missions and helps meet the
clean energy goals of the administration.
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I. INTRODUCTION

Despite sustained progress in quantum hardware, there is
a substantial gap to utility-scale quantum computation. On
one hand, there has been consistent improvement in gate
fidelities over the past decade. For instance, since the advent
of superconducting transmon qubits [1], two-qubit gate errors
have been lowered by ~ 0.77x per year [2]. We see similar
rates of progress in other qubit technologies including neutral
atoms [3], [4] and trapped ions [5], [6]. While this progress
is encouraging, hardware progress alone would require at
least a decade to achieve societally-useful outcomes such as
simulating molecules relevant to fertilizer production [7].

Quantum software can be a force multiplier that can sig-
nificantly shorten the timeline for utility-scale results from
quantum hardware. There are compelling parallels to classical
computing: the world’s top computing facilities bolster their
state-of-the-art hardware capabilities, with significant invest-
ment in software tools such as CUDA [8], OpenMP [9],
and SLURM [10]. Similarly, software tooling—especially for
compilation—can enable users to extract better results from
quantum hardware, both for near-term systems as well as for
upcoming large-scale fault-tolerant computers.

In fact, we find even stronger motivation for optimized
compilation in the quantum setting than in the classical
setting. First, quantum resources are far more expensive than
classical resources. Second, for foreseeable quantum comput-
ers, optimized compilation will be necessary to bring useful
applications within the boundary of achievable computations.
Lastly, applications brought within this boundary will exhibit
exponential or high-degree polynomial quantum advantage
[11], that can immediately justify high compilation costs.
Thus, investment in deep compiler optimization can enable
applications that are otherwise out of reach for current hard-
ware at various scales.

In particular, several key research directions will help realize
practical quantum advantage. Physics-aware, cross-layer opti-
mizations will continue to yield important efficiencies to allow
applications to make the most of quantum resources. Software-
directed error mitigation, in particular, will be key to increas-
ing gate depths and maintaining acceptable output fidelity.
Pulse-level optimizations and specialized native gates will
also be key enablers. Additionally, applications will be hybrid
computations involving high-performance classical resources
as well as quantum hardware serving as special-purpose ac-
celerators. Effectively partitioning computations between these
classical and quantum resources will be necessary to support
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Fig. 1: Deep optimization advances the frontier of which

quantum programs can be run successfully.

realistic applications. Additionally, deep compiler optimization
and classical simulation of Clifford and near-Clifford circuits
can also be important classical investments towards more
efficient quantum computations. Finally, defining abstractions
that control compiler complexity yet selectively expose key
physical machine properties will be also be a key area of
research.

II. ERROR MITIGATION

Although gate error rates are improving, error mitigation
techniques will be essential to allowing machines to support
circuit depths with any potential of solving real problems.
Since many error mitigation techniques depend upon qubit
state and surrounding gate in the circuit, a compiler-directed
approach can have significant benefits. Automated and semi-
automated insertion of error mitigation techniques is desirable.

ITI. PULSE OPTIMIZATION

“Traditional” quantum compilation tools target a machine
gate set, which is subsequently translated to control pulses
for each individual gate to implement those gates. An inter-
esting alternative is to translate application unitaries directly
to pulses. Since the complexity of this translation scales
exponentially with the size of the unitary, application programs
must be broken into smaller blocks. Pulse techniques are also
a powerful technique to implement specialized operations such
as multi-qubit and qudit operators.

Current pulse optimization techniques suffer from poor
scalability and poorly characterized hamiltonians. To address
these, we need more efficient optimization methods, more ro-
bust solutions, and methods that use machines in the optimiza-
tion loop. Borrowing from optimal control techniques from



other fields such as robotics, trajectory-based and iterative-
learning control techniques are promising directions along
these lines.

IV. HYBRID CLASSICAL-QUANTUM COMPUTATION

With only a small number of quantum algorithms exhibiting
promising advantages over classical computation, realistic ap-
plications of the foreseeable future will by necessity be hybrid
combinations of classical computation and quantum kernels. In
fact, applications may even use exponentially-scaling classical
computation, as long as the compute time is practical and the
advantage from the quantum kernel gives a total advantage
for the entire computation. In the extreme, this is a contest
of two exponentials, a (hopefully) exponential advantage for
the quantum kernel and a potentially exponential cost to
classical pre-processing, orchestration, and post-processing of
the kernel code and data.

V. DEEP COMPILER OPTIMIZATION

With small NISQ machines, compilers have often used rel-
atively expensive classical computations to optimize quantum
circuits, from mapping with look-ahead heuristics and SMT
solvers, to gradient ascent for pulse optimization. As machines
become larger, these optimizations can become considerably
more expensive, yet some may still be worthwhile if the
classical resources are available and the resulting quantum
advantage is large enough. A precedent in the classical world is
super-optimizing compilers, in which exhaustive search tech-
niques are used to find optimal compilations for production
binaries. While the quantum model is unlikely to be compile-
once, run millions of times, the computational advantage of a
quantum program may be days or years of classical compute
time.

VI. CLIFFORD-GUIDED OPTIMATIONS

Many compiler optimizations depend upon program state
and thus produce the best results when some dynamic program
knowledge is available. In quantum systems, the lack of
a ground truth for correct program results is an additional
problem. We have found that approximating programs with
all Clifford or mostly Clifford gates allows us to tractably
simulate and learn about program behavior in ways that can
significantly improve circuit fidelity.

Previous work has shown that Clifford approximations can
be used to select which machines produce the best results for a
particular circuit, and even reconstruct a higher fidelity results
using multiple machines [12]. Preliminary results indicate
that Clifford-based test circuits can predict compiler flag and
optimization configurations that will give the best fidelity for
a given application on a given machine. Beyond compilation,
a Clifford-based approximation of a VQE ansatz can be used
to give initial parameters that are orders of magnitude better
than those given by Hartree-Fock [13].

There are also efforts to develop efficient classical sim-
ulation methods for near-Clifford circuits. These include a
recent circuit-cutting approach [14] which, along with the

IBM extended stabilizer simulator [15] and matrix-product-
state simulation, can offer a suite of tools for near-Clifford
simulation.

VII. SELECTIVELY BREAKING ABSTRACTION

As quantum machines scale, we will have to control clas-
sical compute time in our compilers and become more and
more selective as to what low-level details to expose to our
software and optimize for. A significant degree of modularity
and abstraction will be necessary. The key is to identify the
cross-layer optimizations that yield the highest fidelity benefits
with the lowest classical compute complexity.
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1 Challenge

Humans make sense of abstract concepts by using metaphors. As we embark in the grand task of building
large-scale quantum networks, the “classical” Internet has served as the major metaphor to reason about
future quantum networks and eventually a quantum internet. For instance, an early proposal of a quantum
internet stack directly maps quantum network functions into the TCP/IP stack [1]. However, using the
classical Internet and specifically the TCP/IP stack as a blueprint for designing quantum networks can be
misleading. In fact, Illiano et al. [2] have already warned about the impossibility of directly translating the
TCP/IP stack into a quantum internet stack because of the marvels of quantum mechanics. Furthermore, the
classical Internet in practice is more complex than the five layers of the TCP/IP stack. For instance, we have
multiprotocol label switching (MPLS) serving as a “2.5” layer on carrier networks for more than 2 decades,
similarly we have had encapsulation and tunneling running on the Internet for both security reasons and
nefarious activities, and let’s not forget about the cross-layering techniques used in ad hoc wireless networks
to overcome noise in the channels. In this position paper we argue that rather than only using IP-based,
packet switching networks as the blueprint for architecting future quantum networks, we should broader
our view. In fact, the field of classical networking has produced a well of knowledge that can be adapted
to the design and implementation of large-scale quantum networks. As Bruce Lee once said “adapt what
18 useful, reject what is useless, and add what is specifically your own.” The rest of the paper presents the
opportunities, our assessment, and the timeliness of our vision.

2 Opportunity

Quantum networks are reaching a level of maturity in
which they have been demonstrated at campus and , N\ (3 = =
metropolitan scales [3, 4, 5]. Despite steps towards a [ c ][ ][ c ]
quantum network stack, the diversity of physical solu-
tions (i.e., qubit platforms, encoding schemes, and syn-
chronization requirements) still demand for more specific
(if not unique) quantum network implementations. Here
we argue that the best lesson to learn from the classi-
cal Internet is not the TCP/IP stack but the hourglass
shape of the stack itself. By hourglass shape we mean
that IPv4 and IPv6 are the only protocols in the middle
layer of the stack, while many more protocols exist in the
upper and lower layers. If we consider entanglement gen-
eration and distribution the narrow waist of the hourglass
(see Figure 1), we can accommodate the requirements of
the heterogeneous physical platforms in the lower layers [ Quantum ][ Quantum ][ Bell State ][ - ]
of the stack as well as the requirements of the applications Repeater Router Analyzer

above. We identify an opportunity for classical network
engineers and researchers to work with physicists in the
co-design of full-stack quantum networked systems that
can operate autonomously as current classical networks

Protocols for accessing
entanglement services

Entanglement
Protocols
(narrow waist)

Protocols for accessing
physical quantum networking
resources

Management, Monitoring, and Control

Figure 1: An hourglass-shaped quantum net-
working stack.
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do. This will promote an evolutionary pattern already seen in the early days of the classical Internet, where
multiple protocols competed for the lower and upper layers of the stack. However, rather than competition,
we encourage collaboration between groups for knowledge transfer and cross-pollination of ideas. Moreover,
creating interfaces between these heterogeneous systems is a first step to scale quantum networks (towards a
global quantum internet). Finally, we identify another opportunity to bring techniques from other classical
networking domains (e.g., cellular networks, ad-hoc wireless networks, and the Internet of Things) that can
help operationalize and scale quantum networks.

3 Assessment

A program that takes advantage of the opportunities presented in the previous section can be considered
successful if the co-design of full-stack quantum networked systems produces demonstrations of quantum net-
works with the following features: (1) they can operate autonomously over extended periods of time, (2) they
can run quantum computing or quantum sensing applications repetitively, and (3) they can server multiple
users through friendly interfaces. Moreover, demonstrations of interoperability between such heterogeneous
systems by using “quantum gateways” and inter-domain protocols can be considered the ultimate goal. To
achieve these levels of success, we not only need to improve the performance of quantum devices, but we also
need to develop classical or classical-quantum hybrid [6] control protocols and mechanisms for configuring,
monitoring, and verifying quantum networks. This is of particular importance as protocols improve and
evolve (e.g., single vs. two-photon schemes [7]), or introduction of advanced hardware implementations such
as quantum frequency conversion, quantum-classical coexistence, or integrated electronics [8].

4 Timeliness

Several reasons make “now” the right time to start designing and evaluating full-stack quantum networked
system: (1) quantum computing platforms are reaching commercial levels of maturity, (2) many quantum
networking testbeds are being build across the world, and (3) quantum sensing is gaining more interest
as a discipline. These events are making quantum computing, networking, and sensing more mainstream,
which effectively attracts positive attention from engineers and practitioners that can help build the full-
stack networked systems envisioned here. Moreover, the time is right to abstract interfaces and design
classical control protocols that will help automate the operation of quantum networks and perform future
interoperability tests. Success in this endeavor can be very impactful, propelling quantum networks from
toys on a physics lab to useful tools that can benefit society as a whole.
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Challenge

The recent democratization of quantum computing is largely due to publicly available quantum hardware
that can be used without extensive knowledge of the underlying physics and control electronics. This renders
the gap between hardware and programmatic abstractions increasingly important and has led to a surge of
mostly divergent quantum software endeavors,' and an uptick in software alternatives for quantum networks
is starting to take place.? By far, these tools synergize with the platform-as-a-service (PaaS) model, now the
standard method for accessing an increasing number of new quantum hardware architectures, which goes
in the opposite direction of the current trend of edge computing and hinders more local approaches — e.g.,
Linux kernel driver model. These factors imply reduced lifetime, maintainability, and (re)usability, which are
essential for sustainable software development,® and must be addressed to ensure the robustness of quantum
software. The lack of proper documentation, design rationales, and specifications leads to entry barriers,
reduce maintainability, and lower community engagement, eventually diverting resources to remedial and
palliative tasks. By strengthening quantum compilation, codesign and integration techniques through the
adoption of software sustainability practices, we can ensure that software tools enjoy a longer lifetime, and
enable more effective collaboration across diverse systems and communities.

Opportunity

4,5 6

Software sustainability is an increasingly important topic®®° and in line with recent ASCR programs.
Its adoption can lead to a reduced demand for tangible resources (e.g., money, energy, and time) and more
robust software tools. While quantum software is still in its infancy and is driven chiefly by prototypes and
use cases, it presents an opportunity to incorporate sustainable practices into available tools and prioritize
them from the onset of new projects. Doing so can help build a lasting future for quantum computing, thus
sustainability should be embraced and permeate all quantum initiatives in which software plays a major role.

A simple definition of sustainability in software is its ability to function “agnostic of purpose”.” One
immediate way in which this can be accomplished is through refactoring of large codebases or monolithic
applications into routines for specialized general tasks exposed via application programming interfaces (API).
Furthermore, modularizing code following well established programming principles can further contribute
to the sustainability of quantum computing software. Proper efforts in this direction increase the overall
maintainability by making it easier to pin down errors in the software.

With quantum hardware continuing to function as accelerators, quantum software stacks are prone to
demand much more flexible compilation strategies than classical software. In addition to cross-compilation
to various hardware for portability, passes to encode the logical makeup of quantum error correction codes
(QECC) will eventually be necessary. This complex landscape of “orthogonal” dimensions, such as native
gate sets, hardware mapping and routing, QECCs, etc., highlights the need for tools in smaller, composable,
plug-and-play-like modules in order to empower researchers to be effective at all levels of the stack.

Successfully expanding the scope, utility, efficiency, and robustness of software stacks for quantum com-
puting and networking invariably depends on a proactive pursuit of interoperability, extensibility, and porta-
bility, ensuring that software is suitable and compatible with present and future hardware. The quantum
intermediate representation (QIR),® based on the acclaimed LLVM compilation toolchain, embodies these
principles and is a candidate to safeguard against ever-changing vendor software, while promoting a high de-
gree of portability via the decoupling of software from specifics of the hardware, unifying quantum computing
development efforts, and encouraging a more sustainable approach to software design.



Further progress can be achieved by promoting containerized computing (e.g., Docker), which frees end
users from the need to customize applications for specific platforms. In addition to being more aligned with
the demands of dependable software,’ containers are also highly interoperable and a proven alternative to
ensure reproducibility. Similarly, resource virtualization also promotes (re)usability by abstracting hardware
details from higher levels in the stack, and together with containerization, can address the topic of portability.
The benefits of these approaches will likely become more evident with the realization of embedding of
quantum devices in leadership computing facilities and the growing need for efficient simulation tools for
both quantum computing and networking to be portable into the emerging exascale regime.

Assessment

A current challenge in the literature is the adherence to an encompassing definition of sustainability and
corresponding assessment metrics. Therefore, it is prudent to initially focus on simple and widely available
parameters to gauge the effects of successful adoption of sustainable practices in quantum software. Such
practices are expected to drive community engagement, thus proxy metrics of success may include: increased
number of contributors and commits in version control systems (VCS), increased number of research artifacts
that derive from sustainable quantum software (e.g., publications, presentations, and software dependencies),
and indicators of frequent activity (statistics are easily obtained from VCSs). In the long run, it would also
be possible to evaluate the effects on the lifetime of software projects. Sustainable software is apt to be more
agnostic and easily adaptable to evolving hardware, resulting in its extended longevity and thus, usefulness.

Timeliness or Maturity

Quantum computing has long been viewed as a theoretical exercise with distant prospects. However,
the recent explosion in better and larger quantum hardware has brought quantum software to the forefront,
where it is now recognized as a critical bottleneck. Thus, careful software development is crucial to ensuring
that we can reap all the potential benefits quantum computing has to offer. To tackle the challenges posed
by this rapidly evolving landscape, durable and efficient software tools are necessary to enable research
programs that depend on cross-platform benchmarking, circuit optimization, and post-processing data from
a large number of qubits, to name a few. Continuously designing new tools from scratch with each hardware
advancement is not only impractical but also unsustainable, and roadmaps from hardware vendors suggest
that this software-hardware divide will only widen over time. Therefore, it is imperative to raise awareness
of sustainable software development practices, including their integration into existing projects and their
incorporation into future developments from the outset.
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Topic

Software-defined networking (SDN) in quantum networks: advantages, implementation, and scalability

Challenge

Quantum networks experience many of the same challenges faced by classical networks, such as routing and
resource management. However, decoherence and the no-cloning theorem impose fundamental constraints
that are unique to quantum networks: strict timing requirements and the inability (in general) to re-send
quantum payloads mean that established store-and-forward or packet-switching techniques cannot be applied
at the quantum layer. Instead, (at least early) quantum networks will follow a more circuit-switched model,
wherein the “circuits” will be defined by sequences of entanglement-swapped “hops,” leading to end-to-end
transmission of qubits.

Fine-grained timing constraints and the closed-loop control structure required for circuit establishment
and maintenance naturally points towards a somewhat centralized model of control, akin to how SDN con-
trollers have been used for traffic engineering in classical networks. Several works [1, 2, 3] have already shown
that centralized control admits substantial advantage over distributed control in entanglement-swapped net-
works under several different network models.

These protocols provide evidence for the benefits of SDN in quantum networks; however, the nature of
the advantages SDN admits is not well understood. While SDN has been successful in the classical domain,
it is unclear how this success will translate into the quantum domain and to what extent the advantages will
be unique to quantum networks.

Additionally, methods of implementation for quantum SDN are not well understood, and current control
schemes may limit scalability. State-of-the-art centralized protocols require all entanglement requests to route
through a single controller and some |2, 3| require all nodes to send intermediate traffic to the controller on
each round. This is in contrast with the implementation of OpenFlow [1]/NOX [5], where (ideally) only a
small number of packets are routed through the controller since doing so is orders of magnitude slower than
handling them on a switch.

Opportunity

A valuable tool and first step towards understanding and developing scalable centralized quantum routing
protocols and network architectures will be a programming framework designed to support such designs.
Classical SDN programming frameworks (e.g., OpenFlow [4]/NOX [5], Frenetic [(]) do not account for the
specifics of quantum networks. For example, OpenFlow performs routing logic by pattern matching on
packet headers, but there is no notion of packets or headers in entanglement swapping networks. An SDN-
framework designed bottom-up accounting for uniquely-quantum constraints could demonstrate the viability
of SDN-control for quantum networks while also isolating deficiencies of centralized control. If successful,
such a framework could form the underlying platform for developing new quantum-specific protocols, and
guide hardware design for deployable quantum networks.

The next step will be to consider the natural scalability limits of centralized SDN control mechanisms
(in light of timing constraints imposed by quantum networks), and what techniques can be used to reduce
control traffic in order to scale SDN-based deployment. Natural architectures to consider include hierarchies
or networks of controllers. These constructions may be inspired by the design of classical software-defined
networks, which are made practical by the observation that control need only be logically centralized, but



may be physically decentralized. Such control structures may curtail controller overhead by distributing
workload and locally centralizing computation.

Assessment

The utility of a quantum SDN programming framework lies primarily in its ability to illuminate properties
of centralized control that are unique to quantum networks. This will involve identifying and demonstrating
instances where centralized protocols improve (or fail to improve) network performance in the presence of
constraints imposed by decoherence and the no-cloning theorem. Network performance may be measured
using a variety of metrics, but these metrics will likely incorporate both throughput and fidelity (e.g., rate of
entanglement generation meeting a fidelity threshold). The quality of an SDN protocol on a given network
will be assessed via simulation; for example, using the quantum network simulator NetSquid [7].

The scalability of SDN architectures will also be assessed via simulation. Evaluations will analyze the be-
havior of existing and novel protocols at different network sizes through metrics including controller overhead
(both traffic and time) and network throughput. A scalable protocol or architecture should have reduced
overhead compared to existing work, yet comparable performance.

Timeliness or Maturity

Recent investment and work in the construction of quantum communication technologies has led to the
emergence of several primitive quantum networks. Notable examples are located in Boston and Chicago
domestically and the Netherlands and China abroad. This nascent technology is approaching a stage where
networks will become large, complex, and functional enough to benefit from more sophisticated control and
management.

SDN development has the potential to impact the quality of quantum networks by allowing strategic and
therefore more effective use of quantum resources. Programming frameworks and a thorough understanding
of the required controller architectures and associated protocols will allow quantum networks to scale more
quickly by making fuller use of hardware as it develops.
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Challenge: Although there has been some debate, Google’s demonstration of quantum advantage on con-
trived computational tasks in 2019 [1] has been widely accepted as an important milestone in the progress
of quantum computers. The next grand challenge in quantum computation is demonstrating that quan-
tum computing devices can accelerate high-impact computations, a so-called practical quantum advantage
[3]. It appears that such practical quantum advantage is starting to emerge in the realm analog quantum
computation, which can have significant impacts on quantum computations related to scientific discovery.

It is widely agreed that the first applications where Quantum Computers (QC) will provide a trans-
formational impact are in the simulation of quantum systems, such as modeling reaction mechanisms in
chemistry [2]. Specifically, one can consider the time evolution of the following quantum dynamical system
as suitable abstraction of this type of computational task,

P W) = H) () 1€ 0.7]; W) 1)

where the initial quantum state |¥) is evolved from time 0 to T' under a potentially time varying Hamiltonian
H(t). For relatively small system sizes (i.e., & 100 qubits), computing this type of dynamical evolution can
be intractable to simulate with classical computers [3], presenting an appealing opportunity for quantum
computers to support scientific questions that require these types of computations.

The dominant approach to developing quantum computer hardware has, thus far, been the so-called gate-
model, which represents a quantum computation as a sequence of discrete gates applied to qubits. In this
gate-based model, algorithms such as Totterization, Magnus Expansion and Quantum Signal Processing can
be used to implement (1). However, the total steps (i.e., gate-depth) for such computations can easily exceed
108 for the smallest useful computations, leading to estimated computation times in the order of seconds to
hours, under reasonable hardware assumptions [2]. This run time overhead presents a notable challenge for
scaling this computational approach to simulation applications requiring tens of thousands of qubits or long
evolution times (7). Consequently, without an algorithmic breakthrough, it appears that it will be many
years before the gate-model of computation will be able to address important scientific computations taking
the form of (1).

Opportunity: An important observation is that the gate-model is not the only model of quantum com-
putation that is available to users of quantum computers. In many cases, quantum computing hardware
has a lower-level interface where continuous time pules are used to drive the hardware’s native quantum
system [7]. This pulse-level model of the quantum computer follows the form of (1), where |¥o) and H(¢)
are constrained to some hardware-specific design. We refer to this type of quantum computation as Analog
Quantum Computing (a.k.a., Quantum Simulators). The usefulness of Analog QC as a transitional tech-
nology in the NISQ era is well articulated by John Preskill in Section 6.10 of his seminal NISQ paper [8].
However, it now appears that this computational approach will have value beyond the NISQ era, due to the
significant run time overheads required by fault tolerant quantum computation.

The core advantage of the Analog QC model over the gate-based model is a dramatic decrease is the
computational resources needed to implement non-trivial quantum computations, both in qubit counts and
run time. The primary challenge in Analog QC is identifying applications where the hardware’s native
Hamiltonian is a suitable match. The study of quantum magnetism provides one such good match for
commercially available Analog QC hardware [5, 9, 4], but codesign research is required to better understand
the possible matching of Analog QC architectures with impactful quantum simulation applications.

Assessment: The first measure of success of any QC simulation is to show that it can reproduce data
collected from a physical experiment of a quantum systems (i.e., validation via a quantum testbed). The



second measure of success is to show that the QC simulation can predict the outcome of a quantum experiment
on models that have not been previously studied. Demonstrating both of these provides a strong indication
that QC simulation is a suitable surrogate for the physical experiment. It is estimated that practically useful
Analog QC hardware requires 100s to 1000s of qubits, which can be evolved for several microseconds of
time. A programmable k-local Heisenberg model is likely sufficient for encoding Hamiltonians arising from
a variety of applications, however more restrictive Hamiltonians can still be useful.

Timeliness and Maturity: In the last five years commercially available Analog Quantum Computing
hardware (Pasqal, QuEra, D-Wave Systems, ...) has reached a point were it is starting to address important
and realistic scientific computations. Some notable examples include: the study of quantum phase transitions
in D-Wave’s platform [6, 5] and emulation of realistic magnetic materials [4]; the identification of a topological
spin liquid phase in QuEra’s platform [9]; and promising optimization performance demonstrations using
quantum computing hardware [10].
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Topics: Models, Codesign and Integration
A. Challenge

Seamless communication and integration between layers of the cloud-based software stack, control hardware, and
propagation of data are growing concerns as quantum systems scale up. Layered and optimized abstractions are
needed to provide a frictionless and scalable user experience at multiple levels of expertise and for varied objectives.
One layered abstraction, for example, is the error resilience layer. Error resilience strategies include the use of error
mitigation [1], error suppression, and quantum error correction to overcome noisy hardware. A level above error
resilience would include optimal circuit decomposition mapped to heterogeneous modular hardware. We emphasize a
modular architecture, because modular hardware has become a leading paradigm to scale quantum processing units
(QPU) and its supporting classical hardware [2]. Additional near and/or real-time classical processing may also be
required for techniques like circuit knitting [3-5], that further enhances QPU capability. These layers are examples
of the rapidly growing demands on circuit executions, classical compute, and the need to combine them seamlessly.

A primary challenge that arises is the orchestration of the classical resources [6] for these layers. The challenge in-
cludes forming optimal quantum circuit representations, management of the flows of data that span multiple timescales,
and integration of operations with the QPU. This leads to related challenges such as doing the orchestration in a way
that is accessible to a wide variety of users and implementing solutions in a scalable way.

Taking a historical perspective of state-of-the-art classical computing systems, high-performance computing (HPC)
has evolved towards parallelized workflows as a natural way to increase speed. This happened by introducing a
new technology, GPUs for example, for applications that could exploit complex, but simultaneous calculations. In a
similar spirit, within the HPC framework, quantum systems can be envisioned as co-processors for certain applications
by means of their own exclusive computing paradigm. This will require new programming models to allow the
orchestration of classical and quantum workflows.

B. Opportunity

It now becomes natural to consider quantum processors as the next enhancement for HPC systems. A straight-
forward path to this integration relies on the effective leverage of HPC capabilities to support quantum workflows
through orchestration, compilation, and different forms of output processing at various stages of the computation.

Incorporation of multi-cloud with HPC for workloads that require specialized classical compute may also enable
parallel execution of quantum workloads. Serverless environments can relieve users from provisioning and maintaining
compute infrastructure. Furthermore, at the next layer, dynamic orchestration of quantum and classical resources
and workload composition, such as when using circuit knitting, can manage or eliminate the complexity of these two
tasks on behalf of the user. Resource management could use policies that are either manually written or use machine
learning models that monitor behavioral patterns of applications and components running in a quantum data center,
becoming more effective over time through continuous training. For workload composition, orchestration includes
problem analysis and optimization of circuit knitting operations either via developer-provided or selected tools and
algorithms, or via automated analysis leading to optimize composition for user defined quality-of-service requirements.

Simplifying software frameworks, interfaces, and data structures to be more aligned with the hardware it will
communicate with can reduce overheads in data transformations through the stack. Truly open source and communit-
driven development of quantum-centric programming models [7], compilers [8], and computing frameworks would
provide a common development interface and abstract away vendor specificity. That is, developing and maintaining
bespoke software systems is an ongoing capital intensive process. Instead, collaborations among academia and industry
can alleviate such hardships by offering a standardized computation model, while maintaining the ability of companies
to leverage trade secrets through pluggable extensible mechanisms analogous to the successes of OpenCL, and other
heterogeneous cross-platform abstractions. Adoption of open standards with significant community involvement is an
ideal opportunity at this time [9].

Users can be more productive if they are not required to conform to an unfamiliar development environment that
may include new programming languages and other tools to perform their work, or necessarily be concerned with
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details of the underlying infrastructure. The programming model should be as simple as possible at the highest level
but provide access to lower levels as needed, trading increased complexity for increased flexibility and customizability.
At each level, default behavior and automation through declarative specification of program intentions may provide a
completely specified system at the highest abstraction level, with open interfaces that allow a developer to substitute
and tailor such behavior and automation at lower levels as necessary. Furthermore, adoption and establishment of
open standards with significant community involvement is essential when defining interfaces and models at all levels.

C. Assessment

In general, we should see users obtaining improved runtimes, higher performance, stronger security, on increas-
ingly larger workloads, which ultimately are beyond what classical computation alone could provide. Ultimately,
success would mean that users such as model developers and industry experts are able to harness the value of quan-
tum computation with software that hides underlying complexity without requiring expertise in quantum physics
or in managing compute infrastructure. The programming model should be usable from within any development
environment and enable integration with external commercial or proprietary software packages required to create
enterprise-level workflows.

Success metrics for software architectures supporting quantum classical models depend on the application domain.
A consistent set of standardized benchmarks can help assess the feasibility and then success of scaling-up existing
system architectures (hardware and software) to yield practical and useful quantum computing. Along these lines, it
will be relevant to identify how speed scales with increasing the number of qubits (e.g., increasing modules) analogous
to HPC weak and strong scaling measures of the relative impact of the growth of other latencies with scale including
how well cloud-accessed HPC resources are integrated. Ultimately, accelerated applications will motivate and justify
coupling quantum computing with HPC resources and test its seamless integration with traditional scientific workflows.

D. Timeline and maturity

In recent years, there have been significant advances including the development of larger and more resilient quantum
processors, improved techniques in error mitigation and circuit knitting, and quantum algorithms [10]. These advances
have made it possible to explore industry-relevant use cases such as optimization, quantum chemistry simulations,
and machine learning. Indeed, the continued maturation of workloads explored by industry places higher expectations
on quantum hardware and will require increasingly specialized classical compute.

However, development of software for quantum computing must accelerate in preparation for scaled-up quantum
hardware to match capabilities present today in classical enterprise and scientific computing. Now is the time to
develop standardized abstractions and tooling to facilitate vendor development and user consumption of large-scale
hardware capabilities. The level of sophistication and complexity of today’s control systems and qubit technologies
necessitates strong co-development.

This indicates the timeliness of designing and building full-stack architectures that can adequately address hetero-
geneous computation while also abstracting away complexity from the user. At the same time, the development of
high-speed, low-latency communication networks, and the widespread adoption of cloud computing and virtualization
technologies, make it possible to begin integrating classical and quantum computing resources seamlessly, and to
orchestrate complex workflows.
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1. INTRODUCTION

The high error-rates of quantum devices (about 1% on
existing hardware [2]) limit us from running most practical
quantum applications as they require lower error-rates (below
10~19). Quantum error correction (QEC) bridges this gap by
protecting quantum information. QEC codes encode a logical
qubit by distributing information over redundant physical
qubits. With increasing redundancy of the QEC code, the log-
ical error-rate reduces exponentially if the physical error-rate
is below a threshold [1]. Thus, by controlling the redundancy,
QEC enables us to achieve the error-rate required to run any
particular quantum application.

QEC codes use data qubits to store the quantum informa-
tion and parity qubits to detect errors [10]. Fault-Tolerant
Quantum Computers (FTQCs), as shown in Figure 1, @ use
the control processor to send instructions to the qubits to
execute syndrome extraction circuits that project errors on
the data qubits onto the parity qubits, @ measure the parity
qubits to obtain a bitstring of parity checks called syndrome,
© use decoders to analyze syndromes for identifying errors,
and @ send the correction to the control processor so that
errors are corrected in real-time. FTQCs enable computations
by interleaving QEC cycles in between logical operations.
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Figure 1: A logical qubit is encoded using data (D) and
parity (P) qubits. Control processor sends instructions to
extract a syndrome. Decoder uses syndromes to identify
the correction and sends it back to the control processor.

2. CHALLENGES

Fault-tolerant quantum computing requires high bandwidth
deterministic instruction supply to the quantum substrate as
well as accurate, fast, and scalable error decoding. Unfortu-
nately, only preliminary efforts have been made in the control
processor design space, whereas most QEC studies have
mainly resorted to offline decoding as software decoders are
slow [6]. More recently, there has been a paradigm shift

towards building real-time decoders using hardware. These
designs typically optimize along three constraints: accuracy,
latency, and scalability. For example, lookup table decoders
are accurate and fast [5], but not scalable; approximate de-
coders are fast and scalable but sacrifice accuracy [4, 8];
fixed-function accelerator decoders are accurate, and fast, but
not scalable [11]. Designing decoders that satisfy all three
constraints is an open problem.

3. OPPORTUNITIES

With greater challenges come greater responsibilities. We
propose a few concrete directions that could enable rapid and
substantial in the field of fault-tolerant quantum computing.

Open-source tool-chains: We need software tool-chains to
study the performance of QEC codes. Most tool-chains are
the proprietary information of industrial groups with lim-
ited to no public access. Note that the time complexity of
estimating the performance of QEC codes increases exponen-
tially with increasing redundancy and lower device error rates.
Although more recently, Google released their Stim [7] in-
frastructure, it’s only a preliminary step, and more advanced
software development frameworks are required.

Optimizing across dimensions: While surface codes are
widely recognized as the most promising QEC code, they
incur exponential overheads. Consequently, codes such as
subsystem codes, Floquet codes, and QLDPC codes have
been proposed that offer asymptotically lower overheads than
surface codes at the expense of more irregular and denser de-
vice topology. Simultaneously, some qubit device topologies
are more well-suited for denser connectivity compared to
others. Designing accurate, high-performance, and scalable
decoders that co-optimize over three dimensions: applica-
tions, qubit technologies, and QEC codes is important.

Real system studies and error models: Experimental demon-
strations of QEC codes present new opportunities, insights,
and challenges. For example, recent studies on Google
Sycamore show how leakage errors could severely limit the
performance of surface codes. While there exist device-level
techniques to overcome these errors, their efficacy as well
as overheads at the application level is unclear. There are
similarly other sources of errors such as correlated errors.
Developing decoding solutions that can tackle these errors
will play a significant role in improving the performance of
fault-tolerant systems. Architecture level solutions that adapt



the code based on the required level of fault tolerant and
that can dynamically reorganize the code based on the error
events can greatly improve the efficacy of error correction
while reducing the prohibitive overheads of fault tolerance.

Real-time control logic design: Control processors must
ensure a high bandwidth deterministic instruction supply and
adapt the QEC instruction schedules at runtime to revert the
impact of errors. Failure to supply instructions and correct
errors in real-time causes the QEC cycles to stall and con-
sequently the qubits decohere. Unfortunately, most control
processor designs are proprietary [3, 9], limiting research in
this space. There are unique trade-offs in determining the
location of the control processor- closer to the qubits at 4
Kelvin inside a dilution refrigerator means increased cooling
overheads but reduced communication latencies, with lesser
overheads at 77 Kelvin and room temperatures respectively.
As cryogenic systems have very stringent power budgets, the
control processors must be efficiently designed and poten-
tially leverage the unique trade-offs of individual thermal
domains to further optimize energy-efficiency.

Trade-offs in classical hardware development: Developing
the control processor and decoders requires classical hard-
ware development. While FPGAs present low-cost hardware
development as well as flexibility and are being widely used
in existing quantum platforms, their scalability and opera-
tional feasibility at low temperatures is an open problem. On
the other hand, both cryogenic CMOS and superconducting
designs are being considered for large-scale fault-tolerant
systems (especially for superconducting systems). CMOS de-
signs have large device densities and dense memory solutions
while suffering from huge power dissipation. Superconduct-
ing designs on the other hand are extremely energy-efficient
but lack the benefits of CMOS technology. Designing an
efficient system-level architecture for control and QEC de-
pends on the number of qubits in the system (dictates the
complexity of the classical hardware), qubit device technol-
ogy (determines the latency and bandwidth constraints), and
the choice of the classical electronics.

4. ASSESSMENT

The metrics for success are somewhat well-known. The
efficacy of quantum error-correction codes can be estimated
using the metric of Logical Error-Rate (LER) and we would
like to observe an exponential suppression of LER compare
to the physical-error-rates as the code-distance is increased.

The short-coming in the modeling of error modalities (e.g.
excluding leakage errors) would affect the LER of the code,
as the LER observed on the real system would diverge from
the theoretically expected LER. Thus, the metric of success
of modeling would be in bridging the gap with the expected
and observed LER on the real system.

The timeliness aspect of error decoding also impact on
the effective LER observed on the system as taking a long
latency for doing error decoding would cause timeout errors,
causing increased rate of physical errors, beyond what can
be corrected by the deployed QEC codes. Thus, we want the
hardware to provide a decoding latency that achieves a LER
close to the theoretical LER by minimizing timeout errors.

Finally, the figure-of-merit for the control processor and

logic would be the number of qubits that can be supported
by the given FPGA structure (to minimize the cost of custom
ASIC logic) without leading to bandwidth bottlenecks or in-
creased latency in supplying instructions (gates) to the qubits.
Any delays would result in increased LER for the logical
qubits as the likelihood of coherence errors is increased.

The ultimate goal would be to get to a logical qubit with
LER initially of 1074 in the near term, then 1076 in the
medium term, and finally 108 in the long term. Achieving
these goals will not only require a substrate with the right
quality and quantity of qubits but also the right architectures
to support these substrate with instructions. Finally, logical
qubits needs to interact with other logical qubits, and will also
need auxiliary structures such as T-factory to enable practical
large-scale fault-tolerant quantum computing. This is a goal
that will require collaboration with people across the stack,
from devices, to information theory, to computer systems,
and to algorithms and applications.

S. TIMELINESS AND MATURITY

The landscape of QEC is evolving rapidly with the in-
troduction of newer QEC codes (such as QLPDC, floquet
codes), a better understanding of newer fault modes (such
as leakage, correlated errors), newer approaches to decod-
ing (such as hardware-based, approximate techniques), and
rapidly improving system sizes (now in the regime of up-
to few hundreds of qubits). As QEC is essential to realize
the true potential of quantum computers, there is increasing
interest in studying QEC codes and real-time decoding. In
recent years, several preliminary QEC experiments involving
surface codes and subsystem codes have been successfully
demonstrated.
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Topic: models, applications, algorithms, and codesign and integration

Quantum algorithms research has seen remarkable progress in recent years, fueled by advances
in quantum computing (QC) hardware and a growing understanding of the unique properties and ca-
pabilities of quantum systems. However, we believe that quantum physics, especially entanglement,
must be incorporated into the practice of algorithmic design in order to achieve a guaranteed quan-
tum advantage. Entanglement is a fundamental quantum property, and we have yet to understand
the full potential that it can bring into the context of information processing and algorithmic design.
Nonetheless, entanglement is fundamentally hard to understand, and its analysis gives rise to chal-
lenging mathematical problems. To this end, exploring mathematical models can unlock the potential
of QC and spur new approaches to developing quantum algorithms that enable the advancement of
DOE science applications. In this position paper, we advocate for nonlocal game (NLG) theory
research. It is a promising opportunity to use mathematical models to understand and harness
the potential of entanglement in developing quantum algorithms with a provable advantage for
fundamental applications such as optimization and machine learning.

TOPIC OVERVIEW — The theory of NLGs bridges quantum algorithmic and mathematical
research yielding robust tests for a quantum advantage that translates to practical use. NLGs are
mathematical models of a game with two or more players cooperating to achieve the best possible
outcome without directly communicating with each other. Players receive questions from an external
source (a referee) and must provide answers based on their knowledge. A quantum strategy is one
in which the players share an entangled quantum state, thus correlating their actions. Otherwise, the
strategy is classical. The ‘value of the game’ is the maximum success probability achievable by the
players over a given strategy. Quantum advantage arises when the game value using a quantum strat-
egy is larger than any classical strategy. Ideally, this would incorporate the fundamental properties
of quantum information while adhering to the architectural decisions that bound system performance
in practical applications. These applications include but are not limited to hidden linear functions
(HLFs), graph state sampling (GSS), quantum networks, and hardware benchmarks.

There has been an increasing trend of interest in NLGs. In 2018, Bravyi et al.* showed that quan-
tum advantage is achieved when solving the HLF problem by running parallel quantum algorithms in
constant time due to quantum nonlocality. This result spawned the development of NLGs® to show a
quantum advantage in solving the HLF problem using cluster states. Hasegawa and LeGall adapted
NLGs to tackle the GSS problem, using expander graphs to handle corruption issues '°. It was also
shown around the same time that NLGs can provide an excellent benchmarking tool:!4. Bravyi et
al.’s results were then strengthened to be applicable in different classes ">8. Furthermore, the quan-
tum advantage is valid under circuit corruption in this setting®°. Recently, NLGs were used to prove
a remarkable result— the equivalence of two complexity classes which has astonishing consequences
for operator algebra theory by resolving a long-standing conjecture '2.

CHALLENGES — We identify three challenges in designing quantum algorithms based on
NLGs: 1) identifying algorithms with a provable quantum advantage, 2) establishing proof that this
advantage is not susceptible to dequantization, and 3) that these algorithms are useful in practice.

*delgadoa@ornl.gov



The first challenge is understanding the limits of quantum algorithms and the conditions under which
they offer advantages over classical approaches. This remains an active area of research, including
the algorithms’ computational complexity and investigating the consequences of noise and decoher-
ence in practical implementations. In addition, understanding how to incorporate and maximize the
potential of entanglement in information processing and algorithmic design is still an open question.
Symmetry is another property that has been incorporated into quantum algorithm design, but its full
utility has yet to be completely established. Expanding the NLG formalism to more general problem
structures '* may further illuminate symmetry’s role in quantum search algorithms'!. The second
challenge is that the quantum advantage frontier is pushed further by efforts at dequantization, first
exhibited in the case of recommendation systems'>— and then extended to solutions of low-rank
linear systems?, to devise quantum-inspired algorithms with similar performance to their quantum
counterparts. The third challenge is finding problems that have a quantum advantage and are robust
against noise and dequantization and relating them to useful problems. For example, a perfect game
strategy has been established to be undecidable for specific game strategies and algorithms without
practical use 2.

OPPORTUNITY — NLGs provide an excellent example of tasks that benefit from manipulating
quantum resources and have applications across many fields of study that intersect with quantum
information science, including cryptography, computer science, and other mathematical areas. In
addition, NLGs are a powerful way (in terms of separation of classes) to demonstrate a quantum
advantage that, in some instances, is robust to dequantization. Finally, the states underlying NLGs,
and particularly highly-entangled states, have known connections to error-correcting codes, which
may connect to interesting algorithmic algebraic problems found in scientific computing.

ASSESSMENT — The long-term success metric is the development of solid mathematical proof
or results that indicate a family of NLGs with a noise-robust quantum advantage that is impervious
to dequantization and can have practical applications in areas of relevance to the DOE. Near-term
success focuses on benchmarking or connecting predicted performance under corrupting noise*!°
to hardware performance. A longer-term assessment would include incorporating the measures of
GSS ! or HLF? into real-world problems. For perspective, the GSS problem generalizes the HLF
problem. Instead of searching for a specific bitstring in a graph represented as a 2D grid, the GSS
problem considers finding arbitrary bitstrings on expander graphs. The HLF and GSS problems can
have applications for quantum searches executed over graphs.

TIMELINES OR MATURITY — NLGs have been played on near-term hardware, and we
expect current limitations to be resolved as hardware capabilities advance and mid-circuit and condi-
tional measurements become available. Bridging the mathematical theory of NLGs and the design of
practical quantum algorithms presents an excellent opportunity for co-design and collaboration be-
tween existing DOE quantum testbeds and researchers in quantum computer science and algorithms.
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Tailoring Quantum Error Correction Codes to Sparse Hardware: Compiler
and Software Innovations

Topic: Quantum Compiler, Quantum Error Correction.
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Challenge: Quantum error correction (QEC) serves as the fundamental component of fault-
tolerant quantum computation; however, there often exists a structural mismatch between
QEC codes and the underlying hardware. For instance, the surface code[1] necessitates a
2D-lattice qubit structure, with each qubit coupled to four neighbors. Unfortunately, many
cutting-edge quantum processors, such as IBM’s heavy-hexagon-architecture chip[2] and
Rigetti’s octagonal-architecture device[3], do not readily support such an architecture.

On one hand, compiling a general quantum circuit onto a sparse quantum device has been
well studied [4, 5] in recent years. However, general quantum compilers are not suitable for
compiling QEC codes. Firstly, they don’t distinguish data qubits from other qubits. They
may move data qubits frequently, invalidating logical operations designed for a fixed data
qubit layout [1]. Secondly, the SWAP gates they use to overcome the connectivity issue
make the compiled measurement circuits too error-prone for practical error correction.
Finally, they do not account for the constraints on the syndrome measurement circuits [1],
e.g., the order of CNOT gates between syndrome qubits and data qubits.

On the other hand, certain manual efforts have been undertaken to investigate the inte-
gration of quantum error correction (QEC) codes and hardware accelerators, such as the
manual assignment of data qubits to these accelerators[6]. While this approach is manage-
able on a small scale, it becomes increasingly untenable to manually devise code mapping
protocols as code sizes and hardware platform complexities expand. Furthermore, due to
the common presence of hardware imperfections and variations in the fabrication and
execution processes, designing and deploying quantum error correction codes necessitates
increasingly specialized skills and expertise.

Opportunity: Our research group has developed a QEC compiler framework [7] that can
generalize surface codes to any sparse superconducting hardware, without the need for a
2-D lattice hardware topology. To the best of our knowledge, this work is the first attempt
that formalizes the surface code synthesis problem. In particular, we identify three key
challenges of the surface code synthesis: data qubit allocation, bridge tree construction,
and stabilizer measurement schedule. The proposed framework is the first automated
solution to the surface code synthesis problem, as far as we know. We also show that
the surface code synthesized by our framework can achieve comparable or even better
error correction capability than manually designed QEC codes. This preliminary study is
specifically designed for the surface code.

This preliminary study is specifically designed for the surface code. To address the chal-
lenge of general QEC code to hardware mapping, we suggest two research opportunities
that could potentially build upon each other. First, we may leverage MaxSAT to model
the constraints in the mapping process and generate an optimal mapping for the given
QEC code and hardware platform. This approach allows us to capture the complexity
of the mapping problem and provide an optimal solution while taking into account the
unique constraints of each hardware platform. However, this approach may become com-
putationally intractable for larger QEC codes and hardware systems. To overcome this
limitation, we further suggest to develop a machine learning-based approach that leverages
the insights and knowledge gained from the MaxSAT approach to create a more scalable
and modular solution. By combining the two approaches, we can provide a robust and
efficient solution for QEC code to hardware mapping for current and future quantum
computing systems.

Assessment: A crucial metric for evaluating potential solutions for compiling QEC codes
is the required quantum resources, particularly the number of physical qubits needed to
compose two logical qubits while achieving a logical error rate between 10~° and 10~° with



QEC protection. Detailed success metrics may include improvements in error rates, qubit
usage, and overall quantum resource requirements. Estimates or projections of required
quantum resources should consider the complexity of the target hardware, QEC code size
and type, and expected error rates while remaining flexible to accommodate emerging and
evolving hardware architectures. The performance of both the MaxSAT-based compiler
and the ML-based compiler will also be evaluated on various benchmark QEC codes and
hardware platforms to demonstrate their effectiveness and efficiency.

Timeliness or maturity: This research topic is timely and steadily maturing. On the
hardware side, quantum technology has made remarkable progress over the past decade,
culminating in the first demonstration of quantum supremacy in 2020 [8]. Recent hardware
advancements include significant improvements in physical error rates, single-qubit ad-
dressability, and manufacturing scalability. On the QEC code side, groundbreaking work by
Google [9] and Yale’s team [10] has achieved two critical milestones in quantum computing:
enhanced QEC power with more physical qubits, and the development of a QEC-protected
logic qubit that outperforms even the best isolated physical qubit.

However, the race is far from over. We envision the next milestone in the race is to
construct a quantum system with at least two logical qubits and to reach a logic error

rate ranging from 107 to 10~? with QEC protection. This milestone is essential because

practical applications like integer factoring would require 10° to 10° gates to outperform
classical computing. Success in this area would lead to increased confidence in the long-
term viability and practicality of quantum computing.
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Quantum computing for modeling of classical systems
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Quantum computing is considered to be a promising way to speedup simulations of quantum
systems. Can it also help solve classical-physics problems? Recent studies indicate that this may be
feasible, but many challenges remain, and addressing them requires more than toy-problem solving
with ad hoc tricks. Instead, theory’s focus should be shifted to generic methods and practicality.

Topic: applications, algorithms

Challenge: One of the important potential applications
of quantum computing (QC) is modeling of physical sys-
tems. Typically considered as candidates for such mod-
eling are quantum N-body systems with N > 1, which
have notoriously large configuration spaces and are im-
possible to simulate on classical computers from first
principles. However, modeling of classical physics could
also benefit from QC for the same reasons. This is espe-
cially the case for multi-scale dynamics (e.g., fluid tur-
bulence) or dynamics of macroscopically many free par-
ticles whose individual motions need to be resolved (e.g.,
in plasma problems). High-fidelity simulations of such
dynamics are critical for various practical applications
(e.g., nuclear fusion) but, even with modern supercom-
puters, remain limited to specific regimes or involve se-
vere approximations for the lack of better options. Thus,
figuring out how to model classical systems on quantum
computers is an important problem to solve.

However, practical classical problems can be extremely
challenging to map on (gate-based) quantum computers,
which are naturally suited to perform only linear unitary
operations. The specific reasons are as follows:

e (lassical problems of interest are usually nonlinear.

e The rare classical problems that are of interest and
linear are typically non-conservative and therefore
cannot be solved using straightforward QC tech-
niques such as Hamiltonian simulations.

e The rare classical problems that are of interest, lin-
ear, and conservative often have non-sparse Hamil-
tonians. They are difficult to implement in quan-
tum circuits and lack simple properties that would
allow for particularly efficient quantum algorithms.

Opportunity and assessment: Figuring out how to
deal with the issues listed above is a research opportunity
that is yet to be seized. We explored it, preliminarily, in
[1-3] (see also the recent review [4]), and our assessment
of the current challenges is as follows.
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Hamiltonian simulations. — Let us start with Hamil-
tonian simulations, which can be used, for example, for
modeling linear waves in collisionless plasmas [1, 2, 5].
In this case, one needs to find a system representation
in which system’s state vector ¢ (e.g., rescaled electro-
magnetic field) is governed by the Schrédinger equation
i0y¢p = H1 with Hermitian H. Then, one needs to en-
code the initial state 1y and the Hamiltonian H as an
oracle, develop a circuit approximating the unitary prop-
agator U; = exp(—iHt) (assuming that I is independent
of time t) to calculate ¥(t) = Usho, and eventually per-
form measurements. None of these steps are trivial.

In particular, encoding of a classical Hamiltonian
(which is typically non-unitary) with a unitary circuit
requires sophisticated techniques such as the block en-
coding [6]. Notably, efficient construction of the corre-
sponding oracles cannot be guaranteed, especially con-
sidering that a classical H can be non-sparse [1, 5] and
usually is not a direct product of Pauli matrices, unlike
typical Hamiltonians in quantum mechanics. In simple
problems, the corresponding oracles can be constructed
manually ad hoc and exponential quantum speedup can
be achieved [2]. However, machine-learning-based algo-
rithms will likely be necessary to perform the encoding
of Hamiltonians for large-scale simulations in the future.

Encoding of U, for a given H is not trivial either. Sim-
ple trotterization [7] is non-optimal, because a classical
H is not efficiently represented through Pauli matrices.
(A brute-force decomposition of such H into Pauli gates
generally makes the circuit depth scale as a polynomial
of the matrix size.) Instead, the so-called quantum signal
processing (QSP) method was proposed, which involves
qubitization, i.e., constructing U; out of H via a sequence
of rotations [8, 9]. However, implementation of the com-
plex QSP circuits might require availability of elementary
gates controlled by multiple qubits. (Having other cus-
tomized gates may also help [10].) Otherwise, emulation
of such gates with simpler gates will be necessary, which
will increase the circuit size polynomially with the num-
ber of controlled nodes [11].

Non-Hermitian Hamiltonians, matriz inversion. — To
deal with non-Hermitian Hamiltonians in linear prob-
lems, one can replace the initial-value problem with a
boundary-value problem of the form A = b, where the
matrix A and the vector b are given and 1 is the vec-
tor that needs to be found. Problems like these emerge,
for example, in modeling plasma heating with linear ra-



diofrequency waves launched by external antennas [3]. In
such applications, the matrix A is typically non-unitary,
so, again, block encoding is necessary to represent it with
a unitary circuit, and similar concerns as for Hamiltonian
simulations apply. The matrix proportional to A~! can
be calculated using various methods. As of now, par-
ticularly promising is the state-of-the-art method called
quantum singular value transformation (QSVT) [12, 13],
which is a generalization of the QSP for non-Hermitian
matrices. However, interesting classical problems are
usually ill-conditioned, which significantly reduces the
QSVT efficiency [3]. Also, the rotation angles neces-
sary for the construction of QSVT circuits must be pre-
calculated classically, and how to do this for large-scale
ill-conditioned problems remains to be understood. Such
application will likely require preconditioners [14] that
will reduce the condition number of A while remaining
simple enough to be block-encoded.

Initial-value problems with non-Hermitian Hamiltoni-
ans may be solvable too, specifically, using non-unitary
gates [15] or the imaginary-time algorithm [16]. However,
the latter requires tomography of quantum states, which
significantly reduces the quantum speedup, and overall,
these possibilities remain to be explored.

Nonlinear problems. — Nonlinear problems, which
are most interesting for classical applications, cannot be
solved on a quantum computer directly. Various ways
have been proposed to deal with this nuisance, and most
of them involve embedding of nonlinear systems into lin-
ear ones, either through quantization or other methods;
see, e.g., [1, 17-20]. (Another possible approach is hybrid
quantum-classical algorithms [21].) This significantly in-
creases the system dimension and may completely pre-
clude a quantum speedup. Hence the question: how can
one truncate linear embeddings efficiently such that the
system dimension would remain manageable?

Some embeddings can be efficient for toy models yet in-
applicable for simulating of anything interesting [22]. For

example, the well-known Carleman embedding is useful
only when nonlinearity is weaker than dissipation; e.g.,
in fluid dynamics, the Reynolds number must be suffi-
ciently small [20]. One alternative that seems promising
is the so-called Koopman—von Neumann approach [1, 17],
where the nonlinear evolution of a system is described in
terms of the linear evolution of the corresponding proba-
bility distribution in phase space. Compared to the Car-
leman embedding, this approach is more robust, albeit
also more demanding computationally. In any case, to
our knowledge, no nonlinear classical dynamics beyond
toy models has been simulated with any quantum algo-
rithm so far. Thus, the jury is still out on how such
simulations will be carried out in the future.
Timeliness: Recent studies indicate that modeling of
classical systems may be an area where QC can make
a difference, in terms of both physics and practical ap-
plications. However, this is also an area where toy prob-
lems are irrelevant; they can be solved already on existing
computers and therefore do not require QC. For QC to
become a useful and functional tool for classical physics
(plasma physics, hydrodynamics), focus should be made
on systematic theory, generic methods, and practicality
rather than ad hoc tricks and theorem proving for algo-
rithms that will never be applicable to nontrivial prob-
lems. So far, little attention has been paid to this subject
by the QC community, as also seen from the laundry list
of the outstanding issues discussed above. One can con-
sider this as a sign that quantum simulations of classical
systems will never be practical. Or the conclusion can be
that the field is full of ripe opportunities for those who
are up to the challenge. Which way is it going to be?

This paper is based on the research conducted un-
der the Laboratory Directed Research and Development
(LDRD) Program at Princeton Plasma Physics Labora-
tory, a national laboratory operated by Princeton Uni-
versity for the U.S. Department of Energy under Prime
Contract No. DE-AC02-09CH11466.
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Topic: Distributed quantum computing and quantum networks
Challenge

Quantum computing and networking have not yet met each other. Although now quantum computers
have entered industry, their remote connections are still classical due to the lack of efficient conversion
interface between local computing qubits and flying photonic qubits. On the other side, experimental studies
of quantum networks mainly focus on entanglement distribution and security communication, with little in
networking remote quantum computers.

Why do we need distributed quantum computing and networking multiple quantum processors? It is
because the size of a local quantum computer is always limited by physical constrains. An ideal quantum
computer of N>300 qubits is powerful because its 2N dimensional Hilbert space cannot be sorted even by
using up all atoms in the universe as classical bits. However, in a real quantum computer, there is a
limitation of how many qubits can be directly interacted. The computational parallelism and power of a
guantum computer is determined by the dimension of its qubits Hilbert space which can be simultaneously
addressed (through single qubit operations and measurements) and parallelly controlled (through control
gate operations). For example, for a quantum computer with N qubits, if a control gate operation cannot be
performed between any two arbitrary qubits, its computing power is < 2N. Therefore, number of qubits in
a quantum computer is not a “precise” measure of power, though it has been commonly used to catch public
eyeballs. For a superconductor quantum computer, its real computing power is always much lower than the
claimed because a superconductor qubit can only interact with its nearby qubits and connecting two distant
qubits must go through many sequential gate operations. For this reason, although IBM has built a 433-
qubit processor called Osprey in 2022 and plans to build a 1121-qubit device by 2023 [1], they are all still
far away from beneficial commercialization. ColdQuanta, the leading neutral atom quantum computer
company, is targeting a 1,000-qubit quantum computer called Hilbert in 2024, but its qubit interaction
connectivity is only at 4:1 [2]. Trapped-ion-based quantum computers [3] have a similar challenge.

Connecting two N-qubit remote quantum computers classically, the dimension of their combined
Hilbert space is only 2x2N=2M*D_If two N-qubit quantum computers are fully connected though quantum
links, the dimension of their combined Hilbert space could reach 2N which is much more powerful than
two independent quantum computers. To network two remote quantum computers with photonic links to
extend their joint Hilbert space beyond the classical connection requires efficient conversion between local
computing qubits and flying photonic qubits. However, there has been no such modules for existing
guantum computing platforms. This is due to the fact that a qubit based on a single atom or ion (or artificial
atom such as superconducting circuit or quantum dot) has a very small cross section (~A2) to interact with
a single photon. One may argue to increase the coupling by loading atomic qubits into a high fineness cavity,
which is possible for one qubit, but it is impossible to load more than 100 single-atom qubits without losing
their independency because a single-mode cavity photon would interact with all qubits simultaneously.

Another problem of the existing quantum computing platforms is their decoherence time which limits
circuit depth or computation steps. Decoherence reduces a pure guantum state to a mixed state and the
guantum computing must stop to the end of the decoherence time.

On the contrary, photons are well decoupled from the background, travel at the highest speed in the
universe and can be precisely controlled in picosecond time resolution. Recently, photonic systems have
demonstrated power in solving intractable problems like Boson sampling [4], but face challenges for
practically scalable universal quantum computing solutions because it is extremely difficult for a single
photon to control another deterministically. Though manipulating photonic single qubit is straightforward
with linear optics [5], the path towards universal quantum computer faces a great challenge due to lack of
efficient optical nonlinearity at a single-photon level. The widely used scheme with linear optics, making
use of probabilistic measurement induced effective “nonlinearity”, is practically not efficient for large scale
implementation because it requires enormous amount of ancilla photons and computational time [6].




Opportunity with matter-photon hybrid modules

Matter-photon hybrid modules may provide an opportunity to overcome the above challenges, meeting
the following two requirements: 1) a high conversion efficiency between a local matter qubit and a photonic
qubit; and 2) two-qubit controlled gate operation with high fidelity. Many such hybrid modules can be
scaled up to build a distributed quantum computer whose components are remotely located. In this
distributed quantum computer, single-qubit operations are performed with photons through linear optics,
and inter-qubit gate operations are performed with local matter qubits. The matter-photon hybrid modules
are the key to realize such a scalable and extendable distributed quantum computer. This is a new concept
to the existing quantum computing platforms.

Beside for building distributed quantum computers, the above matter-photon hybrid modules can also
be employed to connect remote quantum computers for distributed quantum computing.

This new distributed quantum computing scheme based on matter-photon hybrid modules also naturally
solve the second problem of decoherence time in the existing platforms. In our envisioned scheme, all single
qubit operations are performed on photonic qubits with linear optics which do not introduce decoherence.
The only problem is loss, but unlike the decoherence in the existing quantum computing platforms that
reduces pure quantum states into mixed states, the loss removes photons out of their computational basis.
As a result, the photon loss reduces measurement efficiency (or probability), but does not affect qubit state
fidelity. This is fundamentally different from the existing quantum computing platforms. For two-qubit
control gate operations, we convert photonic qubits into two local matter qubits which require only enough
time to perform one control gate operation. As a result, the matter qubit decoherence time does not affect
the overall quantum computation steps. Therefore, in the matter-photon hybrid scheme the computation
time is only limited by the photon loss, but not by the matter qubit lifetime or decoherence time.
Assessment

To realize the above proposed matter-photon hybrid modules are not obvious, because their two
requirements may not be easily met simultaneously. Although single atoms (or ions, or superconducting
qubits) have been demonstrated for realizing controlled gates with high fidelity, the conversion efficiency
between these computing qubits and single photons is very low. Recently atomic-ensemble-based qubits
have been proposed to overcome this problem [7], but technical challenges may remain foreseen.

The performance assessment of such matter-photon hybrid modules is based on how well these two
requirements can be simultaneously met: conversion efficiency and gate fidelity. The conversion efficiency
of the hybrid module determines the computation steps or network depth. The gate fidelity affects its error
tolerance. The power of distributed quantum computing is assessed by the dimension of its Hilbert space.
Timeliness or maturity

Distributed quantum computing based on matter-photon hybrid modules requires long-term
investments, as it provides a physical layer backbone to support both quantum computing and quantum
networks — quantum internet. There are new research challenges need to be addressed, from fundamental
physics, advanced quantum control technologies, to algorithms and error correction.

References:

[1] J. M. Chow, Quantum intranet, IET Quantum Communication 2, 26-27, (2021).

[2] https://coldguanta.com/core-technology/hilbert/

[3] https://iong.com

[4] H. -S. Zhong et. al., Quantum computational advantage using photons, Science 370, 1460 (2020).

[5] S. Barz, Quantum computing with photons: introduction to the circuit model, the one-way quantum
computer, and the fundamental principles of photonic experiments, J. Phys. B: At. Mol. Opt. Phys. 48,
083001 (2015).

[6] P. Kok, W.J. Munro, K. Nemoto, T. C. Ralph, J. P. Dowling, and G. J. Milburn, Linear optical quantum
computing with photonic qubits, Rev. Mod. Phys. 79, 135 (2007).

[7] E. Oh, X. Lai, J. Wen, and S. Du, “Distributed quantum computing with photons and atomic
memories,” Adv. Quantum Technol. 2300007 (2023).




Quantum Computing and Networking for Energy Applications

Hari P. Paudel,*® Scott E. Crawford,* Yueh-Lin Lee,*® Dominic Alfonso,® Manh Tien Nguyen,?
Benjamin Avramidis,® Kenneth D. Jordan,*¢ Darren Mollot,* Yuhua Duan®
& National Energy Technology Laboratory, United States Department of Energy, Pittsburgh, PA 15236, USA
® NETL Support Contractor, 626 Cochrans Mill Road, Pittsburgh, PA 15236-0940, USA
¢ Department of Chemistry, University of Pittsburgh, Pittsburgh, PA 15219, USA
d Artificial Intelligence and Special Projects, Fossil Energy and Carbon Management Office, United States Department
of Energy, Washington, DC 20585, USA
* yuhua.duan@netl.doe.gov
Topic: Applications: New kinds of DOE science applications informed by quantum capacities
Assessment of realistic quantum advantages
Tools for application performance modeling and estimating
Application-inspired benchmarks and curated libraries of instances
Computing and programming models: Models for hybrid quantum and classical computing
Algorithms: Hybrid quantum and classical algorithms
Challenge: While quantum computing is considered as a paradigm shift in our basic understanding of
physical computation, effective implementation of quantum computing in energy applications also depends
on progress and development in the dimensions of both quantum computing hardware and quantum
computing algorithms. From the perspectives of quantum computing hardware, the availability of the
number of qubits and the noise level of the qubits should be weighed, whereas from the perspective of
guantum computing algorithms, error tolerance capability in the algorithm and gain of speed-up relative to
classical computing should be considered. In addition, current quantum processing devices and quantum
computing algorithms may also require pre- and post-processing by classical computers for its basic
operation within realistic architecture. A gap exists between the capabilities of current quantum information
science (QIS) stakeholders and energy sector needs. Quantum networking is another rapidly growing
direction of QIS. For safe and secure utilization of energy, a number of challenges exist where quantum
networking could find opportunities to deliver improved and environmentally friendly technologies. An
emerging area of quantum networking research is the application of computational techniques for quantum
networking algorithm and protocol discovery for enhanced QIS performance. Performances of quantum
network scenarios can be evaluated through quantum network simulations to address possible
implementation challenges in scaling up quantum networks (such as bottlenecks or the dynamics of the
network interacting with systems that consist of sending and receiving circuits). Further challenges exist to
seamlessly interconnect quantum sensing device with quantum networks for secure transmission of data
thru quantum communication channels and finally analyze transmitted data using quantum computing.
Opportunity: Fossil energy remains a major component of the global energy portfolio. Improving and
enhancing the performance of existing technologies and equipment is necessary to circumvent the growing
challenges of both developing sufficient supplies of energy to meet consumer needs while reducing
greenhouse gas emission. Quantum computation is expected to overcome some of the specific near- to
intermediate-term challenges related to fossil energy by leveraging (i) quantum many body computation of
material properties to an unprecedented level of accuracy at a lower cost, (ii) a better understating of
downstream, midstream and upstream fluid flows, and (iii) quantum-enhanced machine learning and
artificial intelligence for (a) developing optimum materials for carbon capture technology that outperform
existing materials, and (b) studying deep geological data for oil, gas, and mineral explorations. Meanwhile,
guantum networking simulations for energy-related applications might be deployed in the design phase to
evaluate the merits of various quantum network protocols and architectures, or for assessing real-time
performances and troubleshooting of the built network. Quantum networking and communication protocols
will play a significant role in the energy sector: innovations such as deployment of electric vehicle charging
stations, development of smart grids, and expansion of microgrids will require sophisticated sensor
networks to record data for optimized efficiency, which creates new vulnerabilities for cyberattacks and
other disruptions. Quantum protocols such as quantum key distribution (QKD) will be essential for ensuring



secure collection and transmission of data while protecting consumer privacy and avoiding disruptions to
the energy supply from outside attacks. Similarly, nuclear plants would benefit greatly from quantum
communication protocols both in external networking/data exchange and securing communication and
sensor readouts from remote sensors throughout the plant. Satellite monitoring of greenhouse gas emission
and/or gas leaks also relies upon sophisticated sensor networks that must be secured, an area that will benefit
from ground-to-satellite QKD development. Continued demonstrations of quantum communication in
harsh environments and the development of mobile quantum networks will be invaluable for the creation
of market-ready quantum solutions for the energy sector.

Assessment: Quantum computers have already been used to model chemical reactions, and as this
technology continues to develop it will have transformative implications for material design and discovery.
The ability to model large systems and rapidly screen material properties will significantly benefit the
energy sector, where materials are continually being sought to improve greenhouse gas capture, catalyze
new reactions, and selectively detect analytes of interest in harsh conditions. Significant work is needed to
improve the performance of existing quantum computer designs while lowering production and operating
costs and increasing accessibility. The developments of quantum networking simulations, like what has
been done for the classical internet, will be further enhanced as the quantum technologies get maturity.
This enhancement will enable more contributors to develop open-
source simulation platforms. Finally, the continued maturation and
commercialization of quantum technologies will naturally
accelerate innovation and advancement in the field.

Timeliness or maturity: The energy sector will likely be among
the first beneficiaries of the impending “quantum revolution,” as
emerging QIS enhanced technologies may be applied to ensure the
safe, secure, and efficient use of energy resources. Quantum
chemistry is expected to be one of the early areas that can benefit
from quantum computing. Quantum networking may have the
most benefits for the energy sector in the short term, given
its relative maturity and the number of commercial players
in the market. The ever-increasing amount of data that must
be collected and disseminated within the energy sector
creates the potential for vulnerability to hackers and other |
outside attacks, necessitating secure networks and Qo | e | i
communication protocols. In the longer term, networks of é}: [
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test and validate new quantum technologies on an actual [l el Lo
guantum network, a crucial step for advancement.
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Integrating Application, Model, Algorithm, Compilation, and Error Correction
Quantum Chasms With QASM Type Theory
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Challenge— Efficiently and correctly programming a quantum computer is difficult in part because, by connecting
high-level algorithmic constructs with a physical-level hardware realization, a complete quantum computation traverses
wide chasms between vastly different hierarchical computational scales. As the technical machinery to express even a
simple quantum computation across all scales is lacking, we propose type theory as a central ingredient in efficient and
correct quantum programs. Different relevant (as well as marginal and irrelevant) types, associated with instructions
operating upon them, should come into focus as one re-scales along the physical- to algorithmic-levels in such a
consistent hierarchical type theory. Likewise, an understanding all hierarchical levels and their properties is required
for a true end-to-end compiler.

For any type to be useful a working standard operating library is also required. Standard libraries defining arithmetic
operations acting on quantum types (qint, gfloat, and qetc defined later), as well as time-evolution protocols, and
standard oracular gadgetry are required to construct high-level programs. Some type properties are transferable across
levels, while others are not. To unify this, a core representation must exist which expresses salient attributes at each
hierarchical level. While some software has been dedicated to investigating this interplay of types and data-structures
[1, 2], more are needed to deliver complete type theory which is fully operational and correct (whether by proof or
by unit-test). While library constructions will require great efforts, standardizing types will dramatically reduce the
effort to maintain codes as well to develop a myriad of new languages, compilers, and programs.

Opportunity— To highlight and organize type theory’s implications across the spectrum we add a new attribute
to quantum types. That is, define a color quantum attribute number p € {r, g,b} denoting the quantum computing
types’ and instructions’ levels within the physical-to-algorithmic computational hierarchy. The largest-scale, so called
infrared-red (IR), scale logical operational modalities are red (r), error correction coarse-grains through the interme-
diary green (g) spectrum, and the microscopic physical-length-scale noisy ultra-violet (UV) types and instructions
are designated blue (b). Analog (sometimes called noisy intermediate scale quantum) experiments reside in a limited
near-term computational modality where this color hierarchy collapses (u = r = g = b) which indicates that the types
and instruction sets used across the hardware and the logical levels are identical. As error correction first emerges
there will be, for the first time, a distinction between the physical and logical types. As outlined below, we argue that
realizing universal quantum computations will be composed of types and compilers throughout the spectrum.

Assessment— At the different layers of a quantum computation:

(r) Science Oriented Languages— From a domain scientist’s perspective high-level quantum type theory is the
crucial tool to formulate, compile, and compute specific problems of interest. The working domain scientist already
implicitly has a good grasp of quantum types since they previously utilized classical instantiating (and approximations)
of fundamental quantum types in modeling physical phenomena. Here one utilized the familiar and expressive classical
types (bits, bytes, ints, floats, chars, classes, etc) defined within the context of a given programming language to models
properties of, for example, quantum fields.

Already at this level, a need for fundamental quantum types for expressive and operational purposes emerges.
Fundamental quantum computing types should include qubit, fermion, qumode, ancilla, interferometer, (weak) mea-
surement, and classical groups (and eventually beyond). Such quantum types are needed to both express generic as
well as design optimal quantum algorithms. In a Feynman-like approach, simulating fermions with a fermionic quan-
tum computer [3] (equipped with type f,) is the most straightforward path for the high-level chemist. However due
to the difficulties of simulating fermions, as well as the needs for other types, one often begins with other types such
as qr, by, a, for qubit (represented by Pauli-algebra), boson (canonical commutation relations), and anyon (defined
by the parent quantum field theory’s topological datum [4, 5]) respectively.

(9) Error Correction— Along with lowering the noise floor, error correction is the substrate mapping, distributing,
and enabling a manifestly digitized quantum communication and computation. The latter component is of special
interest because it maps types and instructions between the bare and encoded layers. For example, superconducting
and atomic qubits have both been used to mimic small scale quantum error correcting codes. Hence we have a first
example of two experiments which are fundamentally distinct at the p = b physical-level but are logically equivalent
in operation (up to error rates) using the encoded ¢ logical types. Note that within this framework, many logical
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concatenations could abstractly be encapsulated at the emergent p = g level. For example, one may envision first
using a [[n, k,d]] encoding, mapping the n physical to the k logical qubits g5 — ¢4,. We could further concatenate
codes to re-encode qubits, with e.g., a [[n’ = k,k’,d']] encoding: ¢4, — qg,. By defining a code with manifestly
fermionic characteristics (other characteristics would accompany other types of emergent fields) we alternatively have
an encoding map: ¢4, — fg, [6]. One can continue in this fashion further encoding the fermions into a higher type
fga = qqgs, Or alternatively as might be the case for chemistry applications, just accept this type as sufficiently encoded
to be regarded, and compiled to, as a high-level logical type: f,, = f,. Just like at the logical level, standard libraries
are required for error correction.

(b) Microscopic Device Description— At the UV, physical length scale, a device implements “digital’—i.e. pre-
specified and hopefully well characterized analog instructions—dynamics to realize (quasi-)isolated Schrodinger-
equation dynamics on a qubit’s physical Hilbert space. These physical operations form the basis of either error
correcting instructions or analog operations. Perhaps due to the emergence of superconducting[7, 8], atomic[9], and
photonic qubits [10] (defining discrete qudit or continuous variable gumode types) a large amount of recent attention
has been dedicated to formalizing qubit types which are various instances of ¢,. Similar to how a qubit type is im-
plicitly and then later explicitly defined by their SU(2) operations and generating local Pauli algebra, a qumode type
with certain instruction sets (linear optics and two-mode squeezers) could also concisely and formally be defined with
data structure being the group SU(1,1) [11]. Other types can and should also be defined by a succinct mathematical
representation. For example, qubits are defined by space and time coordinates as well as algebraic computational
operations. Here, at the level of SU(2), the Euler, ZYZ Cartan, and Us decompositions are all synonymous (although
they may be generalized in different ways). In addition, there is a further need to generically use the fundamental
types as units building compound quantum types such as a qreg (a qubit array).

Timeliness and maturity— Using the color type attribute we can now organize and connect programs along a
common (color) axis. For example, the popular pythonic framework Qiskit compiles a user’s programs, with types at
this bottom b-level, into a json dictionary containing a valid OpenQASM2.0 [7] compiled program. OpenQASM3.0
[12] tentatively makes a step towards our definition by separating along coherent (purely quantum types) and longer,
incoherent, timescales (with low-level classical types). Such considerations are required to understand the b level and
its interactions with g and r. The quantum intermediate representation (QIR), and prior works, have introduced
initial LLVM compatible quantum compiler tool chains [13, 14]. However the current QIR lives close to the physical
layer and does not couple to the (r,g) degrees of freedom. As with all three levels, the compilation framework
should abide by principles of, or systematically reflect, linear logic and relevant properties of quantum information
(no cloning, reversibility for pure systems, or contractiveness of dissipative maps). In this way, proper type theory
aids facilitates the extermination quantum bugs from our programs [15]. Of course, this is in addition to type theory
defining, informing, and creating the structure to operationally translate quantum computations across scales.
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Challenge: There has been remarkable progress in both hardware and software for QCs based
on multiple models - quantum annealers (QA), gate-based digital QCs, measurement-based
photonic QCs, and analog quantum simulators (AQS). Quantum annealing a la DWave has
moved from questionable performance to demonstrable speedups over classical brute—force
optimization and classical simulated annealing. Similarly, analog quantum simulators (AQS)
have proliferated [1,2]. Quantum software is quite well developed individually for the gate-based
models, for quantum annealers, for measurement-based photonic quantum computers, and for
AQS. Building software stacks that can harness the benefits of each of these platforms,
interface between them in a distributed fashion, while also connecting to classical
supercomputers, is in its infancy. For such a distributed platform would require quantum
networking software to be developed that can model and control the hardware of the quantum
network aspects. Hence we identify two major challenges from a quantum software stack
perspective: (1) cross-platform and cross-model quantum computing software interfaced with
powerful classical computers, that can efficiently transpile and distribute parts of QC circuits that
are best suited for each respective hardware platform, and (2) quantum networking software —
to enable reliable modeling and control of the networking hardware (quantum repeaters, QuICs
[3] and components, i.e., source, detectors, etc.) — is less developed/ nonexistent.

Opportunity: We discuss the opportunities afforded by these challenges in two parts:

(1) The co-design of software alongside deep understanding of the underlying physics of the
hardware, and co-design of QC software stacks across not only across different qubit platforms
but across different QC models presents a great opportunity. However, this is a formidable
challenge to overcome due to the very different modes of operation of each QC mode: qubits vs
analog simulators vs quantum annealers. Such software would still be limited to small modular
quantum computing nodes.

(2) One common challenge between the leading platforms for quantum computing, when it
comes to further scaling up useful QCs, is the networking problem. While promising systems of
100s qubits have been demonstrated, they are far from the points where these computers
become useful. The path to a large number of qubits is either not clear or presents immense
challenges. It is therefore important that we also look at technologies that are natively scalable
when it comes to quantum networking and have the potential to become a distributed quantum
computing platform connecting modular QC nodes. Software for quantum networking is much
less developed than for quantum computing, where a number of open source alternatives exist.

An example is solid-state qubit based systems [3] such as NV centers, rare-earths [4], SiC
defects etc - being actively pursued in private (Amazon, Psiquantum, memQ, HRL etc.) as well
as academic research. In order to speed-up the development of these platforms, we need to
simultaneously develop accurate software device models to guide the design of physical
systems, and inform the required performance metrics of individual components and entire
systems. This is extremely important as even “deterministic’ quantum dot systems effectively
become probabilistic due to the inefficiencies introduced by coupling, loss and other
imperfections. Of equal importance is the development of protocols and techniques to address



hardware for mitigating qubit errors through optimized control sequences, keeping in mind
device/system parameters that are
achievable in the near term (~5 4
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Proposed Area

Level of abstraction

Timeliness or maturity: As mentioned before, software for quantum networking is much less
developed than for quantum computing, where many projects exist such as IBM Qiskit, Circ,
Amazon Braket, Pennylane to name a few on the algorithmic side; and QuTiP, QuantumOptics.jl
on the low-level physical hardware side. Both academic and industry research scientists are
poised to harness a mid-level quantum software stack that bridges the gap between the
high-level, generic software and low-level hardware-specific software packages as shown in
Figure 1. Since a majority of the codebase of existing QC software is open-source, the time is
ripe and sufficient maturity is available to build this mid-level software stack in a hierarchical
fashion. Quantum networking would be intimately connected with this co-designed
hardware-software stack, and hence such a mid-level modeling, simulation and control package
would directly feed into the development of a quantum networking software platform. Other
reasons for the timeliness of such developments are that an understanding of low-level physical
hardware technologies [4] has only matured in the last few years, and so has the ability to
reliably predict their behavior. This is essential for the hierarchical software platform that is
necessary for distributed QC and quantum networking. Quantum photonic technologies stand to
especially gain from this effort as they can be used both for measurement-based quantum
computation and are the preferred medium for quantum networking.
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Topic: applications, models, algorithms

Challenge:

Hamiltonian simulation is the key algorithmic building block of most quantum computing
applications. At its heart, Hamiltonian simulation solves the Schroedinger equation and
allows us to simulate dynamics of a physical system defined by a time-dependent or time-
independent Hamiltonian. In fact, simulating complicated many-body Hamiltonians was the
original use case for quantum computers as laid out by Richard Feynman in 1982 [1]. A
variety of algorithmic methods to implement Hamiltonian simulations have been developed
for the circuit model of quantum computing over the past decades including Trotterization,
Linear Combination of Unitaries (LCU), and Quantum Signal Processing (LCU). In total,
Hamiltonian simulation has seen by far the most effort in terms of algorithmic development
of any computational quantum method. Hamiltonian simulation is also the only algorithmic
problem — other than factoring, where quantum approaches are generally expected to be able
unquestionably obtain an exponential speed-up over their classical counterparts.

Envisioned use cases for Hamiltonian simulation include, to name only a select subset, (i)
studying superconductivity through the Fermi-Hubbard model [2], (ii) properties of
magnetism through spin chains [3], and (iii) scattering processes in quantum
chromodynamics [4]. All of these use cases seek to advance our fundamental understanding
of physics by simulating through time, in other words understanding the dynamics of the
underlying physics processes (or simplified models thereof). Most use cases assume that we
start in a standard reference point, which is usually the ground state of the Hamiltonian. They
key challenge, however, is that these ground states are unknown in most cases and certainly
for the three specific use cases mentioned. While some algorithms exist for preparing the
ground state on a gate-based quantum computer, they generally require either the prior
knowledge of a state with significant overlap with the ground state [5], or significant
quantum and classical computational resources to variationally discover the ground state [6].
However, there is a much more systematic and elegant method.

Opportunity:

Quantum annealing is a perfect candidate for finding ground states of a Hamiltonian.
Quantum annealers start in the known (and easily prepared) ground state of a simple
Hamiltonian and then slowly (ie adiabatically) phase in the target Hamiltonian resulting in
the quantum ground state [7]. Quantum computers built specifically for the purpose of
annealing are much simpler than general gate-based machines, and thus obtain ground states
much quicker and with greater accuracy. We propose that a ground state could be prepared
by a quantum annealer and then fed directly into a gate-level quantum computer. This would
require transferring a quantum state either through a direct physical connection from the



quantum annealer to the gate-based quantum computer, or potentially via a quantum
networking channel (without breaking the no-cloning theorem).

Assessment:

If successful, this approach would be a clear path towards a practical quantum advantage
for scientific applications. Daisy-chaining annealing to Hamiltonian simulation could show
at a stage before error-correction becomes dominant that analog quantum computing through
annealing and gate-level quantum devices could benefit from each other. Particularly, this
approach could also provide a challenge for quantum networking. Further exploring this
approach could seed new approaches to developing hybrid, or cross-platform and cross-
compute model quantum algorithms.

Timeliness or maturity:

NISQ devices (such as IBMQ devices or Quantinuums H-1) continue to improve their
quality, for instance in terms of quantum volume and other benchmarks, whereas quantum
annealers, such as D-Wave’s devices continue to improve their technology. Both
technologies have started to grow at a rate similar to Moore’s law.
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Topic: Quantum Computing and Networking Models

1. Challenge: Scaling Quantum Processors.

The deployment of large, scalable quantum computing systems is one of the most coveted targets in
Quantum Information Science and Technology. The development of current Noisy Intermediate Scale
Quantum (NISQ) computing systems has focused on engineering large amounts of addressable physical
qubits that exist in the same space (such as the 433-qubit IBM Osprey or the 256-qubit QuEra quantum
processors). In this paradigm, entanglement is created locally by applying near-neighbor quantum gates
between qubits in close proximity. The execution of quantum algorithms is thus achieved using the
quantum computing stack [1], which is an abstraction defining the flow between the user-defined quantum
algorithms, error correction, and the quantum computing hardware. Because the resources needed to
entangle many qubits simultaneously increase significantly with the number of qubits, it is quite
challenging to extend the near-neighbor paradigm beyond hundreds of qubits. A new paradigm is required
to go beyond the physical limits of current quantum computing systems.

2. Opportunity: Quantum Processing Through the Quantum Internet.
Recent approaches have proposed applying the concept of non-local entanglement to the generation of
pairs of entangled qubits within a quantum processor unit [2]. The clear advantage of such approaches is
that, in this way, the entanglement can then be routed in photonic form, allowing for the creation of
entangled pairs of qubits that are beyond the near-neighbor limit. Non-local entangled photon pairs can
then be used to drive teleportation processes between different quantum processors [3]. In this new
paradigm, the use of teleportation-assisted algorithms is executed through the quantum internet stack,
which is an abstraction defining the flow between user-defined, in-network quantum algorithms, and
_____________________  -eeeeeeeeoeeo.... entanglement distribution hardware [4].
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entanglement connections should be closely coordinated with the development of a more advanced
quantum computing stack driving quantum computers with a large number of qubits. Reliable sharing of
entanglement between QPUs will require the development of highly efficient quantum frequency
conversion devices. Additionally, a co-design approach must be followed in matching quantum
applications with the DQC quantum hardware at the physical layer.

Utilizing the co-designed DQC stack will further involve: (i) developing quantum algorithms with
evidence of advantage in fundamental domains, such as simulation, optimization, and machine learning
[5], (ii) investigating hybrid quantum and classical algorithms to capitalize on the strengths of both
paradigms, for example using quantum speed-up in reinforcement learning agents [6], (iii) exploring
quantum-inspired classical algorithms to enhance classical computing tasks, including convolution,
cross-correlation, and equivariant transformations [7], and (iv) designing classical algorithms and
software systems to simulate quantum computers and networks, including tensor network and Monte
Carlo simulations [8].

3. Assessment: A Hybrid Quantum Computing/Internet Stack.

We envision the implementation of new quantum processing systems consisting of several qubits, that by
design will be compatible with the principles of entanglement generation and distribution that are widely
used in the QIST community [9]. These next-generation systems will allow us to characterize the success
of the proposed distributed architecture by measuring its ability to efficiently execute quantum algorithms
and provide private, fast services for quantum computation, communication, and sensing. This includes
assessing their performance using multi-party private quantum communication, and distributed sensing
through data compression. Additionally, the success of the new co-designed distributed quantum
computing algorithms will be measured by benchmarking their ability to overcome the limitations of
current quantum computing and networking stacks. Potential solutions will be evaluated based on their
performance and resource optimization, as well as their impact on the broader field of quantum
computing. Metrics for success may include the scalability of algorithms, the reduction of error rates, and
improvements in qubit connectivity.

4. Maturity: Hybrid Stack Realization.

Co-designing of quantum algorithms and hardware is a timely and essential research direction that can
significantly enhance the performance and resource optimization of quantum computing and networking
tasks. In addition to the necessary software and algorithms, it is important to develop the engineering of
the control systems, to execute a first instance of this hybrid quantum computing/internet stack. Critically,
control mechanisms must be designed with the perspective of integrating the current quantum computing
stack concepts into the wider quantum internet stack. This new distributed quantum computing stack will
allow us to explore the user-defined selection of which pairs of qubits are entangled locally and later
extracted outside of the QPUs. First demonstrations of this new paradigm of teleportation-assisted
Distributed Quantum Computing will pave the way towards scaling NISQ quantum computing systems
beyond their current technical limitations. This will be an important step to potentially run distributed
versions of important quantum algorithms, such as Shor’s and Grover’s, that require thousands of
simultaneously entangled qubits to be executed. This important milestone can pave the way for practical
applications in various fields, such as cryptography, drug discovery, and optimization problems,
unlocking the true potential of quantum computing.
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Topic: quantum error correction and mitigation, compilation
Challenge
NISQ devices provide a valuable near-term platform for testing and exploring the potential of quantum computing;

however, their ability to bridge the knowledge and capability gaps required for fault-tolerant quantum computing
is limited by various obstacles, such as noise and decoherence. In particular, noise, which refers to the
susceptibility of qubits and quantum operations to environmental interference like temperature and
electromagnetic fields, poses a significant challenge for NISQ devices. To effectively utilize NISQ machines, it is
essential to understand the quality and correctness of quantum algorithm outcomes, which are primarily
represented through gate-based quantum circuits.

Although major quantum machine vendors such as IBM, Rigetti, and lonQ prioritize noise characterization of
each physical quantum machine via various techniques such as randomized benchmarking [1], a fundamental gap
exists in extending machine-level error characteristics to specific circuit executions. Quantum noise simulation,
among other methods and strategies, is a promising technique that can help address this gap. It offers benefits such
as the integration of state inspection with specific noise models, the flexibility to explore different architectures,
basis gates, and topologies for noise mitigation, and the capability to investigate the impact of noise on deep
circuits beyond the limitations of NISQ machines. However, quantum noise simulation faces significant
challenges.

| [t requires a density matrix representation of the quantum state, resulting in an enormous memory footprint on
the classical system. For instance, the density matrix scales as 4" in size, where n denotes the number of qubits,
and simulating a 30-qubit system consumes over 16 Exabytes of memory.

® Running quantum state simulations embedded with noise model(s) on large classical memory can be
computationally expensive for any meaningful quantum circuits, particularly when considering the time resources
required for complex simulations.

B The identified noise models, although meaningful mathematically, are still approximations of real-world noise
channels. This results in a potentially biased understanding that cannot be completely resolved. Consequently, the
characteristics of single or combined noise models may not exactly match the error characteristics of an actual
quantum machine [2], making it challenging to achieve accurate simulations.

Opportunity

This paper introduces RapidQE?, a comprehensive set of approaches aimed at fostering a new direction in the
rapid estimation of quantum error probabilities for quantum circuits on NISQ machines. While exact noise
simulation techniques can yield highly accurate results, RapidQE? seeks to balance accuracy and efficiency in
noise characterization, enabling a broader understanding of quantum circuits’ behavior under machine noise. This
innovative approach aims to inspire collective efforts in developing noise mitigation strategies and propel the
quantum computing field forward.

The potential impact of our rapid noise estimation approaches is far-reaching. By providing relatively accurate
estimates of the noise impact, we can gain a deeper understanding of the intricate relationships between qubits and
quantum circuits, leading to more efficient resource allocation and improved computation accuracy. Moreover,
when integrated with quantum circuit transpilation/compilation, a rapid estimation can inform the optimization
process for more error-resilient qubit mapping and swapping, enabling the creation of more noise-resilient circuits
tailored to specific quantum machines. This empowers researchers and engineers to optimize quantum circuits
under a given set of noise conditions, accelerating advancements in quantum computing. Furthermore, our
approaches facilitate the identification of circuit components that are more susceptible to noise, promoting more
careful design and error correction.

Drawing on the potential impact of rapid noise estimation approaches, it is instructive to examine the
connections and similarities between classical and quantum error resilience characterization, as well as the specific



directions that RapidQE? will explore. In classical fault injection, statistical techniques are used to inject faults into
the program state, and the program is executed multiple times to determine the impact of the faults on the
program. Quantum noise simulations, particularly when considering the full range of quantum state evolution, are
computationally expensive [9]. The goal of RapidQE? is to reduce this computational burden by employing
techniques akin to Architecture Vulnerability Factor (AVF) analysis and related Program Vulnerability Factor
(PVF) and extended Program Vulnerability Factor (ePVF) analyses [3,4,5], which model inherent error masking
and error propagation in the computation system's states.
RapidQE? has three main directions of exploration.

® [ everaging the computational graph of a transpiled quantum circuit and the error rates exposed by quantum
machine vendors to compute the /ikelihood of correct states being affected by noise per operator. Prior work [7,8]
demonstrates that the final quantum states can be predicted with a probabilistic model and more recent machine
learning models (e.g. GNN + Transformer).

® [dentifying the error-prone portion of a quantum circuit by examining the patterns of the sequences of operators
applied on the quantum state and generating relative ranking over the patterns to represent how sensitive the
portion of a circuit is to the noise [5].

B Investigating the error resilience of different computational basis states within quantum states when various
initial states are prepared, as some basis states may exhibit greater resilience to errors introduced by quantum
operations [10]. By focusing on the more susceptible states and their interactions with quantum operations, the
rapid quantum error estimation process could be made more efficient without the need to exhaustively analyze all
possible states. Besides, making use of the error-resilient bases also helps guide the design of more efficient and
noise-resilient quantum circuits and more targeted noise mitigation strategies.

Assessment

The Quantum Vulnerability Factor (QVF) is a visionary metric that holds the potential to revolutionize the
approximation of correct quantum states for a given quantum circuit on a NISQ machine. Employing this metric,
RapidQE?’s success can be evaluated by correlating the QVF of a circuit on a quantum machine with the final
quantum state fidelity. By identifying the more error-prone portions of a circuit, RapidQE? paves the way for
groundbreaking evaluations using actual or simulated noise impact, revealing sensitive deviations in fidelity. This
innovative approach offers valuable insights into quantum circuit behavior under diverse noise conditions,
propelling the development of effective noise mitigation strategies.

Timeliness or maturity

As NISQ machines enter a transformative phase with an increasing number of qubits, error correction and
mitigation techniques must adapt by concentrating on a reasonable scope of the system for efficient protection.
Outperforming quantum tomography [8] in generating practical error characteristics, randomized benchmarking
has emerged as a vital tool in this new era. It provides specific error rates on qubits, gates, and measurements,
enabling the inference of overall quantum state fidelity. Embracing this timely and maturing technology, we are
poised to unlock the full potential of quantum computing and reshape the future of the field.
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Topics: applications, algorithms, and error correction and mitigation

Challenge. Quantum computing has been long seeking a science application where quantum com-
puters offer a significant advantage over classical computers. Usually, this advantage is sought in terms
of the compute time, as determined by the number of steps required to run the algorithm. But, many
domain-science and mathematical applications in classical high-performance computing, such as those
from quantum chemistry and physics, are memory limited. We argue that quantum advantage may
sooner be found in terms of memory, that is, by using quantum computers to solve problems whose
underlying objects are too large and complex to be stored on a classical computer. This realm is easily
reached in many-body physics applications, which involve quantum states whose representation is ex-
ponentially large in the number of particles (even using clever methods to simplify the wavefunctions
for these states).

In these applications, while many practical classical algorithms exist for finding ground states and
their energies, or for calculating the response of the system to external fields, nonequilibrium dynam-
ics remain particularly challenging, because the dynamics involves contributions from a large number
of energy eigenstates. Whether using numerically exact methods such as nonequilibrium dynamical
mean-field theory or density-matrix renormalization group methods to compute time correlation func-
tions, data computed at all previous time steps must be stored and thus simulations are usually limited
to a small number of time steps before memory issues halt the system from being able to be evolved
further in time. It is here where quantum computers can offer a true advantage—solving problems at
the space-time scales that cannot even be attempted on classical computers. However, there are few
quantum algorithms addressing nonequilibrium dynamics.

Opportunity. The so-called driven-dissipative many-body problem, where a system is driven by
an external field and is also in contact with a reservoir, is a problem that is particularly well-suited for
a quantum computer. As shown in Fig. 1, a driven-dissipative system is intrinsically stable [1]. The
stability of such systems on quantum computers arises because the steady state is typically a mixed
state that has no coherence in its density matrix. Furthermore, because the time-evolution map is
contractive, any error in the previous time step will be cured in the next time step. Thus if one can
run a single Trotter time step with sufficient fidelity, one can run as many Trotter steps as desired. As
shown in the figure, proper post-processing can remove many of the residual errors due to decoherence
during a single Trotter time step.

The open problem that needs to be resolved is to find an efficient implementation of the driven-
dissipative many-body problem on a quantum computer when the system is strongly interacting. The
conventional approach requires the implementation of D? Kraus operators in each time step, where D
is the dimension of the Hilbert space; this is impractical. New approaches are needed to implement
physically realistic dissipative dynamics using a practically small number of Kraus operators, or using
other strategies to implement the nonequilibrium dynamics.

Assessment. A driven-dissipative system will either have a time-independent steady state, or a
periodically varying steady state (as shown in the Fig. 1). Secondly, single-particle Green’s functions
satisfy sum rules for short relative times. This provides two direct checks for the algorithm. In addi-
tion, if the simplified time evolution is fully consistent with the rules of thermodynamics, the system
will evolve to a thermal state when the field is turned off. These checks can be easily verified as being
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FIG. 1. Driven-dissipative dynamics of one-dimensional lattice electrons driven by a dc electric field and coupled
to a reservoir. (a) Stability of the time evolution over 2000 Trotter time steps. (b) Loss of fidelity when multiple
resets are applied. (c) Scaling of results with multiple time steps to the zero-reset-time limit, and further post-
processing to construct the exact signal. (d) Circuit employed for each Trotter step.

correct, especially for smaller systems. The true test of assessment, however, will be to determine new
phenomena. It is long believed by the community that driven-dissipative systems will evolve to non-
trivial new phases of matter called nonequilibrium steady states. Finding and studying the behavior of
these systems and understanding better the nature of the nonequilibrium steady state will be the ulti-
mate assessment of the approach. Finally, any algorithm that is stable for driven-dissipative systems
will also be able to examine pump-probe experiments. The DOE has significant investments in exam-
ining pump-probe experiments via their user facilities. Quantum computers can provide the means to
compute theoretical predictions and theoretical verifications of these experiments.

Timeliness. Many-body physics problems have long been, and long will be, a staple of high per-
formance computing. Although there has been much work in unitary quantum algorithms for sev-
eral types of many-body physics problems, a clear quantum advantage has yet to be realized. Mean-
while, quantum algorithms leveraging dissipation—naturally occurred or engineered—remain rela-
tively unexplored. An efficient quantum algorithm to solve the driven-dissipative many-body problem
would enable significant breakthroughs in science across a number of fields including condensed mat-
ter physics, quantum materials, quantum chemistry, and high-energy physics, all of which DOE has
significant investment in. While many applications await fault-tolerant architectures that may take
decades to achieve the performance needed for quantum advantage, near-term quantum computers
may already be sufficiently robust to be able to simulate this class of problems. This opportunity to
realize the promise of quantum computing should not be missed.

[1] B.Rost, L. D. Re, N. Earnest, A. F. Kemper, B. Jones, and J. K. Freericks, Demonstrating robust simulation
of driven-dissipative problems on near-term quantum computers (2021), arXiv:2108.01183 [quant-ph].
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Topics: Circuit Classes, Applied Error Mitigation and Circuit Knitting
A. Challenge

Classical algorithms fail to solve some hard computational problems within practical timeframes, with the requisite
accuracy for industrial use cases, or can be prohibitively expensive to execute. Therefore, identifying problems that
benefit from quantum algorithms and can be solved advantageously using quantum computers is a vibrant, active
area of research.

To date, evidence that quantum computing can provide computational advantages exists in three main areas with
different timelines and promises for speedup:

(1) Mathematics and processing data with structure exploits a large parameter space (Hilbert space) that can be
accessed by quantum computation. With the kernel method, user data can be represented and mapped to a quantum-
enhanced feature space through non-linear mapping by a quantum circuit, which allows users to reveal relations in
the data by a simple linear classification. Exponential speedup has been proven for a particular case of the quantum
kernel approaches [1], suggesting that the applications of the quantum kernel method can be expanded to areas that
benefit from machine learning approaches in which we could exploit specific data structures. Similarly speed up has
been suggested for topological data analysis [2]. Linear and nonlinear differential equations are also included in this
category [3][4].

(2) Simulating nature involves computing properties of quantum mechanical systems, such as an energetics, found
in nature such as in chemistry, physics, biology, material sciences, etc. Electronic configurations required to de-
scribe materials grow combinatorially and often have non-classical correlations (entanglement). Quantum computing
can efficiently represent quantum states with entanglement, a critical quantum mechanical property that can cost
exponentially more computing resources to represent with a classical computer. Simulation of time evolution is poly-
nomially expensive on quantum computers. Exponential speedup is not, in general, guaranteed for solving ground
and thermal states properties for any system, but there is a strong belief that it will be a feature of natural systems
with local interactions. Initial work on mapping molecular compounds to quantum computers involved the use of
hardware-efficient circuits with variational algorithms such as variational quantum eigensolver [5].

(3) Search and optimization problems use quantum algorithms that promise a quadratic speedup such as ampli-
tude estimationor heuristic algorithms that use a quantum Hamiltonian [6]. Even though these currently available
algorithms do not offer exponential speed up for this circuit class, these approaches are commonly used in industries
in which incremental speedups can still result in significant savings to users, such as in Finance.

We define quantum advantage over three variables: runtime, cost, and quality. This approximately means that a
quantum computation that is faster, cheaper, better than a classical one will be advantageous.

Partnerships and scientific advances in quantum hardware, software, and theory are leveraged in real time for
applications research. However, successfully evaluating instances of quantum advantage can only be achieved with
thorough studies that draw fair and accurate resource comparisons to state-of-the-art classical methods; notably,
classical methods are themselves continually evolving. Additionally, research requires the correct interpretation and
application of enabling algorithms and software in order to glean insights with devices available today.

B. Opportunity

One of the biggest opportunities are demonstrations of quantum applications on real hardware. Error mitigation,
that includes techniques such as readout error mitigation [7], zero noise extrapolation [8], and more recently, proba-
bilistic error cancellation [9], represents a new tool that could provide utility of the hardware before fault tolerance.
Quantum computational science research carried out on noisy quantum devices today leverages a suite of algorithms
that improve the results and accuracy of the output from quantum computers. Error mitigation is thus commonly
implemented to improve the accuracy of results from solutions using quantum hardware [10, 11]. The improved
accuracy on the quantum computing outcomes can be beneficial for applications in the spaces of ”simulating nature”
and ”mathematics and processing data with structure.”

C. Assessment

We expect that some of the first quantum circuits to demonstrate the potential of the hardware and leverage
error mitigation and circuit cutting techniques will be in the areas that fall under the ”simulation of nature” or
”"mathematics and processing data with structure” categories. Simulating electronic structure problems accurately
using quantum computers often requires deep quantum circuits to capture all contributions to the correlation energy,
even for small molecular systems with strong correlations. On the other hand, there exist families of quantum



circuits representing quantum kernels that are expected to be hard to simulate using classical computers but could
be simulated on quantum computers with shallower depth compared to the electronic structure problem. A thorough
comparison of runtime analysis between chemistry and machine learning problems that are stipulated to provide
quantum advantage and testing on hardware will pave the path towards better understanding of where we expect
to see quantum advantage first. The first efforts towards showcasing the impact of the combination of improved
hardware and error mitigation techniques will be to identify areas and use cases where the hardwaresoftware synergies
work better together to achieve the maximum improvement. This will involve combined efforts between theoretical
investigation, device characterization and experiments with heuristics.

D. Timeline and maturity

Recent advances in hardware, error mitigation and algorithmic developments suggest that now is the time for the
use of quantum computation to explore solutions to problems in quantum computational science. Specifically, we
now have the ability to test circuits on quantum hardware exceeding 100 qubits and more, with device quality now
reaching sub-one percent error per cycle over 1004 qubits. Moreover, recent advances in error mitigation and error
suppression techniques, when coupled with circuit cutting and knitting techniques, offer researchers a suite of new
tools to scale up the size of experiments that can be executed on quantum hardware. Exploring how well various
error mitigation strategies perform on realistic algorithms will help narrow in on a time line for practical quantum
applications. Our combined approach, if successful, will result in (1) identification of instances of quantum advantage
and (2) the largest scale demonstrations to date for circuits relevant for physics, chemistry, materials science, machine
learning and mathematics.
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Topic: We propose developing quantum algorithms and quantum software for solving classical problems in
computational science and engineering (CSE) with vast range of applications from computational fluid dynamics and
weather forecasting to plasma physics, quantum chemistry, materials science and industrial design optimization. A large
majority of these types of problems are formulated as either optimization problems and/or sets of partial differential
equations (PDEs). Methods for translating these problems into a form that is suited to being solved efficiently on
guantum computers are required. This will entail extending recently developed quantum algorithms to become
applicable to CSE problems and should also lead to the invention of entirely novel quantum approaches that optimally
utilize existing and future quantum hardware.

Challenges: Recently developed quantum algorithms promise efficient solutions to computational sub-problems that
arise in the context of CSE. Sets of linear equations can be solved using the HHL approach [1], and hybrid quantum-
classical variational algorithms for linear [2] and for nonlinear optimization problems [3] have also been developed.
Exact diagonalization problems can be mapped onto Variational quantum eigensolvers [2]. Proof of principle
demonstrations, for instance in simulating quantum fluids [3], were shown to only require a small number of qubits and
have proven to be relatively noise tolerant.

Despite of this progress little is known on how these algorithms can be extended and adapted to classical problems in
CSE and to understand where a quantum advantage might be expected. This work faces the following challenges:

(i) Representability: Solutions to classical problems like flow fields, pressure fields, temperatures, etc. need to be
represented on quantum computers and must be encoded into quantum states efficiently. Finding efficient
structures of quantum networks for achieving such encodings is in general an open question. To overcome this
challenge, known properties of a solution can be exploited. For instance, it was recently shown that the nature of
eddy interactions in turbulent fluid flows allows representing them efficiently with logarithmically small quantum
registers and shallow quantum networks [4, 5].

(ii) Classical optimization: Hybrid optimization algorithms introduced above require classical optimization of quantum
network parameters via feedback loops. The optimization landscape of highly expressive variational ansatzes
contains large regions with vanishing gradients and local minima, which prevent efficient optimization. However,
the quantum nature of the underlying optimization problem enables strategies to avoid such “barren plateaus” like
the usage of classical shadows [6]. The structure of the optimization landscape of CSE problems is still largely
unexplored and further research into improving classical optimization in hybrid algorithms is required.

(iii) Problem specification: CSE problems typically come with complex boundary conditions and design constraints that
limit the range of possible solutions. In many cases it is known, in principle, how problem specifications can be
encoded into a quantum algorithm. However, naive approaches quickly lead to quantum networks that exceed the
capabilities of current and near future quantum hardware. Thus, it will be important to find efficient encodings that
optimally utilize the available quantum resources.

(iv) Gaining a quantum advantage: The exponential size of Hilbert space allows representing solutions to classical
problems using only a logarithmically small number of qubits compared to storage in classical memory. In order to



turn this favorable scaling into a quantum advantage, quantum algorithms need to scale polynomially in the
number of qubits and overall better than classical algorithms. An automated a priori decision on the suitability of a
given CSE problem to run on quantum hardware should be made with quantum hardware being utilized where an
advantage can be expected.

Opportunities: Tackling the challenge of utilizing quantum algorithms in CSE problems requires different communities to
come together. Importantly, progress in this area requires experts in CSE, who have a deep understanding of the
structure of the problems and their solutions, and quantum algorithm experts to collaborate. Also, quantum hardware
developers need to be involved to ensure that the quantum software is developed such that its demands can be met by
near future hardware. See Ref. [7] for opportunities in aeroscience and engineering.

A particularly appealing example of where quantum hardware may be exploited successfully in CSE is the study of fluid
flows, including compressible turbulent flow and combustion reactions. Quantum-inspired tensor network simulations
for two- and three-dimensional systems show that quantum computing can reduce, by up to one order of magnitude,
the necessary number of degrees of freedom to reproduce, with high accuracy, the exact turbulent dynamics obtained
from state-of-the-art direct numerical simulation (DNS) [4]. This strategy has also been followed to study plasma physics
[8] and establishes an appealing approach to solve problems of wide applicability such as the Boltzmann and Fokker-
Planck equations [9]. Porting these approaches to quantum computers will at least provide a quadratic speed-up in grid
size over standard classical simulations akin to the speed-up promised by the seminal Grover search algorithm.

Assessment: The ultimate goal in quantum algorithm development for CSE will be to gain a quantum advantage over
classical algorithms in at least one of the possible figures of merit like, e.g., the number of required basic gate
operations, the wall clock time, quantum memory requirements, or energy consumption. However, gaining such an
advantage will crucially depend on progress in the development of quantum hardware (not part of this research).

Thus, success of research into quantum algorithms will be measured by assessing their scaling compared to well-
established classical methods. For instance, classical simulations based on matrix product descriptions of specific CSE
problems can provide bounds for the performance of corresponding quantum algorithms [5]. Initial studies indicate that
gaining a quantum advantage should be possible for a quantum computer with around two- to three-hundred error-
corrected qubits that can be operated upon fault tolerantly.

Importantly, variational quantum algorithms are often found to be capable of tolerating errors and results can be
improved by error mitigation. This may lead to quantum advantages being obtained already on quantum devices that do
not beat the error-correction threshold and operate fault tolerantly. Any such advantage would be highly dependent of
the details of the quantum computing platform.

Timeliness or maturity: Quantum hardware developers promise quantum devices with several thousands of qubits by
2025 [10] and fault-tolerant devices by the end of the decade. Algorithms to be run on these devices must be developed
contemporaneously to optimally utilize quantum hardware capabilities and realize the benefits early. Working on
guantum codes now will also provide additional momentum to hardware developers and be instrumental in making
hardware design decisions that ensure that a wide range of problems can be run beneficially on the hardware.
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TOPIC

Compilation; Codesign and Integration

I. CHALLENGE

Standards such as OpenQASM 3[1], QIR [2], and
OpenPulse [3]—as well as their downstream open-source
software packages—have made important progress to-
ward closing the gap between quantum software and
hardware. For example, OpenQASM 3 has rich syn-
tax and primitives for expressing device-level timing con-
straints, pulse calibrations, and classical control flow.
This is a significant advance from the earliest quantum
assembly languages [4] which did not have the benefit of
multiple readily-accessible quantum hardware platforms.

Despite this progress, our experience is that few quan-
tum hardware platforms leverage these standards or their
downstream open-source software packages beyond basic
usage and interfacing. Why? We identify three exemplar
challenges that force quantum hardware developers to
develop ad hoc quantum software rather than integrat-
ing more deeply with broader standards and quantum
software libaries. These challenges should be addressed
on the next (though certainly not last) mile in quantum
software.

1. Virtual phase tracking. On many systems, es-
pecially superconducting and trapped ions, R.(0) gates
can be realized virtually at zero cost by deferring im-
plementation to subsequent physical gates [5]. Existing
quantum software largely lacks support for tracking vir-
tual phase accumulation, instead deferring this aspect to
proprietary and vendor-specific control software. This
presents missed opportunities for deeper compiler inte-
gration. Consider: virtual phase don’t commute with en-
tangling gates such as the B (Berkeley) gate or Mglmer-
Sgrensen X X-interaction. For these gates, a Phased Mi-
croWave (PMW) decomposition [6] is needed whereby
virtual phases are zeroed prior to the entangler. Main-
stream quantum software must account for virtual phase
tracking to enable exploration of emerging gate protocols.
In addition, in cases like iSWAP, virtual phase on one
qubit commutes to the other qubit, as depicted below.
This again needs software support. In our experience,
gate protocol development has been stymied by the lack
of virtual phase tracking in leading quantum software.

R.(9) - —

iISWAP = iSWAP

R.(6)

* pranav.gokhale@infleqtion.com

2. Complex Scheduling. As quantum software
has advanced closer to hardware, a new set of con-
straints have emerged owing to the device physics of
gate scheduling. We provide two examples. (a) Re-
searchers at the Berkeley Advanced Quantum Testbed
have found remarkable success in calibrating special com-
posite gates like {CZ(qo,q1),CZ (g2, q3)} which exhibits
lower crosstalk/spectator error relative to independent
pulses for the two constituent gates [7]. (b) On most neu-
tral atom hardware, single-qubit R,, gates must be exe-
cuted globally on every qubit at the same time: no single-
site Ry, is possible [8]. Both of these scheduling chal-
lenges are currently being addressed with ad hoc post-
compilation scripts developed by hardware labs. How-
ever, these low-level scheduling requirements should be
moved into the compiler where they can achieve greater
optimality by integration with other compiler passes.

3. Software maintenance demands. Quantum
software package owners are often in the unenviable po-
sition of “dependency hell.” On one hand, it is extremely
useful and productive to import leading open-source
quantum software packages to avoid re-inventing the
wheel. However, these leading packages often have con-
flicting dependencies, frequent backwards-incompatible
upgrades, and complicated installation schemes. As a re-
sult, we find that many leading software packages devel-
oped by quantum researchers become unusable within ~
two years of initial release. This recurring obsoletion pro-
cess both hampers scientific progress and reduces trust
in the reliability of quantum software.

II. OPPORTUNITY

Challenges #1 and #2 are specific instances of a
broader set of emerging challenges that are coming
into view as quantum software becomes more and more
aware of idiosyncracies in underlying quantum hardware.
There is an opportunity at hand to ensure that devel-
opment of low-level compilation does not occur in sep-
arate vacuums for each hardware platform, but rather
through shared infrastructure that moves the entire field
forward—including for yet-to-be-discovered qubit types.
For example, virtual phase tracking software for PMW
could enable both operation of a B gate on superconduct-
ing systems as well as the operation of exotic two-qubit
interactions on neutral atom systems. The first step to
addressing these challenges would be to convene stake-
holders from all leading qubit types to understand what
aspects of their quantum software stack are not currently
covered by leading tools and standards.

Challenge #3 (Software maintenance demands) is not



a scientific challenge but rather a mechanical one that
hampers scientific progress. We believe there is a timely
opportunity for industry engagement to play a role in
maintaining, upgrading, and enhancing software that is
first conceived by researchers at national laboratories.
We believe this division of labor is also better compatible
with incentives and expertise: often researchers at na-
tional laboratories are experts at 0-to-1 inventions whilst
industry incentives are better aligned for 1-to-N scaling.
For example, industry can develop software tools simi-
lar to the Github Dependabot (which automatically up-
grades software package dependencies based on security
updates), specialized to quantum software dependencies.
The first step to addressing these challenges would be to
identify 3—5 software packages developed by national labs
that are appropriate for “graduating” to maintenance ei-
ther by an industry player or by an open-source consor-
tium. An exemplar of the latter is the XACC framework
[9], which is now part of the Eclipse organization.

IIT. ASSESSMENT

For the first two Challenges, the primary metric of
success would be deeper adoption of quantum standards
and open-source libraries by leading hardware develop-
ers. As a corollary, hardware developers, especially from
research institutions should be naturally incentivized to
contribute updates back upstream. This should be mea-
sured by cross-pollination in quantum software across
qubit technologies: for example, how often are low-level
compiler developments from superconducting laborato-
ries used by trapped ion groups—and vice versa? Poten-
tial solutions should be evaluated by adoption.

For the software maintenance Challenge, a simple met-
ric would be: what fraction of open-source software pack-

ages developed by researchers are usable (i.e. can pip
install and successfully run all example scripts and
unit tests) two years after their initial release? As a
corollary, we should see greater community confidence
in open-source quantum software, which could be mea-
sured through mechanisms such as Unitary Fund’s annual
Quantum Open Source Software Survey [10].

IV. TIMELINESS OR MATURITY

We first emphasize that there have been significant im-
provements to quantum software over the past decade.
Every year, tens of thousands of students and researchers
submit programs to quantum computers using Qiskit,
Q%#, Braket, and Cirq—an enormous step forward from
just ten years ago.

The opportunity to carry forward this momentum—
with even deeper integration with quantum hardware—
builds on top of the existing success of quantum soft-
ware. As referenced earlier, quantum software integra-
tion of features like virtual phase tracking will enable
operation of novel two-qubit gates with higher fidelity,
which remains one of the key challenges on the path to
utility-scale quantum computation. In addition, the op-
portunity to share optimizations across qubit modalities
would be a high-ROI venture that can be uniquely en-
abled by advances in quantum software.

Finally, the identified challenges pertaining to soft-
ware maintenance are particularly timely, since the re-
search community has increasingly embraced artifact-
evaluation and code-sharing platforms like GitHub and
Zenodo. There is a window of opportunity to ensure that
this uptick in researcher-developed software packages be-
comes contributes multiplicatively to subsequent research
and development.
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Topic: This position paper addresses the first research area: “The quantum software stack and fundamental
quantum computer science and algorithms research”. In particular, this position paper proposes to study how fast
mid-circuit measurements and fast classical feedback can speed up quantum computers. In particular, mid-circuit
measurements will allow the compilation of quantum algorithms into significantly-lower-depth circuits than is possible
with purely unitary constructions.

Challenge: Qubit connectivity plays an important role in how quickly one can run a given quantum algorithm on a
quantum computer. While any algorithm would run the fastest in an architecture that features all-to-all connectivity,
such connectivity is technically impossible to achieve for large qubit numbers. Therefore, a typical quantum computing
architecture, such as for example superconducting hardware, features an array of qubits with interactions obeying some
sort, of locality constraints, such as, for example, the ability to implement gates only between neighboring qubits. The
unitary implementation of quantum algorithms in such spatially local architectures is constrained by Lieb-Robinson
bounds (see e.g. [1]). For example, if one needs to implement a gate between two qubits a distance r apart, such a gate
would necessarily take time ¢ linear in r as one needs to bridge the distance between the two qubits. The resulting
constraints result in significant slow-downs (see e.g. [2]) in the implementation of quantum algorithms compared to
what one could do with—unfortunately unachievable—all-to-all connectivity. Given the limited coherence of available
qubits, such slow-downs pose an important challenge for the goal of scaling quantum systems up and implementing
quantum algorithms with high fidelity.

Opportunity: While unitary dynamics is constrained by Lieb-Robinson bounds, if one is able to do fast mid-
circuit measurements and apply fast classical feedback—as has been already demonstrated for trapped-ion [3-6],
superconducting [7], and neutral-atom [8] architectures—then Lieb-Robinson bounds essentially do not apply, provided
one can make sufficiently many measurements [9]. In particular, a quantum repeater protocol allows one to send
quantum information across distance r—and hence apply a quantum gate between two qubits separated by distance
r—in time that does not depend on 7 [10]. Similarly, one can apply an unbounded quantum fanout gate, which
is an important ingredient in Shor’s algorithm, in constant time [10]. We have also shown that fast mid-circuit
measurements allow one to route quantum information faster across a quantum computing architecture [11]. We [12]
and others (see e.g. [13—15]) have also shown that fast mid-circuit measurements allow one to quickly prepare a variety
of many-body entangled states. The above-mentioned results notwithstanding, it is still very much an open question
to what degree mid-circuit measurements allow one to speed up the implementation of any given quantum algorithm
(i.e. any given unitary). In fact, even for the case of relatively simple unitaries that involve only permutations of
qubits (as in qubit routing), there are huge gaps between the available mid-circuit-measurement-based algorithms and
the corresponding lower bounds on the implementation time [11]. In this position paper, we propose to study how
quickly one can implement a given quantum algorithm (i.e. a given unitary) on a given architecture with the help of
mid-circuit measurements. The goal is to derive both fast protocols and matching lower bounds.

Some experimental architectures may involve qubits coupled to optical or microwave cavities that are used for fast
readout. In fact, one of us (Schine) is building a neutral-atom tweezer-array experiment, in which fast mid-circuit
measurements will be carried out with the help of a cavity. In fact, one could argue that using a cavity for readout
is necessary if one wants truly fast mid-circuit measurements. Since it is very difficult to design an experiment where
each qubit is coupled to its own cavity (or cavity mode), it is reasonable to expect that many qubits will be coupled to
the same cavity mode, as in the experiment that PI Schine is building. In that case, one is not able to simultaneously
measure every qubit (via the cavity), which places a limitation on the types of mid-circuit measurements one can
perform per unit time. At the same time, in such cavity-based architectures, one is able to make collective (global)
measurements on any desired subset of qubits coupled to the same cavity mode, which endows such architectures with
additional capabilities. Therefore, in addition to studying the more commonly assumed scenario where any subset of
qubits can be measured independently and simultaneously, we will also extend our study of mid-circuit measurements
to the situation where qubits are broken into groups (each group is coupled to its own cavity mode), and one is allowed
to make in unit time a collective measurement on any desired subset of any given group, and this can be done in
parallel on every group.

While we will start our analysis without taking imperfections into account, we will eventually incorporate imper-
fections and error correction.

Assessment: The project would be successful if, for any given architecture, we develop fast mid-circuit-
measurement-based protocols and matching lower bounds for a wide range of most commonly used unitaries and
ideally for a range of entire quantum algorithms. The project would be wildly successful if, for any given unitary, we



can provide mid-circuit-measurement-based protocols and lower bounds on the implementation time that are not too
far from each other.

Timeliness: Given the recent experimental demonstration of fast mid-circuit measurements and fast classical
feedback in trapped-ion [3-6], superconducting [7], and neutral-atom [8] architectures, now is the perfect time to
figure out in detail how much mid-circuit measurements can speed up the implementation of quantum algorithms.
Indeed, as mentioned above, one of us (Schine) is building an experimental system that features a particularly
interesting mid-circuit-measurement capabilities that call for being studied theoretically.
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I. Challenges

We identify 4 primary challenges which must be over-
come to support the further maturation of quantum com-
puting platforms.

A. Creating new metrics for the performance of
integrated quantum/classical compute systems

A quantum-centric supercomputer (QCSC) [1]
promises a tighter integration of quantum and classical
compute resources. New methods to characterize
performance and data flow between disparate compute
resources need to be developed which by necessity will
benchmark the full compute stack, or a large sub-span
of it. First steps in this direction such as quantum
volume (and variants) [2, 3] and CLOPS (Circuit Layer
Operations Per Second) [4] study lower layers of the
stack: e.g. hardware, compilation, system architecture,
and control electronics. Future metric design must
incorporate the idea of a QPU as a co-compute unit.

B. Formalizing benchmark development

There is no one-size-fits-all benchmark for quantum
systems, and benchmarks that capture performance
across the axes of scale, quality, and speed are neces-
sary. Further, how a given benchmark is actually run
in practice, e.g. the gateset used in randomized bench-
marking [5], or the statistical tests in quantum volume
[2, 3], can make a dramatic difference in the results. For
this reason, a benchmarking suite must come equipped
with a standard set of operating procedures and rules [6].
Finally, the community needs a more integrated perspec-
tive on how to interpret and apply the results of a given
benchmark, both within and outside its defined context.
For example, how well can benchmarks capture perfor-
mance outside of their specific domain, or can sub-system
benchmarks predict holistic performance?

C. Developing application-level performance
benchmarks

Application-level benchmarks must enable end-users to
make meaningful inferences about how well a given sys-
tem would do in tackling their particular problem, with-
out relying solely on running test instances of that prob-
lem. Moreover, the gap in prior work [7-10] is a lack of
measures applicable to applications qua applications. If
the algorithms and application development community
can find commonalities between disparate application do-
mains, e.g. in circuit sub-routines, then cross-application
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benchmarking may be possible. Noise tailoring and co-
design are useful, but cannot be applied to each applica-
tion in a fully application-specific way, so identifying the
trade-offs here is also crucial.

The prediction of application performance relies on
predictive/integrated noise characterizations of sub-
system characterizations that can be combined into an
error map for an entire device or QC stack. Further,
there is a need to understand the interplay between “clas-
sical errors” in control, compilation, etc with “quantum
errors” at the device level, and identify when the total
error is more than the sum of its parts. Finally, the com-
munity currently lacks efficient and accurate ways of vali-
dating characterized models, without which performance
predictions cannot be trusted to be accurate.

D. Analyzing the impact and limits of error
mitigation

The rapid recent development in error mitigation (EM)
techniques [11, 12] fundamentally changes the impact of
noise on algorithms or applications. EM aims to reduce
the error in a circuit at the cost of a computational over-
head coming from the need to run an ensemble of cir-
cuits. As EM will be one of the workhorse techniques the
community uses for the foreseeable future, understanding
how to incorporate it into assessing the performance of
quantum systems is necessary. Further, EM techniques
can require detailed noise characterization, motivating
the study into accurate, efficient, and most importantly
scalable characterization protocols. Despite its maturing
development, there are many open questions in the in-
terplay of noise and EM, such as: what noise processes
cannot be corrected this way, and what families of cir-
cuits are well-suited to stress-testing the effectiveness of
EM techniques, i.e. form benchmarks of EM itself?

II. Opportunity

The identified challenges exist at the intersection of all
stakeholders in the QC stack, from end-users to hardware
developers, and necessarily includes benchmark develop-
ment and standardization groups. One of the best ways
to address the identified challenges is to facilitate com-
munication and collaboration between these groups, so
that priorities at all levels of the stack can be identified
and incorporated into benchmark development.

There is a need for more collaboration between the
Computer Science & High-Performance Computing com-
munity and the quantum community, so the latter can
leverage strengths of the former when it comes to cre-
ating new holistic metrics for quantum-classical systems
at scale (Challenge A). Further, there is a need for more



collaboration between researchers and standards-setting
bodies, so that the deliberations of the latter are lever-
aging the expertise of the former (Challenge B).

Several new techniques and tools need to be developed,
including those to study the applicability of application-
based benchmarks in other contexts, to understand how
errors combine across the QC stack, to enable validation
of noise models (Challenge C), and to assess the limits
of error mitigation techniques (Challenge D). The impor-
tance of techniques to learn detailed descriptions of the
error mechanisms at all levels of the stack cannot be un-
derestimated. Such detailed information directly impacts
not only hardware development, but also software design
choices, compilation and error mitigation strategies, and
even algorithm co-design.

ITI. Assessment

The impact of benchmarking and characterization is
more clearly demonstrated in their absence, where devel-
opment moves forward without a clear goal or direction
in mind, and progress ends up being more accidental than
intentional. The classic example in QC is the develop-
ment of randomized benchmarking, which enabled esti-
mation of the impact of a wide variety of error sources on
quantum gates, and has guided the rapid improvement
in gate fidelity across all platforms over the last decade.

Success of a benchmarking or characterization proto-
col should be directly tied to how it guides development
towards improved performance, either of a specific com-
ponent, holistically of a larger subset of the stack, or
of an application domain. While they may also be use-
ful to compare processors or implementations, the field is
not in a position where standardization is mature enough
that cross-platform comparison is a sufficient use case for
benchmarks. To take a specific example, quantum vol-
ume has been widely adopted as a comparative bench-
mark, even across physical platforms. However, one
could argue the major success of quantum volume has
been that it highlighted the importance of aspects of the

stack beyond quantum processor performance, e.g. com-
pilation and parallelization, which has led to rapid devel-
opment on these fronts.

The natural conclusion of this line of thought is that
the more detailed the output of a characterization proto-
col, the more successful it will be. To some extent, this is
true, but benchmarks must also be judged on how easily
they can be implemented, how easily their output can be
interpreted, and on their scalability. For example, it is
along these axes that randomized benchmarking outper-
forms the more detailed process tomography. Ultimately,
a successful characterization or benchmarking protocol is
one that enables the user to drive meaningful progress as
their systems grow in size, and which is broadly adopted
by the community.

One of the key resources needed to make progress on
these challenges is access to quantum systems with ad-
vanced hardware and software capabilities. Without such
access, addressing the challenges may become very the-
oretical in nature, and will not materially help the com-
munity create a path forward for assessing progress in
the development of quantum systems.

IV. Timeline and maturity

One of the primary reasons to address the challenges
above is that the rapid expansion of the quantum com-
munity has led to a proliferation of benchmarks and met-
rics, which has enabled tremendous learning, but created
confusion about nomenclature and what needs to be mea-
sured and assessed to evaluate progress. Governments
and other stakeholders have keen interest to get a handle
on the performance of quantum computers as new na-
tional initiatives are launched and the competitive land-
scape evaluated. In addition, the scale and complexity
of cloud-accessible quantum systems has grown, from 5
qubits in 2016 to 433 in 2023. The availability of ad-
vanced systems and software capabilities enables study-
ing these challenges on deployed systems, and also has
rendered their solution more timely and urgent.
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Challenge: Time-dependent quantum dynamics is essential for a fundamental understanding of
the equilibrium and out-of-equilibrium dynamics of many-body quantum systems. However, due
to the curse of dimension, quantum many-body problems require a Hilbert space that grows expo-
nentially with the number of degrees of freedom, making these problems intractable with classical
approaches. By leveraging the power of superposition and entanglement to efficiently sample the
exponentially large Hilbert space of these problems, quantum computers offer a solution out of
this conundrum. As suggested by Benioff' and Feynman,” it is only natural to simulate quantum
systems using quantum computers and, going further, one may argue that quantum time dynamics
is an ideal candidate in the continuing pursuit for quantum supremacy. The first step towards
this quest is to formulate the quantum many-body problem as a Hamiltonian, which can then
be exponentiated (and Trotterized, if needed) to perform the time evolution of interest. The time
propagator can always be encoded in a qubit representation, and the resulting quantum circuits can
be run on a quantum computer. However, these steps do not guarantee the achievement of quantum
advantage over classical computing. It is well known that quantum circuits representing quantum
time dynamics grow with increasing time simulations. The circuits are either too large and/or too
deep to execute even on a fault-tolerant quantum device, given time limitations. Nevertheless, it is
possible to effectively compress certain types of quantum circuits representing integrable models.**
Generalizing these compression techniques to non-integrable models is an ongoing challenge, which
will allow one to study the quantum time dynamics of broader classes of quantum many-body
systems and potentially achieve quantum advantage in the future. More broadly, quantum time
dynamics in combination with error mitigation and correction techniques could help catalyze a
continuous transition towards the fault-tolerant regime.

Opportunity: We have recently demonstrated® a promising quantum circuit compression tech-
nique using the foundational Yang-Baxter equation (YBE). The YBE’' is a consistency relation
that allows one to factorize three-body interactions into a sequence of pairwise interactions under
specific conditions. It has been exploited to solve certain classes of quantum many-body problems.”®
By taking advantage of the YBE, we were able to compress and produce a shallow quantum circuit
for efficient quantum time dynamics simulations of special cases of the Heisenberg spin model on
real quantum computers.* With this approach, the resulting constant depth circuit is independent
of time and step size. The compressed circuit a linear function of the system size, and the num-
ber of CNOT gates only scales quadratically with system size, allowing for long time dynamics
simulations. To demonstrate the efficacy of the method, we performed quantum time dynamics
simulations of three and five spins on an IBM quantum computer and compared the dynamics from
both compressed and uncompressed quantum circuits. For the first time, our results confirmed the
superiority of the YBE formulation in performing dynamics for many steps and connected our work
to the broader and deeper context of the YBE duality and integrable quantum computation. We
have also developed an open-source algebraic compiler (QuYBE) to compress quantum circuits.
The compiler? is a general YBE-based quantum circuit compression algorithm that can perform
compression for arbitrary N-qubits. QuYBE is the first step towards making this approach to the
broader community. The QuYBE compiler is available at https://github.com/ZichangHe/QuYBE.

Going beyond the YBE approach, other algebraic expressions, such as the Cartan decomposi-

tion of Lie algebra generated by the Hamiltonian'%!!, can be explored. These circuit ansatzes can



be used to replace the original circuit fragment employed in the quantum time dynamics circuit
with sufficient accuracy to facilitate circuit compression, compilation, and optimization, achieving
sufficiently high fidelity of the generated state. One may also construct suitable approximations to
study the quantum time dynamics of fully non-integrable models and ones that can be adiabatically
(or perturbatively) extended from integrable models. Other opportunities include quantum imag-
inary time evolution of open quantum systems, the effect of noise on the quantum time dynamics
of integral models, and quantum time dynamics within partitioned (or embedded) subspaces of a
quantum many-body system. Additionally, as an aside, the quantum time dynamics of integrable
models are good candidates since they can be simulated in a scalable way on classical computers,
and when combined with YBE-based circuit compression, can provide a large tuning space for
evaluating the efficacy of quantum hardware platforms.

Assessment: Our YBE technique, along with its generalization towards a robust quantum com-
piler, represents a comprehensive set of approaches that can be applied to any partially or fully
compliant quantum circuit. Combining this approach with a recently developed Krylov-subspace-
based approach'? for time propagation could yield even more efficiencies. Our success metric will
therefore include the following elements:

e Comprehensive evaluation of the proposed YBE technique, including a comparison with exist-
ing quantum dynamics simulation methods, an analysis of the scalability and error mitigation
capabilities, and a discussion on the integration of classical methods for hybrid quantum-
classical approaches. This should be done alongside the assessment of common long-term
decomposition and short-term variational quantum algorithms for quantum dynamics'.

e Demonstrations of the effectiveness of the YBE technique in various applications, such as
chemistry, physics, materials science, drug discovery, and optimization problems, by showcas-
ing efficient quantum simulations of electron dynamics in molecules with the order of 50 to
100 electrons, or the non-equilibrium dynamics of lattice spin Hamiltonian with O(102) sites.

e Exploration of the combination of error mitigation techniques and quantum control in the
proposed YBE technique, demonstrating the progression towards the fault-tolerant regime
and highlighting the potential applicability of the method to practical, real-world problems.

Timeliness or maturity: Despite early suggestions that quantum time dynamics would be a
key application for quantum computing, actual studies beyond model systems have been lacking.
However, recent advancements in quantum hardware, error mitigation techniques, and noise re-
duction methods have made it possible to perform more complex quantum simulations and tackle
larger systems. As a result, our proposed quantum algorithms and quantum compilers for efficient
quantum time dynamics can capitalize on these timely improvements. Furthermore, our proposed
approaches, combined with improved software tools and optimization techniques, puts us in an
excellent position to study interdisciplinary quantum dynamics problems in the NISQ era. There-
fore, the potential impact of successfully simulating quantum time dynamics is substantial. It
could enable the design of new materials, understanding new physical phenomena in the condensed
phase, reaction mechanisms, the discovery of new drugs, and provide a deeper understanding of
fundamental physical and chemical processes. As the NISQ-era quantum computers and algorithms
continue to improve, including our proposed algorithmic approaches for quantum time dynamics,
we anticipate significant progress and a reshaping of this area and its applications.
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Challenge: Fair and unifying yardsticks for QC.

Application-oriented benchmarks have long had an important role to play in developing and scaling
computational methods (e.g., LINPACK, MNIST). Given the state of affairs in quantum computing--
namely, competing computational models and disparate, "work-in-progress" hardware--the need is
arguably even more compelling here. And indeed, many benchmarks have been proposed and
implemented (see [1-3], and many more).

There is an essential tension, however, specific to quantum computing benchmarks, between generality
and specificity, and it relates to the ongoing problem of reconciling the different models of quantum
computation and the many different and rapidly developing hardware instantiations of those models.
On one hand, a good benchmark allows for a true test of a particular combination of machine and
software. In quantum computing, this requires, to date, careful considerations stretching from
mathematical formulation to the details of the hardware. On the other hand, we would like to construct
"general" benchmarks that measure general capabilities. The problem, currently, is that the divergent
combinations of models and hardware make the construction of general benchmarks fundamentally
"unfair", as they will end up either being too general to be relevant, or too specific to be truly
"model/hardware agnostic".

Opportunity: Unity through a hierarchy of application-inspired benchmarks.

Benchmarks come in many shapes and sizes. Some are calibration oriented, some represent "kernels"
from which algorithms can be built, and some involve "canonical" applications of VQE (to, e.g., diagonal
Hamiltonians) or QAOA (to, e.g., MaxCut). Few go beyond this to true "exemplar" applications (e.g.,
using MaxCut to maximize traffic flow in real-time). The field has yet to coalesce around a structure that
captures the full hierarchy of benchmarks and how they might be profitably used together to better
target both research and attempts at quantum advantage.

We hypothesize there is an opportunity to "organize" QC benchmarks in a hierarchical way that both
entails a structure to the "space of benchmarks" and helps resolve the tension between computational-
model and/or hardware agnosticism and the reality of current quantum computers.

Assessment: Hypothetical high-level application benchmarks/exemplars.

[1-3] and many others flesh out a range of "lower-level" benchmarks, from calibration to VQE and QAOA
on model problems. There seems to be a lack of research pushing from the other end, i.e., from the
starting point of real applications domains, for example, materials chemistry, power systems planning
and control.

Often there is complexity theoretic work that says when a problem is hard. The value of application
benchmarks, even within a certain complexity class, is that addressing a concrete problem clarifies the

difficulty greatly [4] and is thus very helpful for figuring out when QC might be the best choice.

Here are three specific examples of "high-level" benchmarks:



e The Anderson Impurity Model, a system of highly correlated electrons postulated to elucidate
many of the properties leading to quantum advantage for materials simulation. This model
deliberately targets the “hardest” problem you can try to solve.

e Stochastic power systems planning and optimization. Many papers now study QC applied to
deterministic power systems problems, and many claims are being made about the applicability
of QC to this area. Two points: 1) there is no accepted set of benchmark QC formulations in this
specific area; it would be extremely useful if there were; 2) there does not seem to be much QC
research on stochastic programs, which are increasingly important as we transition to clean
energy systems, where the primary resources (wind and solar) are fundamentally stochastic.

e Bond dissociation of TiH [4]. This paper makes the point that assessment of quantum readiness
was only revealed via a detailed "implementation" of VQE (all but running it on real hardware).
Only then could traditional benchmarks be utilized to complete the assessment.

Benchmarks that start with real target problems are important for assessing capabilities and
requirements across model and machine classes.

Timeliness or maturity: NISQ is ready for "full-stack" benchmarks.

Benchmarks relying on fault-tolerant QC are not that useful yet. But the NISQ benchmark landscape is
murky, because NISQ machines are murky. However, as we get closer to NISQ machines of practical
size, it would accelerate progress to be able to assess, through benchmarks, their potential. 1 am
suggesting an approach to benchmarks that 1) explicitly addresses the fact that there are not only
competing machines but competing underlying models and 2) openly invites domain specialists to
participate, because, given the zoo of models and machines, success on real applications is what we
ultimately care about (and are finally able to consider).
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Challenge The quantum noise issue becomes more severe due to the variation of the topology (i.e., connec-
tion) on physical qubits. Specifically, quantum algorithms are synthesized as quantum circuits (also called
logical circuits). The quantum circuits will finally be deployed to the physical qubits for execution. It will
go through the process of mapping logical circuits to physical qubits to obtain the physical quantum circuits
(also called compiled circuits). The compiled circuit, however, is specified to the actual quantum computer
since the topology of qubits is different. Thus, even for the same quantum algorithm, the effects of quantum
noise on the algorithm can be significantly different. In NISQ era, it is crucial to improve the fidelity of
quantum computing, enabling the correctness of quantum algorithms (or at least approximate to the desired
results). To this end, designers of quantum algorithms need to have a clear understanding of the hidden
noise of different quantum computers as well as the noise inside different compiled circuits on the same
quantum computer for a specific quantum algorithm. However, this is not a trivial task. On the one hand,
access to most of today’s quantum computers has been provided by IT companies, like IBM, Amazon, and
Microsoft, as a cloud service. To the best of our knowledge, no uniform tool revealing the noise exists to
assist the designers. On the other hand, due to the rapid increase of quantum computing users, we face
increasing queuing time for accessing cloud quantum computers without noise awareness. Thus, the evalu-
ation and mitigation of noise before execution have become even more urgent to avoid the waste of queuing
time for unsatisfied results. Currently, the common practice to obtain less-noisy execution results is still a
trial-and-error process.

Opportunity To address the
above problems, it is essential
to have a tool to effectively
inform users of the noise in
quantum computing for a bet-
ter selection of quantum com-
puters and compiled circuits.
Given that visualization has
shown great power in vari-
ous applications, we aim to
develop a novel visualization
approach to enhance users’ ek
noise awareness in quantum i = e T
computing and make quan- | S S S Sy S HI i || ||| i || i
tum computing more trans- T
parent and reliable. However, Figure 1: The interface of VACSEN makes users aware of the quantum noise
there exist many challenges via three linked views (A-C).

that mainly come from two

perspectives: complex and dynamically-evolving quality of quantum computers and significant variations
of the compiled circuits. First, the performance of quantum computers relies on multiple factors of qubits
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and quantum gates, such as quantum decoherence, gate error, and qubit readout error[1, 2]. These factors are
dynamically changing over time [3]. It is challenging to visualize these complex factors as well as the qubit
topological connections along a timeline. Second, a quantum algorithm can be compiled to various com-
piled circuits with significantly-different noise on the same quantum computer. For a large-scale quantum
algorithm, the compiled circuits can be several hundreds. The noise of compiled physical circuit needs to
be evaluated from different perspectives, e.g., the circuit depths and the noise of involved qubits or quantum
gates. But it is difficult to visually summarize a large number of the compiled circuits regarding the various
noises, and enable users to select the most appropriate one shortly.

To fill the research gap, we propose VACSEN, a Visualization ApproaCh for noiSe awarenEss in quaNtum
computing. VACSEN can inform quantum computing users of the noise in quantum computers and compiled
physical circuits, leading to a better execution result with higher fidelity. We follow a user-centered design
process by working closely with five domain experts in quantum computing for over five months. A pilot
study is conducted to derive the design requirements. These design requirements guide our subsequent visual
designs for VACSEN. VACSEN mainly consists of three novel visualization views: Computer Evolution
View, Circuit Filtering View, and Circuit Comparison View. Specifically, Computer Evolution View (Fig.
1A) facilitates the temporal noise assessment of quantum computers by a novel circuit-like design that
reveals the qubit connectivity. Circuit Filtering View (Fig. 1B) supports the filtering of the compiled circuits,
allowing users to pick the compiled circuits of interest. Circuit Comparison View (Fig. 1C) further enables
a more detailed comparison of selected compiled circuits with a novel coupled bar chart design, facilitating
the selection of an optimal compiled circuit for the final execution. To the best of our knowledge, VACSEN
is the first visualization approach for real-time noise awareness in quantum computing.

Assessment To evaluate the usefulness and effectiveness of VACSEN, we present two case studies on both
small-scale and large-scale quantum algorithms and conduct in-depth interviews with quantum computing
users. Further assessment can be extended by integrating the visualization system into the existing Oak
Ridge Leadership Computing Facility (OLCF) Quantum Computing User Program (QCUP).

Timeliness/Maturity VACSEN has been demonstrated in the IEEE VIS conferences in 2022[4]. The team
has presented the tutorial in IEEE QuantumWeek, 2022, and Embedded Systems Week (ESWEEK), 2022.
VACSEN is open-sourced and available to the public viahttps://vacsen.github.io/. The current time-
line is: 1). system integration into the existing user program (e.g., OLCF); 2). feature enhancement based
on user feedback; 3). Cross-vendor dashboard system design and implementation (e.g., IBMQ, Rigetti,
Honeywell, et al).
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Challenges: The era of Noisy Intermediate-Scale Quantum (NISQ) computers is characterized by small- to
medium-scale quantum processors that are error-prone due to various effects, such as crosstalk, distortion
of control signals, and environmental interactions, leading to significant errors in state preparation,
guantum logical operations and measurements. Approaches to reduce these errors and enable fault-
tolerant quantum computing include hardware improvements to increase qubit lifetimes, as well as the
development of error correction methods. The latter, however, requires gate errors that are smaller than
what current hardware can achieve, posing a significant challenge for the usability of NISQ devices.
Numerical optimal control (OC), as a third pillar for achieving fault-tolerant quantum computing, has
shown promising results in improving error rates of fundamental quantum operations, but it has
predominantly been demonstrated for small quantum systems [1]. For larger systems, OC holds the
potential to define a set of control pulses to realize entire multi-qubit algorithms, thereby realizing the
desired operations directly, rather than decomposing algorithms into many single- and two-qubit gates.
This could drastically reduce execution times such that high-fidelity operations can be achieved on many-
gubit systems.

Unfortunately, existing methods for optimal control do not scale well with increasing number of qubits.
Since the quantum state space grows exponentially with the number of qubits, simulating and optimally
controlling many-qubit quantum dynamics using classical computers will eventually be out of reach, even
when highly distributed high-performance computing (HPC) platforms are utilized. Further, while OC is
well-developed for single and two-qubit operations where it has been successful in reducing error rates
on the numerical models they are trained for, applying these controls on actual quantum devices often
leads to increased error rates, as the underlying noise sources and dynamics are not fully understood,
leading to discrepancies between numerical models and experimental applications [2]. As system
parameters can drift over time, frequent recalibration of the model and control pulses is typically required
[3]. An additional complication is that the optimization landscape often is highly non-convex and can
exhibit barren plateaus when multi-qubit optimization is considered, hindering optimization progress [4].

Opportunities: For scaling up optimal control to larger quantum systems, a unified approach that
integrates system characterization into the control design process is needed. In particular, data-driven
approaches that inform the control pulse updates by system measurements are essential to fully exploit
the potential of OC for multi-qubit operations on NISQ devices. For example, approaches such as Bayesian
experimental design [5], which deal with noisy measurements using stochastic methods, can be extended
for simultaneous characterization and optimal design of control pulses using measurement data.
Incorporating measurement within a hybrid quantum-classical optimization is currently state of art in
variational quantum algorithms (VQA), most prominently for computing eigenstates of Hamiltonian
systems (VQE) [6]. However, these methods typically rely on a parameterized gate-based ansatz and their
extension to pulse-level optimization is only in its nascent stages, operating on small system devices [7].

1This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National
Laboratory under Contract DE-AC52-07NA27344. LLNL-MI-848281



To enable design of optimal control pules for realizing entire algorithms at scale, it is crucial to integrate
techniques for optimal control and characterization that, to a large extent, rely on the quantum device,
without the need for classical simulations. New methodologies that leverage the rich toolbox of classical
control theory need to be developed and generalized to incorporate measurements from the quantum
device itself. For example, gradient-based methods would require efficient adjoint-based backpropagation
based on measurement outcomes that can be executed on the quantum system. As an alternative,
gradient-free methods should be considered, or methods that require gradients only on the classical
computing side. Stochastic optimization methods, such as those used in machine learning, should be
investigated systematically in the context of a hybrid quantum-classical characterization and control design
process, and applied on multi-qubit systems. Further, optimization algorithms need to be developed that
can operate on reduced measurements to ameliorate the high cost of state tomography. This includes
researching alternate measures for large scale hybrid pulse-level optimization.

Assessment and Timeliness: Ideally, optimal quantum control techniques should be advanced to a stage
where characterization and control can be done on-the-fly and in real-time. With such a capability,
calibrated pulse sequences could be generated when they are needed, just before algorithm execution,
such that they are informed by and aligned with the current system parameters and noise level. This
ambitious goal requires close integration of the classical and quantum workflows and necessitates
multidisciplinary research efforts to enable a hybrid quantum-classical computing setting. Successful
application of the techniques described above can significantly improve the performance and efficiency of
guantum algorithms in the NISQ era, quantified by higher fidelities of multi-qubit operations and faster
algorithm executions, and could enable demonstration of quantum advantage. Furthermore, a unified
data-driven approach to characterization and control can enable scientific discovery for identifying
underlying physical processes in the noisy quantum computer, which in turn can lead to improvements in
guantum hardware to enable longer qubit lifetimes and improved performance. In the longer term, a tight
coupling between classical and quantum computing workflows would enable future quantum-enhanced
technologies for scientific computing, with a wide range of practical applications (e.g. [8]).
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Challenge

Unsupervised models for spatio-temporal classification and anomaly detection have gained interest
due to their applications across multiple domains that are of particular interest to Department of Energy
(DOE)/ASCR (e.g., climate, nuclear proliferation, disease outbreak, etc). This is especially relevant in
modeling geospatial data over time where the data spans large geographic coverage. However, modeling
large spatial coverage introduces challenges such as loss of spatial correlations (especially when using
hierarchical models), or increased model complexity due to changing spatial distributions and trends
over time. A promising method models spatio-temporal data as dynamic graphs to identify spatial
clusters and anomalies.

Current classical approaches that perform unsupervised classification (e.g., Bayesian mixtures and
Monte Carlo Markov Chains (MCMC) [4, 8]) fail to extend to applications that require dynamic graphs
that change at faster rates (e.g., location-based human mobility data). These classical methods can be
computationally expensive which can significantly limit the data size that can be modeled. And those
that do provide significant improvements in speed and memory fail to perform in presence of mixture
distributed data (which is often seen in most spatial datasets). Although some methods like variational
inference (VI) [5] may provides significant edge to classical MCMC approaches, modeling large dynamic
graphs still remains a challenge and methods are needed to scale these classical methods to larger
application domains. Utilizing quantum computing and quantum probability theory in conjunction with
or inplace of these classical methods show a promising direction for unsupervised classification of not
just spatio-temporal data, but any application domain with extensive amounts of data.

Objectives

We propose a novel unsupervised approach to model human mobility patterns, classify similar trends
and detect anomalous behaviors in spatio-temporal data. A possible approach could be the use of
quantum variation inference (QVI) in combination with Bayesian mixtures for classification and large
deviations theory for anomaly detection. For this, the spatio-temporal data must be represented as
dynamic graphs. Next, estimate the transition matrices for network state transformations assuming a
discrete state discrete time non-stationary Markov chain using classical variational inference as well as a
hybrid quantum variation inference approach. Finally, use the transition matrices to identify underlying
clusters (cliques) and anomalies (both spatial and temporal anomalies).

Ideal implementation of this approach would include the following are the four main objectives: (O1)
develop the probabilistic anomaly scores for Gaussian mixtures using quantum probability theory and
large deviations theory for non-temporally evolving settings, (O2) implement a classical variational infer-
ence approach for detection of changes in state space of the dynamic graphs and anomaly detection for
non-stationary Markov Chains, (O3) design a novel quantum variational inference approach that extends
the model from O2 to a hybrid quantum computing setting, (O4) derive metrics to quantify quantum
advantage over classical machine learning models and use these metrics to compare the performance of
classical and quantum variational inference models for spatiotemporal data.

Opportunity

Hybrid quantum-classical machine learning could provide methods to improve unsupervised classifica-
tion and anomaly detection models for spatio-temporal data. Classical methods are generally insufficient
for modeling large spatial coverage given challenges provided above. The use of quantum methods like
quantum variational inference approaches [1, 9, 7] applied to dynamic graphs could enable broader adop-
tion of unsupervised classification models which may lead to extending the theory to identify extreme
events in climate data, detecting or predicting machine failures in large energy grids, and better modelling
of disease outbreaks. Given the immense human impact of some of these applications, it is necessary for
further research towards explainability and interpretability of quantum algorithms. The research will
guide the Department of Energy (DOE) and other federal agencies that prioritize spatiotemporal quan-
tum computing in creating new scientific abilities and expanding the theory to recognize climate data’s
extreme events, anticipate or detect failures in extensive energy grids, and forecast disease outbreaks.

Building Theoretical Aspects of Quantum Computing: While quantum theory has shown promise
in various application domains [11, 6, 3, 10, 2], there is still persistent gap between existing theory and



deployable solutions. Developments in quantum probability theory are needed to effectively utilize quan-
tum algorithms for unsupervised classification and anomaly detection models. Bridging the gap between
theoretical potential and practical applications of quantum technologies requires further research and
development efforts.

Quantifying of Quantum Advantage: Though multiple efforts have been made towards advancing
quantum computing capabilities, development of metrics that can accurately quantify the advantage of
quantum algorithms over classical machine learning approaches is still a challenge. Multiple aspects of
quantum algorithms such as model complexity, possible speedup, scalability due to increased storage
capabilities, the effects of decoherence, noise, and error correction etc are often expressed without any
mathematical appraisal, thereby misrepresenting the algorithms’ true potential. Further research and
development to develop robust and standardized metrics are needed for quantifying quantum advantage
across multiple domains and applications.

Assessment

The definition of success is fairly broad for this effort and could range anywhere from verifying the
viability of algorithms that fail to perform better than classical approaches to validating the quantum
advantage with quantifiable speed up over the analogous classical methods. That is to say, the output
need not be a quantum algorithm that out performs its classical counterparts, but at least an initial
understanding of the limits theoretically and physically imposed on the quantum algorithms.

Timeliness or maturity
Quantum computing and corresponding hardware has seen recent advancements and the opportuni-
ties to apply quantum computing on a variety of domains is becoming more of a reality. In the near
future, quantum computing will become more accessible. Ideally, the necessary theoretical methods and
algorithms will be developed along side quantum computing and hardware allowing a smooth transition
from classical methods to quantum approaches. As the need for processing and making sense of the vast
amounts of data continues to grow, being prepared to move quickly to quantum methods will become even
more pressing. By preparing the underlying theory while quantum hardware evolves and becomes more
common place, researchers and practitioners will be able guide the development of quantum computing
with specific applications in mind and fully utilize the quantum advantage that will likely come.
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QUANTUM CIRCUIT COMPILATION IN A NOISY WORLD
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1. ToriC

This position paper addresses challenges and opportunities for quantum circuit
compilers for error-mitigating and error-correcting circuits.

2. CHALLENGE

Today’s noisy quantum computers are limited to short circuits with few qubits,
and hybrid (variational) algorithms. These limitations have driven the development
of disparate error-mitigation techniques, including circuit randomization [3], noise
injection to cancel errors in expectation values or to estimate zero-noise values
[7], and error-detection and/or limited error-correction using conserved symmetries
in the problem to be solved [1], or the operator algebra in which it is encoded
[6, 4]. The latter methods are based on stabilizer codes and borrow techniques
from quantum error-correction with an in-practice error detection capabilities which
greatly exceed correction guarantees.

Quantum circuit packing and optimization techniques frequently reorder circuits
using commutation relations. However, quantum operations generally lose their
commutativity in the presence of noise, with the result that reordering choices can
significantly affect error-mitigation performance.

It is generally agreed that for the most mature quantum technologies, significant
hardware engineering challenges must be overcome to build quantum computers
with more than a few thousand qubits. Until that occurs, computations will be
extremely resource-constrained even if they are fault-tolerant. Compilers will need
to understand how to use limited resources to maximize the probability that a
computation does not stray from the error-correctable portion of the state space.
In this sense, the challenges for compiling error-mitigated circuits and for compiling
early fault-tolerant era circuits are the same.

3. OPPORTUNITY

There is thus an immediate, and durable, codesign need for compilers that per-
form reordering transformations based on their effects on the performance of the
error mitigation system in the presence of hardware noise. Architectures should be
scalable, and modular; developers of error-mitigation techniques should be able to
leverage existing circuit optimization code without unnecessary effort. Systematic
frameworks for error mitigation (such as [2]) can be built upon, and leveraged,
and created to allow specification of compiler interfaces for many classes of error
mitigation schemes. Stabilizer-code-based tools and algorithms can articulate the
physical-space consequences of reordering transformations.

Date: May 2023.



2 TOBIAS HAGGE, PNNL (TOBIAS.HAGGE@PNNL.GOV)

Domain-specific languages can specify problem symmetries, which can be checked
by a verifier. The action of a Clifford group element on a stabilizer code space can
affect error-mitigation performance since encoded operations are intertwined with
physical operations such as swaps; encodings can be optimized by searching over
the action of the Clifford group on the encoded state and operator algebra.

Efficacy of error mitigation techniques can be tested beyond the bounds of phys-
ical hardware by estimating expectation values in postprocessing.[5]

4. ASSESSMENT

A successful effort will demonstrate improved accuracy, or equivalently, reduced
sampling cost for a given accuracy, in a variational quantum algorithm, or else
improved error characteristics in a stabilizer-code-based quantum algorithm. An
even more successful effort will allow a user to specify error models and error miti-
gation strategies using domain languages and have a compiler produce code which
is superior to code which can be produced using only one of the two inputs, with
no or minimal user intervention. In a larger sense, the effort will be successful if
it produces compilation tools and techniques applicable to NISQ architectures but
which also find routine use in scale-limited fault-tolerant quantum computers.

5. TIMELINESS

The proposed work is motivated and made possible by recent expanding diversity
in error mitigation techniques, work that systematizes these into frameworks, and
emerging capabilities for error-correction in quantum hardware. The work will
improve the efficacy of error-mitigation techniques and fault-tolerant computation.
The proposed work will reduce development time and lower barriers to adoption by
developing automated methods to interface error-mitigation techniques with circuit
reordering techniques.
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Integrated Quantum Workflows with Ensembles and Distributed Computation
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TOPICS — Codesign and integration across the quantum computing and net-
working stacks, Applications, Computing and programming models

We advocate for continued investment by the Department of Energy (DOE) into the utility
of distributed quantum components by supporting research into the co-design, deployment,
and evaluation of quantum ensembles and quantum networks. In this paper we address both
ensembles, i.e., a computational model composed of multiple local models, and networks,
i.e., a system of interconnected quantum devices, as they share similar challenges in terms
of scaling and optimizing construction to maximally leverage quantum effects. Distributed
quantum computing offers new possibilities for both areas [1] but further research is needed
to explore their full potential and address the challenges that arise in their implementations.
CHALLENGES — Designing parameterized circuits for scalable applications deployed
on noisy intermediate scale quantum (NISQ) processors are faced with the barren plateau
problem [2], which prevents brute force scaling of a single circuit model used in variational
quantum algorithms (VQAs) (e.g. quantum neural networks). Networks that can robustly
share information across nodes face similar challenges in terms of scalability and identification
of optimal architectures to mitigate the effect of imperfections of current NISQ devices.
Together, the use of quantum networks to connect quantum computing devices to execute
distributed workflows introduces additional challenges that need to be addressed in order to
take advantage of fault-tolerant quantum computing devices connected by quantum links.
OPPORTUNITIES — In general, it can be shown that the individual learners of an en-
semble can converge to different local minima. As a result, ensembles constructed through
bagging and boosting or geometric methods can exhibit improved performance by reduc-
ing variance or integrating information learned from different feature channels of individual
learners. Ensemble models have been translated into quantum machine learning models [3],
and using smaller circuits can avoid noise scaling issues in the NISQ era.

There are immediate opportunities for research into ensemble dimensionality, capacity
and uncertainty quantification — understanding how noise perturbations of each learner im-
pacts outcome robustness, or how quantum entanglement affects the dimensionality of en-
sembles. Additional opportunities exist in the fields of edge computing, federated learning,
and privacy-preserving models which leverage ensembles to great benefit [4]. For NISQ
devices, distributive asynchronous VQAs [5] have shown potential in averaging out NISQ
machine-specific bias and significantly accelerating the training speed. As hardware ma-
tures, adaptive measurements also open new opportunities for the growth and construction
of ensemble models. In designing distributed computing models, is there a new programming
model, such as a quantum shared memory model [6], that can better connect the components
of the ensemble?

Finally, can emerging collective quantum communication primitives [7] and optimiza-
tions [8] benefit ensembles? With the emergence of quantum networking and interconnects
[9], distributed quantum computing provides new opportunities for quantum ensembles [10].
Implementing a quantum ensemble of interconnected devices can lead to significant advan-
tages over independent ensembles of either classical or quantum systems. For example, a
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quantum interface between an ensemble of quantum sensors can enable a significant sensitiv-
ity enhancement beyond that of classically connected single quantum sensors [11]. Similar
advantages can be obtained for quantum interconnected quantum computers. The optimiza-
tion of interconnections and readout techniques needed to better leverage quantum resources
in the ensemble or network can couple to the improvement in quantum algorithms.

Combining ensemble models and networks together create the opportunity for direct
learning on quantum states using edge devices that generate quantum data from quantum
sensor networks, or distributed quantum computers [12, 13]. Quantum ensemble models also
provide testbeds for implementing privacy-preserving federated learning at the edge.
ASSESSMENT — The needs of quantum networks and quantum computers continue to
grow in size and complexity. As they scale up, the quantum state generation required for
different architectures must be optimized. This is especially relevant for networked sensors
to reach the optimal sensitivities and enhancements possible in the NISQ era. Achieving
higher quality readout on entangled states is a metric of success for networks. A similar
metric can be applied to ensemble models.

Another metric is throughput scalability— by combining measurements into a composite

output using classical post-processing, or using a quantum model, is it better to scale up one
single quantum network or build up a composition of smaller, distributed networks that are
weakly coupled. Using smaller distributed networks can bring quantum computing closer to
edge computing, however, achieving this requires robust probe state preparation. Improved
processing of training features (throughput) will lead to a significant impact on advancing
the state of the art in quantum applications.
MATURITY— The continued maturity of hardware make longer circuit depths and better
quality sensing data possible— potential solutions will be evaluated in the quality of mea-
surements and control precision. Improvements in hardware noise, specifically the reduction
of correlated noise, make proof-of-concept quantum ensembles feasible. These models can
be implemented and realized on near-term hardware and have the potential to scale with
hardware sizes. As quantum networking infrastructure and quantum interconnect technology
matures, there are many areas of collaboration between algorithm development and network
design.

[1] Hamza Jnane et al. Multicore quantum com-  [7] Thomas Héner et al. Distributed quantum com-
puting. Physical Review Applied, 18(4):044064, puting with QMPI. In Proceedings of the Inter-
2022. national Conference for High Performance Com-

[2] Jarrod R McClean et al. Barren plateaus in ]1) ibigngéolgclitworkmg, Storage and Analysis, pages

quantum neural network training landscapes.
Nature Communications, 9(1):4812, 2018. [8] Anbang Wu et al. CollComm: Enabling effi-
cient collective quantum communication based
on EPR buffering. arXiw:2208.06724, 2022.

[9] James Ang et al. Architectures for multin-
ode superconducting quantum computers.
arXiv:2212.06167, 2022.

[3] Maria Schuld et al. Quantum ensembles of quan-
tum classifiers. Scientific Reports, 8:2772, 2018.

[4] Xuan Gong et al. Ensemble attention distillation
for privacy-preserving federated learning. In Pro-
ceedings of the IEEE/CVF International Confer-

ence on Computer Vision (ICCV), pages 15076— [10] Luca Pezzé et al. Quantum metrology with non-
15086, October 2021. classical states of atomic ensembles. Reviews of

Modern Physics, 90:035005, 2018.
[5] Samuel Stein et al. EQC: Ensembled quantum

computing for variational quantum algorithms. [11] Benjamin J Lawrie et al. Quantum sensing with
In Proceedings of the 49th Annual International squeezed light. ACS Photonics, 6:1307, 2019.

Symposium on Computer Architecture, pages 59— [12] C Huerta Alderete et al. Inference-based
71, 2022. quantum sensing. Physical Review Letters,

[6] Robert Beals et al. Efficient distributed quan- 129(19):190501, 2022.
tum computing. Proceedings of the Royal Soci- [13] Yi Xia et al. Quantum-enhanced data classifica-
ety A: Mathematical, Physical and Engineering tion with a variational entangled sensor network.
Sciences, 469(2153):20120686, 2013. Physical Review X, 11:021047, Jun 2021.



Towards High-Level Quantum Programming Languages

Daniel Huang* E Wes Bethel Talita Perciano Roel Van Beeumen Daan Camps
SFSU SFSU LBNL LBNL LBNL
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analysis of established and novel abstract quantum computing and Algorithm 1 Algorithm 2 Algorithm 3
programming models and (2) models for hybrid quantum and classi-

cal computing.

1 CHALLENGE

Throughout the history of classical computing, programming lan-
guages have been used to simplify the process of programming so
that we can more easily take advantage of advancements in hard-
ware. However, existing quantum algorithms are still implemented
in low-level languages (e.g., hand-crafted circuits or Hamiltonians).
This makes it difficult to develop new algorithms, compare algo-
rithms across different models of quantum computing (e.g., circuit
versus adiabatic), and handle limitations of noisy intermediate-scale
quantum (NISQ) devices. This raises the question: can we de-
sign a high-level quantum language? This would raise the level of
abstraction, thereby enabling code reuse, modularity, platform inde-
pendence, and platform heterogeneity that is found in the classical
setting.

Unfortunately, it is difficult to develop a “simple” model of a
high-level quantum programming language to begin answering this
question. In particular, such a high-level language will necessarily
involve interaction between quantum, classical, and probabilistic
computation due to measurement and entanglement. To see this, con-
sider the following program partial measure_bell that partially
measures a Bell state.

def partial_measure_bell():

x = 15(00)+[11))
y = measure(x[0])
return y, x[1]

On Line 2, we construct a Bell state and store the result in variable x.
On Line 3, we measure qubit O of x and store the result in variable
y. On Line 4, we return both the result of measurement y and the
unmeasured qubit x[1]. The unmeasured qubit x[1] is a mixed
state that takes on |0) with probability 0.5 and |1) with probability
0.5. Even in this example, there are already numerous semantic
issues.

First, how does quantum state (variable x) and classical state
(variable y) in the language interact? In particular, x[1] is entangled
with y so that if the value of y is known, then the value of x[1]
will be as well. Thus we have questions related to hybrid quantum
and classical computation. We also have issues of heterogeneous
compute where multiple kinds of hardware devices are programmed
arise. It may, for example, take longer to access the quantum state
than the classical state depending on the architecture. This has
implications for practically efficient algorithm design.

Second, what model of quantum computation do we want to
expose at the higher level language? Many existing quantum lan-
guages today focus on a circuit-model of computation. However,
there exist other promising models of quantum computing such
as those based on adiabatic quantum computation [2]. To com-
pare with the classical setting, programming languages often blend
aspects of different models of classical computing. For example,
imperative programming languages, such as C, provide language
features for (1) addressing memory (abstraction of Turing machine
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Figure 1: Opportunity to develop high-level quantum programming
languages for expressing algorithms that leverages lower-level quan-
tum software stack.

tape) and (2) function pointers (restricted form of higher-order func-
tions from lambda calculus). Functional programming languages,
such as Scheme, provide language features such as (1) higher-order
functions that are inspired by lambda calculus and (2) references
(abstraction of Turing machine tape). What would such a quantum
language that blends aspects of different models of quantum and
classical computing look like?

Third, how does probabilistic computation interact with quantum
state? Notably, the variable y is a random variable since it takes on
value of |0) or |1) with probability 0.5. Thus the result of a compu-
tation is probabilistic, and values of a more complex computation
may need to be inferred from multiple runs. Additionally, the noisy
nature of NISQ hardware may increase the difficulty of drawing
inferences from the results of computation.

2 OPPORTUNITY

We highlight the opportunity for the development of high-level quan-
tum programming languages (Figure 1). The high-level quantum
programming language sits upon a lower-level quantum software
stack comprised of lower-level languages that provide an interface
between software and hardware. Such lower-level languages per-
form important optimizations, such as circuit compression and qubit
mapping. Our concern is how to leverage this lower-level stack to
develop higher-level languages for raising the level of abstraction
and enabling novel applications. We believe that it will be an inter-
disciplinary effort to develop a high-level quantum programming
language.

Challenge 1: Heterogeneous compute and opportunities in
high-performance computing The high-performance computing
(HPC) community has extensive experience with programming het-
erogeneous architectures. There are opportunities to apply and grow
this body of knowledge to include programming quantum hardware.
This would achieve a hybrid quantum and classical programming
model. One example that comes to mind is adapting partitioned
global address space (PGAS) languages from the classical setting.
In this setting, the higher-level language helps users program a sys-
tem where memory accesses have different costs depending on its
locality. In the quantum setting, we might imagine a similar model
for accessing qubits and classical memory along with the associated
costs of accessing quantum/classical memory. Another example that



comes to mind is programming a quantum device as we would a
hardware accelerator such as a GPU. Again, there are questions con-
cerning streaming and asynchronous computation between CPU and
accelerator that are applicable to the hybrid quantum and classical
setting.

Challenge 2: Language design and opportunities in pro-
gramming languages There are opportunities to apply traditional
language design to quantum languages to bridge the gap between
different models of quantum computing such as circuit-based and
adiabatic quantum computing. This would require the design of
platform-portable intermediate representations and compilers to sup-
port targeting different quantum devices that implement various
models of quantum computing. In combination with the constraints
of hybrid quantum and classical, and heterogeneous programming,
there is a wide space of possible language designs to explore.

The study of programming language semantics can also help
us disentangle (pun intended) the interactions between quantum,
classical, and probabilistic computation. For example, quantum
computations are reversible, but classical and probabilistic computa-
tions in general are not. Clear semantics and clever implementation
strategies such as uncomputation [4] can be used to ensure that quan-
tum computations are reversible, while also supporting classical and
probabilistic computations.

Challenge 3: Probabilistic computation and opportunities for
probabilistic inference  Quantum algorithms additionally require
probabilistic inference on observed outputs. Tools from probabilistic
inference such as Bayesian inference, which provide a principled
methodology for drawing inferences from data based on probability,
may be critical to inferring the results of computation. Additionally,
the probabilistic framework is also helpful for modeling the presence
of noise found in NISQ hardware. The use of programming language
technology to automate Bayesian inference is studied in the field of
probabilistic programming [12]. Such technology may be fruitful to
apply in developing high-level quantum languages since inference is
required anyway.

Taken together, we believe there is strong opportunity for study-
ing high-level quantum languages that provides a unified abstraction
for (1) enabling hybrid quantum and classical/heterogeneous com-
pute, (2) blending multiple models of quantum computing, and (3)
handling probabilistic and inferential aspects of the computation.

3 ASSESSMENT

There are several ways in which we can assess the design and imple-
mentation of high-level quantum languages. First, we can check that
the language is semantically well-defined. This can be done by de-
veloping a formal semantics, i.e., mathematical model of a language.
This can be used to guide sound implementation of languages.

Second, we can qualitatively gauge the ease of use of the language,
similar to how classical langauges are evaluated. For instance, we
can compare the amount of code needed to express an algorithm in
a high-level language versus in current practice. It should also be
possible to compare and contrast the performance of code written
in a high-level language versus a lower-level language to study the
trade offs.

Third, we can see how many new use cases are enabled by pro-
viding a higher-level language. One promising direction to explore
includes studying how such a language can be used for quantum data
representation and processing applied to different types of data such
as images. Another direction includes domain-specific use cases
such as the Variational Quantum Eigensolver [6] for solving prob-
lems in quantum chemistry which is a promising near-term applica-
tion for quantum computers. Graphics and quantum ray-tracing [8]
which also has applications in fusion science [5] offers another po-
tential use case. As a final example, we may find uses cases for
the high-level language in quantum machine learning [10], includ-
ing quantum neural networks [1] and quantum Monte Carlo [7].

Such use cases might benefit from the high-level combination of
probabilistic inference and quantum computation.

4 TIMELINES OR MATURITY

There are two primary reasons why we believe now is the time to
develop high-level quantum languages. First, cloud access to NISQ
hardware such as IBM Quantum (https://quantum-computing.
ibm.com/services/resources), Quantinuum (https://www.
quantinuum.com/hardware), D-Wave’s Leap (https://cloud.
dwavesys.com/leap) are now available. Consequently, it is now
possible to program such devices. Since noise, limited qubit count,
and limited qubit connectivity are still issues, we will likely need het-
erogeneous compute to take advantage of existing hardware, which
strengthens the argument for developing higher-level languages that
potentially mix in probabilistic inference.

Second, there is now an emerging low-level quantum software
stack providing a layer of abstraction between hardware and pro-
gramming model. This stack provides circuit synthesis [13], low-
level languages [3,9, 14], and verification tools [11]. A high-level
programming language can now take advantage of this software
stack to continue to push the boundaries of what is possible with
quantum computation.
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Introduction and Motivation: Quantum computing promises to accelerate scientific applications by utilizing ac-
celerated simulations, machine learning, and optimization techniques. To support such applications and techniques,
quantum computing systems are evolving from monolithic systems towards modular and distributed architectures
comprising multiple quantum processing units (QPUs) coupled to classical computing nodes (HPC) (1; 2; 3). Algo-
rithms for both Noisy Intermediate Scale Quantum Computers (NISQ) and Fault-tolerant Quantum Computer (FTQC)
require the coupling of quantum and classical systems. For example, variational algorithms (4) depend on classical
optimization and quantum error correction codes and require significant classical computation of the syndrome mea-
surements. Hence, middleware systems that can facilitate the efficient coupling of quantum-classical computing are
becoming critical to provide the necessary scale while accelerating development and deployment times.

We argue the need for a middleware to support the integration of quantum and classical components into workflows.
We position our argument for the middleware based on a conceptual model developed by thoroughly analyzing 17
scientific application scenarios (5). To further strenghthen our position, in Figure 1 (left), we identify three types of
integration between classical (HPC) and quantum tasks: HPC-for-Quantum, Quantum-in-HPC and Quantum-about-
HPC. Each type has specific characteristics: HPC-for-Quantum requires interactions within the coherence time of
the QPU. Quantum-in-HPC utilizes a classical task to orchestrate short-running quantum tasks and requires medium
coupling. Quantum-about-HPC connects composable, loosely-coupled tasks to workflows.

Challenges: Integration Patterns (challenge 1): While quantum computers can encode any function as a classi-
cal computer, running quantum applications and workflows in practice will involve both classical and quantum tasks.
Typically, only a minimal kernel, providing a quantum advantage, will often be executed on a QPU. This kernel is typ-
ically augmented with significant classical components. Characterizing the aforementioned integration and coupling
patterns between classical (HPC) and quantum tasks on the middleware level is critical.

Workload and Resource Management (challenge 2): Managing quantum and classical resources can be difficult
due to the varying and unpredictable resource demands, requiring a sophisticated approach to resource management.
For example, for variational circuits, the QPU resource demands can vary significantly as using different optimizers,
e. g., can result in a different number of circuit executions. Gradient-based optimizers require more executions of a
quantum circuit to estimate the gradient using the parameter shift rule than non-gradient-based optimizers. Thus, a
middleware system that can adaptively manage the resources is required. With increasing scale, data and computational
requirements will become even more demanding and, thus, require efficient resource management.

Heterogeneity (challenge 3): Various quantum software frameworks have emerged (6), e. g., Pennylane (7), Qiskit (8),
and Cirq (9). These frameworks support creating and executing quantum circuits on multiple quantum backends (e. g.,
simulators and real quantum devices) and enable interfacing with various hardware platforms (e. g., superconducting
and ion trap platforms). Most frameworks provide some parallelization and accelerator support, e. g., for just-in-time
compilation for optimizing circuits and supporting accelerated GPU simulators. However, they are typically limited to
specific hardware platforms and do not interface with HPC resource managers. As workload and task management are
deeply integrated into these frameworks, the degree of integration with HPC systems and, thus, the scale is limited.

Opportunity: A conceptual quantum middleware (Figure 1 (right)) designed based on an in-depth understanding
of applications and integration patterns will accelerate the development of middleware systems (challenge 1). It
will enable researchers to reason about performance trade-offs, thus enabling better and more scalable applications.
Doing so will directly help to advance research into quantum algorithms, e. g., by supporting the development of new
algorithms and applications that can leverage the unique capabilities of quantum computing while utilizing the existing
strengths of classical computing systems.
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Figure 1: Quantum-HPC Workload Patterns and Conceptual Quantum HPC Middleware: We identify three integration
patterns based on different characteristics of the quantum-classical interactions. Our conceptual middleware (5) separates and
abstracts different concerns into four layers, simplifying algorithm development and deployment.

By developing a middleware that supports the integration of quantum and classical components into workflows,
researchers can effectively utilize resources and tasks across quantum and classical systems, providing the critical scale
to experiments using both simulated and real quantum hardware. Such middleware needs to be modular, composable,
and adaptable to various application requirements and hardware configurations, thus enabling seamless integration of
quantum and classical resources (challenges 2 and 3).

Assessment: Success of the envisioned middleware can be evaluated through a combination of metrics related to
efficiency, scalability, and usability: (i) Increased scale and throughput: The middleware should enable the execution of
larger and more complex quantum experiments, leading to better performance in terms of runtime, resource utilization,
and accuracy. It should also enable the effective use of available qubits, allowing researchers to solve large and
more complex scientific problems. (ii)) Reduced complexity: The middleware should simplify integrating quantum
and classical components into workflows, making it easier for developers to design and implement hybrid quantum-
classical applications. (iii) New algorithms and improved quality: The middleware should facilitate the development
of novel algorithms and optimization techniques that can provide higher quality results at a lower cost than existing
methods. (iv) Adoption of the conceptual architecture: If multiple teams or organizations implement the proposed
conceptual architecture in their systems, it will validate its effectiveness and utility.

Timeliness: The recent breakthroughs that make progress possible now are the advancements in quantum com-
puting hardware. As hardware becomes more mature and available within HPC centers and cloud platforms, many
applications can now experiment with quantum computing for accelerations. These developments increased the need
for a middleware that seamlessly integrates quantum and classical components into workflows. As the field of quantum
computing is evolving rapidly, the middleware will accelerate the ability to integrate new systems as they emerge.
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A. Topic: Error correction and mitigation; Compilation; Co-design and integration.

B. Challenge: The inherent noise, due to the sensitivity of the quantum system to the environment, sets up
barriers for the practical use of quantum devices. On the one hand, the result of a quantum circuit can be far
different from the theoretical or simulated result due to the influence of noise, and it essentially requires a
reliable system design to be resilient to noise. On the other hand, quantum users can only see calibrated
noise data from vendors, but they can hardly infer the performance of the application, and it is crucial to have
an awareness of quantum noise on system performance, called perceptual quantum computing.
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Figure 1: Results of one type of quantum application (i.e., variational quantum circuit VQC-based quantum
learning) on IBM quantum processor with fluctuating noise: (a) noise data (gate error, readout error) of
ibmg_belem; (b) VQC circuit; (c) unstable prediction accuracy caused by noise.

Recently, our preliminary works [1, 2, 3] have shown that the near-term quantum devices will have not
only high noise but also unstable noise. That is, the noise is dynamically changing over time. This can be
observed from a 1-year profiling on an ibmgq_belem quantum computer shown in Figure 1(a), where the error
rates of different error sources (e.g., gate error [4]) change along with time, called unstable noise.

The unstable noise will make the design of a reliable quantum system more challenging; meanwhile, it
makes perceptual quantum computing more important. We created a Variational Quantum Circuit (VQC)
with 4 qubits, 80 parameters, and a length of 50, as shown in Figure 1(b), for an earthquake detection task. It
obtains 98.0% prediction accuracy on perfect simulation to process 1,500 seismic data, which is even higher
than the classical counterpart with the same number of parameters (i.e., 75.3%). However, by executing our
pre-trained VQC under the unstable noise in Figure 1(a), we obtain the detection accuracy in Figure 1(c),
where we can easily see the accuracy fluctuate heavily and the lowest accuracy is merely 44.7%.

With the property of unstable noise, reliable and perceptual quantum computing needs to be redefined.
Temporal Reliability: The system needs to be resilient to different quantum noise in terms of time for
stable and high performance. Continuous Perception: The assessment of the performance of a quantum
circuit on a quantum device has to be frequently conducted along with the change of noise. The new
requirements bring several new challenges: (1) Lightweight Noise Adaptation: The ideal solution for
achieving temporal reliability is to find a robust circuit that can be resilient to all noise; however, this is
almost impossible since the noise changes in a random fashion. Alternatively, a must-do task is to adapt a
solution to the current noise. Since the adaptation is performed at run-time, efficiency is of utmost importance.
Therefore, innovation for efficient noise adaptation is highly demanded. (2) Real-time Uncertainty
Quantification: Benchmarking quantum gates for their noise has a high cost (30-90 minutes for IBM



quantum computers); not to mention quantifying the application performance for an entire quantum circuit.
What’s worse, the uncertainty quantification needs to be frequently conducted since users need to understand
whether it is worthwhile to execute a quantum circuit on the quantum device at the current noise state; what’s
more, a lengthy performance probe may lead to the assessment being invalid since the noise may have already
changed substantially again.

C. Opportunity: The noise adaptation can be achieved via optimizations at different layers: (1) At the
quantum circuit layer, our recent work [2] show that the performance can be stabilized by adjusting the
parameters and compressing the quantum circuit; however, it has scalability issue when the compression
performed on a large-size circuit. Therefore, new optimization approaches that can improve scalability need to
be developed; for example, we can integrate the layer freezing technique in the optimization. (2) At the pulse
control layer, a run-time calibration to adjust the amplitude and duration can provide precise performance
estimation for quantum gates. On top of this, a matched optimization framework for a dual-objective on single
gate fidelity and overall circuit duration can maximize the performance. As a whole, separate optimization at
different layers may not provide the best performance, and a co-design is essential to further improve the
performance. For uncertainty quantification, our preliminary work [5] shows that Machine Learning
(ML) can be used; however, it is still challenging to make the quantification process to be real-time; in
particular, for large-size circuits. Therefore, new lightweight ML approaches are needed to support real-time
uncertainty quantification.

D. Assessment: First, the performance and the stability of a quantum system can assess the noise adaptation.
The performance metric can be either well-defined fidelity that measures how close the final quantum state
of the real-life qubits is to the ideal case or an applications-specific metric, such as prediction accuracy
for classification tasks in quantum learning. Then, the system stability can be assessed by obtaining the
performance metric at different times. Second, in uncertainty quantification, the quality can be assessed by
comparing the prediction results and results obtained on actual quantum devices. Different metrics can be
used, such as Huber loss, mean square error, and mean absolute error. In addition, in the above two processes,
based on the optimization approach to be used (e.g., run-time calibration), we can calculate estimates of the
time needed to use quantum devices (i.e., the benchmarking of gates in calibration). It would be useful for
planning the time needed for job reservations.

E. Timeliness or Maturity: We are now witnessing the scale-up of quantum systems in terms of qubits’
numbers, which are expected to unleash the power of quantum computing in real applications; however, the
newly identified unstable quantum noise by the team [1, 2, 3] is a major roadblock. Although a fault-tolerant
quantum computer via quantum error correction is the ultimate goal, it has an extremely high cost that requires
qubits numbers far beyond today’s quantum computers. A more swift and agile system-level cross-layer
approach can adapt quantum systems to noise at run-time, which will enable temporal reliable quantum
computing. What’s more, uncertainty quantification can help to better arrange the limited quantum resources
for applications that can adapt to the current noise.
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Challenge: The current practice of machine learning (ML) aims to search nonlinear functions between the
input and output variables to fit the training data samples and update the weights and biases iteratively, by
using the gradients calculated from the errors between the predicted and labelled values [1]-[12]. Generally,
this process targets seeking unknown or hidden correlations / patterns from training data in an implicit way.
That being said, the current ML paradigm has many limitations [6]-[12]. For instance, the iterative updating
of weights is fragile, relies on the gradients, and may not accurately reflect the general correlations existing
in the datasets [6]. Typically, the classical training process is time-consuming, and may sometimes result
in over-fitting or poor performance [7]. Point-to-point predictions using fixed values of the learned weights
may not well capture the variations or uncertainty in model parameters [8]. Slight changes in the inputs may
also cause large deviations in the predictions or even wrong outputs [9]. Also, the effectiveness of traditional
ML on learning physical dynamics and optimizing closed-loop control schemes are also limited [10]-[11].
Some probabilistic learning schemes exist but these solutions typically assume Gaussian distributions [12],
so the expected accuracy of the learned probabilistic weights may not be guaranteed. Classical solutions
to end-to-end, physics-aware, non-parametric probabilistic learning are not known to exist yet.

Recently, quantum machine learning (QML) has attracted a lot of interest, with some evidence showing
advantage over traditional machine learning [11], but most of the existing QML methods are just quantum
implementations of traditional machine learning algorithms, in particular, based on iterative weight updating
schemes. No fundamentally-new learning paradigms exist yet that are particularly well suited to quantum
implementation with explicit quantum advantages. Also, quantum machine learning may see fundamental
limits. For instance, a current constraint is that the targeted problem size may be subject to the available
quantum resources (e.g., number of qubits and circuit depth). Also, the quantum learning acceleration
would be limited by the speed to encode classical data into quantum states, which is common to many
variational quantum algorithms or solutions. In addition, the errors, noise or de-coherence appearing in the
quantum system may limit scaling-up of the solution. In the noisy intermediate-scale quantum (NISQ) era,
hybrid classical/quantum algorithms may be expected to demonstrate more favorable behaviors than pure
classical or quantum systems in solving computationally complex problems.

Opportunity: New paradigms of quantum machine learning are urgently needed that aim to address all of
these limitations and outperform the classical solutions. In particular, there is a need for innovative quantum
probabilistic learning paradigms fundamentally different from traditional ML, without the needs for iterative
gradient and weight updating or probability distribution pre-assumptions.

A unique opportunity exists for Quantum Probabilistic Learning Machine (QuProbLeM) — a revolutionary
machine learning (ML) paradigm inspired by the philosophy of Parts and the Total (e.g., each part, or data
sample, in a closed system affects the total in such a way that the whole system will thereafter influence
every single part). This first-of-the-type learning machine can be synergistically implemented on a quantum
computing system that can also capture the same philosophy naturally. This QuProbLeM solver can take
as its input a set of encoded data samples comprising pairs of cause-effect variables, and its output may
include the updated (learned) probability distributions of the model's parameters (i.e., weights) and the
predicted effect variables and their distributions when given new cause variables or their distributions.
Alternatively, classical data can be first fed into a front-end Bayesian learning network to initially learn the
probability distributions of the cause-effect variable pairs and then encoded into coherent quantum states
as the input. The QuProbLeM solver can directly compute the probability distributions of the learning
network’s weights in a superpositional, inference-based manner, but not iteratively as in traditional ML.

Another excellent opportunity exists for quantum computing in an integrated multi-scale physics-guided
learning and simulation framework for stochastic modeling. This framework will account for dynamics of
multi-scale processes and systems, from quantum levels to grid scales, and capture three aspects of data-
driven modeling, including spatiotemporal dynamics, causal relationships and uncertainty quantification.
The computational framework can (1) integrate data-driven machine learning capabilities with atom-level
physics-based simulation and stochastic process modeling of power grids, (2) leverage quantum computing
to both simulate high-fidelity physical models and learn insight or physical laws from experimental data, and
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(3) implement both the learning and computing tasks on hybrid quantum/classical computing resources.
The hierarchical learning mechanisms enables the low-level parameter learning to feed the higher-level
dynamics learning, and the meta-learning mechanisms allows the system-level rules to guide the learning
at a lower level. This unified framework can serve as a common interface for integrated learning and
simulation of energy materials, devices and grids, to which existing tools may be integrated as plug-in tools.

Assessment: The novel quantum learning machines should be (1) explainable and applicable to different
physical systems or datasets, (2) scalable in the training data size, allowing for life-time learning and
extremely sparse datasets (i.e., few shots) and covering two extreme ends of ML, (3) adaptable to data
novelty, capturing the evolving uncertainty in the probabilistic model parameters, and (4) ultrafast, due to
superposition, entanglement and disentanglement in quantum computing.

We should develop benchmark algorithms and software for a generalized quantum learning problem
and define metrics to compare with experimental data in terms of accuracy, computational time, resource
consumption, algorithm complexity, or other metrics. A novel feature of the QuProbLeM solver is a model
fidelity or likelihood metric that is defined by comparing the model prediction with measurement data based
on Bayesian inference. This metric can reflect the probability of model matching and be used as likelihood
or evidence to affect the activation through another round of Bayesian inference and then update the
weight’s probability distributions. These performance metrics should be investigated for different uncertainty
sources and modeling mechanisms and validated against experiment data as well. Also we need to explore
specific applications of quantum learning with a practical quantum system (expected to be available in next
few years) as a co-processor for a classical computing system, to solve classically challenging problems.

Timeliness or maturity: Due to the powerful parallel processing and probabilistic computing capabilities,
quantum computers can make progress feasible now, where it wasn’t possible before. The new quantum
learning machines may become available due to recent breakthrough in a data-driven, physics-informed,
Bayesian neural learning network (or method) with probabilistic weights for trainable parameters, which can
account for prior knowledge, operation data (e.g., evidence) and uncertainty in the datasets [13]-[15]. In
general, this learning network can learn physical system dynamics or temporal dependence from operation
data, or model inherent causal relationships between cause and effect variables. It can take deterministic
datasets as input and encode them in the pure states of qubits, or accept stochastic data (i.e. probability
distributions of cause/effect variables) and encode them in the mixed or pure states. The solver is working
in the probability space, one dimension beyond the numerical space for classical computing, doubling the
degree of freedom for computing. Without iterations, this learning machine enables a very high computing
speed, and essentially may be as fast as the training data can be generated and encoded.

Impact: The new paradigms will be disruptive in the general field of machine learning, benefiting a large
population of ML end users in almost every section of scientific and engineering domains in the near future.
If successful, this work will have transformational impact on new materials discovery, energy conversion,
renewable energy, energy efficiency, carbon reduction, climate studies, portfolio optimization, power grid
planning, operation and protection, infrastructure resiliency analysis, and national security in general.
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Challenge: Many infrastructure systems such as power grids are highly dynamic and stochastic, due to the
fluctuating renewable power generation and load demand, volatile prices, and vulnerable supply chains.
Components in these networked engineering systems can fail or be subject to attack at any random time,
presenting significant challenges for applications including contingency analysis and optimization based
decision-making. Similar characteristics are present in other systems, including molecular motion, chemical
reactions, logistics, and financial systems. To address the uncertainty and randomness issues, traditionally,
statistical modeling methods and Monte Carlo simulation tools have been utilized to analyze operational
data and extract useful insight. But solving large sets of probabilistic equations is computationally hard, and
making decision under uncertainty is more challenging. Bayesian learning provides a probabilistic approach
to capture uncertainty in decision-making by inferring about a posterior distribution from the prior knowledge
of model parameter’s distribution based on new data. However, quantifying the uncertainty and propagation
in this type of probabilistic networks and then providing decision support, while considering the parameter
probability distributions across a large operational range, are computationally intensive.

Recent advances in quantum systems have made quantum computing (QC) feasible in the near future.
QC has the potential to transform computing paradigm and generate revolutionary impact on many domains
due to its powerful computing capability on probability and natural parallel processing due to superposition
and entanglement [1]. While quantum circuits show great promise for gate-based algorithms, many other
guantum algorithms are formulated in specific models of quantum computation, such as quantum annealer
(QA) [2], quantum approximate optimization algorithms (QAOA) [3], adiabatic quantum computation [4], or
quantum walks [5]. Also, most gate-based quantum algorithms focus on achieving specific functions or
processes, such as quantum Fourier transform (QFT) [6], quantum amplitude amplification [7], and quantum
search [8]. As an integrated application, the HHL linear solver was proposed to solve systems of linear
equations on a quantum circuit with great speedup [9], but the limitation is that the solver was not designed
for stochastic systems. More importantly, a universal framework that can solve probabilistic problems with
QC and facilitate new ways to understand/develop quantum algorithms is not available yet; and there is a
necessity to create new mathematic frameworks to unify quantum algorithms.

Opportunity: To address these challenges, there exist opportunities about a holistic algorithmic framework
(including methods, algorithms, and software) for quantum probabilistic solvers and decision engines
(QUPSADE) [10], and their applications in solving a wide range of classically-hard practical problems. As
an example application, the power grid is a complex system that involves numerous components and
decision makers, all of which interact with each other over time and space. However, with increasing
penetration of intermittent generation resources and variable load (such as electric vehicles), there is
elevated uncertainty in bulk power systems. With progress in decarbonization and electrification, the grid
has become more complicated due to more interaction with other infrastructure systems, such as gas
pipelines and transportations. Considering impact from future climate changes can only make this trend
even more intractable. Traditional deterministic solutions are inadequate to capture this uncertainty, and
generally ignore risks imposed by stochastic resources. As a result, operation decisions are suboptimal,
and fail to achieve the highest level of efficiency at the lowest costs under certain confidence levels. To
make better decisions, situational awareness of uncertainty or risk is essential, as it allows for more efficient
and robust utilization of all grid assets, and proactive control of grid devices. However, currently, risk metrics
of individual assets are not available, and a framework for collective risk evaluation does not exist. Although
some binary risk management mechanisms exist in grid operations, they do not consider fluid, granular risk
assessment.

A potential concept is a holistic, probabilistic paradigm suited to risk assessment based on stochastic
modeling at the asset and system levels and risk-informed predictive operation optimization at multiple time
scales. At either level, probabilistic energy modeling or power flow prediction based on operation data
provides a creditable basis for risk assessment with increased accuracy and confidence. Furthermore,
asset risk updates and risk-based offer strategies are aggregated to augment system-level risk evaluation,
generating a system risk index and facilitating portfolio management. In return, system risk valuation and
risk-aware market mechanisms will enable optimizing system operation with explicit risk consideration at
different time stages. While this is not feasible with current computing technologies, the QUPSADE quantum
solution can enable this operational paradigm and directly lead to disruptive new technologies in grid
operations (e.g., risk-based economic dispatch, financial products for open access of energy assets, etc.),
and systematical tools to quantify, analyze and hedge risk, so as to embrace more emerging energy assets
at lower costs with positive reliability impact.
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Assessment: Solving linear equations is required in many problems such as the simulation, machine
learning, and optimization in the above-mentioned solution. A classical method to solve a system of linear
equations, Ax= b, is Gaussian elimination. This algorithm uses elementary row operations to produce a
convenient matrix decomposition of matrix A and employs back substitution to determine the solution values
[11]. Another algorithm that solves a linear equation system is the conjugate gradient descent method [12],
which works well with positive semi-definite and sparse matrices. Implementation on parallel computing
hardware such as FPGA (field programmable gate array) can further accelerate the solution [13].

A quantum solver for systems of linear equations, also called HHL solver (named after the authors:
Harrow, Hassidim, and Lloyd) was proposed in 2008 as a quantum algorithm for solving linear systems and
was reported to offer exponential speedup compared with classical counterparts [9]. This algorithm can
estimate the result of a scalar measurement on the solution vector to a given linear system of equations.
The main elements on the quantum solver include quantum state initialization, quantum phase estimation
(QPE), inversion of eigenvalues, reverse QPE and quantum measurement. The HHL quantum algorithm
was highly accurate, but hard to be implemented in the near term due to the required circuit depth.
Reference [14] proposed a hybrid quantum-classical algorithm, called Variational Quantum Linear Solver
(VQLS), for solving linear systems on near-term quantum computers. It is proved that C=¢€2/k?, where C is
the VQLS cost function and « is the condition number of matrix A. On Rigetti's quantum computer, a VQLS
was successfully implemented for a problem size of 1024x1024.

While seeking new quantum probabilistic linear (and nonlinear) solvers and quantum decision engines,
we should develop benchmark algorithms and software for a generalized quantum problem and define
metrics to compare with experimental data in terms of accuracy, computational time, resource consumption,
algorithm complexity, or other metrics [15]-[16]. Also we need to explore specific applications of quantum
algorithms with a quantum system of g*N (width*depth) > 50,000 (expected to be available within the next
few years) as a co-processor for a classical computing system, to solve classically challenging problems.

Timeliness or maturity: With the development of many novel quantum encoders, decoders, comparators,

and operators, it will be feasible to make progress in quantum probabilistic solvers and decision support,

where it wasn’t possible before. Due to this capability, many new quantum solutions may become available

to solve practical problems. If successful, the proposed quantum algorithmic framework will directly have

transformative effect on solving large systems of probabilistic linear, nonlinear or differential equations and

making decision under uncertainty, in solving complex problems. The success of this project will eventually

have revolutionary impact on many domains of scientific research, including but not limited to:

e Smart grid, autonomous driving, air/ground traffic control, supply chains, logistics, studies of cyber-
physical systems, scientific experimental systems, and infrastructure vulnerability assessment,

e Probabilistic simulation/machine learning, which can be widely used in studies of chemical reactions,
molecular dynamics, nuclear reactors, new materials, diseases, new drugs, or other scientific research,

e Weather forecasting, earthquake prediction, other relevant stochastic forecasting applications, climate
change and environmental studies, and cosmos research,

e Financial risk analysis and investment management, by banks, insurance or credit card companies,
financing organizations, and investment institutes.
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Topic: Co-design and integration (benchmarking quantum computing control systems), models

Challenge: Sophisticated control systems are essential to building scalable and robust quantum
computers that will require millions of synchronized signals; however, comparison of control system
hardware is only possible at the level of component specifications. Controller specifications differ
dramatically between systems and there exist no clear metrics on controllers that can reliably predict
qubit performance. There is a critical need to better understand the effect of control hardware on the
performance of a quantum processor and to develop metrics that can benchmark and compare control
systems.

Opportunity: To bridge the gap between classical control system specifications and quantum device
performance, we propose to develop a new generation of benchmarks in three steps:

1. Model the effect of classical noise on the output pulses of the control system

This may be achieved by a simulation framework that describes voltage characteristics, timing
resolution, system latencies and other aspects of the classical hardware that allow one to explore
realistic pulse parameters in detail. Riverlane has developed a high-resolution simulation of our
FPGA-based control system [1] for atomic qubits that may be used as the basis of this work.

2. Create a connection between classical control system noise and quantum computing performance
using a transduction model

We propose to combine our control system simulator with a simulator of the underlying qubit and device
physics to identify specific control features that influence qubit fidelity and overall quantum system
performance. This understanding will allow the
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3. Devise a suite of benchmark experiments that measure and quantify how the quality of control
systems impact on qubit and system performance

These benchmarks will serve as reliable proxies for quantum behavior that can be predicted from
classical measurements of controller quality. Figure 1 shows the layers of the quantum computing
stack indicating where our benchmarks would fit in. Throughout the effort, we would ensure that we
leverage, incorporate, and extend the existing open-source tools, such as pyGSTi [2], to enable
adoption and improvement by the broader quantum computing community.

Assessment:
Successful completion of the following tasks will indicate progress on this proposal:

e Identification of specific control system features (timing accuracy, phase noise, etc.) that
influence qubit fidelity and overall system performance.

e Development of a rigorously validated open-source simulator that can model the effect of
control system parameters on qubit behavior and can be extended and improved.

e Creation of a database of control system features and their effect on qubit behavior in a
variety of circumstances.

Development of qubit-level and system-level benchmarks and benchmark experiments.

e Creation of a ‘transduction model’ so that, given a target requirement for quantum system
performance, it will be possible to identify the pulse-level specifications of the control system
needed to meet this requirement.

e Develop a recommended strategy to enable optimization of control systems.

Devise a suite of experiments through which control systems can be evaluated.

e Test these experiments on a quantum computing platform.

Timeliness: Existing state-of-the-art quantum benchmarks (see, e.g., [3-9]) can only characterize the
collective impact of intrinsic noise, environment errors, and controller imperfections by their effect on
measured quantum circuit outcomes. These benchmarks cannot identify the source of errors, only
their presence. The community needs methods that directly connect easily measured classical
performance features of the controller to their predicted impact on qubit errors. Such tools will
directly enable informed improvements and optimizations in the classical control space.

Reliable classical controller benchmarks benefit the entirety of the quantum ecosystem and will
naturally lead to the development of improved control systems. Developing these benchmarks will
enhance understanding of how control-level quality propagates through the hardware stack to impact
device-level performance This will expedite the advancement of quantum computers, aid efforts to
efficiently scale, and bring about useful quantum computing sooner.
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CHALLENGE

A variety of quantum algorithms are developed that show quantum speedup in comparison to classical ones (Grover,
1996; Kitaev, 1995; Shor, 1997). Other proposed algorithm perform tasks such as finding eigenvalues and eigenvectors
(Abrams and Lloyd, 1999), or solving linear systems of equations (Harrow et al., 2009). Normally, in all these
algorithms an input problem must be prepared. This preparation can be computationally costly and be a hidden
challenge.

Challenge 1.- Developing quantum algorithms for data compression that represent exponential data with a polyno-
mial circuit depth and polynomial number of qubits.

One first challenge is the quantum state preparation (QSP). One area where quantum computers are anticipated
to be impactful and provide computational advantage is in the field of Machine Learning (ML), where classical data
are processed, such as data classification. Therefore, a first component of any quantum algorithm with ML purpose
inevitably deals with loading classical data into the quantum memory of the qubits (Araujo et al., 2021; Zhang et al.,
2022). While an exponential data can be saved on a linear number of qubits, the circuit depth is generally exponential.

Challenge 2.- Software stack that facilitates the representation of classical many-body problems, such as in fusion
energy science, in terms of qubit operators.

A second challenge is in the preparation of a given problem in terms of a suitable Hamiltonian. What is normally
not discussed in literature is the cost of preparation of the input problem in terms of proper input Hamiltonian, e.g.,
in terms of a linear combination of Hermitian operators. Some solutions to this challenge already exists. In the field of
condensed matter physics or quantum chemistry, computer softwares exist that prepare the input problem (McClean
et al., 2019; Qiskit contributors, 2023). In general, there is a lack of tools to create a direct representation of a generic
Hamiltonian in the language of quantum computers. A less explored field is simulation of plasma fluid dynamics with
quantum computers or quantum-inspired algorithms. Given simulation of plasma fluid dynamics is at the core of
industrial business such as General Atomics, a quantum solution can have tremendous impact. Quantum algorithms
for solving differential equation exists (Harrow et al., 2009), having a software stack that facilitates the representation
of the problem of complex differential equations into spin Hamiltonian is then necessary.

OPPORTUNITY

Priority Research Direction 1.- Developing quantum state preparation algorithm that are inspired by powerful
established QIS theoretical techniques (e.g., Tensor Network) to reduce computational resource, discovering quantum
advantage.

QIS is supported by powerful classical techniques such as Tensor Network, MERA, and MPS. Nevertheless, direct
conversion of the underlying tensors to one- and two-qubit elementary gates comes with exponential cost. As one
possible direction of research, some of us recently proposed a different outlook to quantum circuit instruction (Jouzdani
et al., 2022). We believe similar considerations can benefit QSP problem in fields such as classical ML.

Priority Research Direction 2.- Tailored software that can be used to prepare generic input problems in terms of
qubit operators.

While second quantization is an appropriate way to prepare quantum many-body problem, in most industrial
problems particle symmetry is immaterial. The industry could benefit from a software that is used to prepare a larger

L Corresponding author, email: jouzdanip@fusion.gat.com



class of problems. A class of problems appears in fusion energy science, where generally the dynamics of a classical
many-body system is the target of simualtion.

ASSESSMENT

Comparison with current classical algorithm, and application to real-world problems. The comparison should
consider time to solution, including any input preparation, aside from other metrics such as accuracy of the solution
and alike.

TIMELINESS OR MATURITY:

Quantum advantage may not necessarily (in short term) be discovered in relation to quantum many-body physics
and quantum chemistry problems. The search for quantum advantage should be comprehensive. There are good
reasons to believe that some problems in real-world industry can be targeted more efficiently by quantum computers.
The first step in this expedition, is efficient tools and algorithms that allows quantum computer to interact with
real-world problems and classical data.
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Topic: Quantum Networking Models and Applications

1. Challenge: Quantum Internet Stack Concept and Development.

Long-distance distributed quantum processing implementations will require the deployment of extended
quantum networks delivering entanglement on-demand to the quantum processing nodes. The primary
architectural model governing this envisioned ‘quantum internet of things’ is the quantum internet stack
[1]. In this model, a quantum physical layer formed by entanglement sources, quantum memories, gates,
and routers will deliver entanglement to a quantum data link layer defining endpoints where robust
entanglement has to be delivered. The efficient long-distance distribution of entanglement using quantum
repeaters is governed by a software-defined on-demand entanglement distribution layer. Once the
entanglement is distributed, a quantum teleportation layer will reliably provide on-demand teleportation
services among the quantum processing nodes. Finally, teleportation-based applications will be defined,
capable of running distributed versions of quantum algorithms across the quantum internet of things. This
architecture can be seen on the right column of the figure below.

In this ‘quantum internet of things’ model, on-demand quantum operations within a quantum network,
such as qubit generation or Bell state measurements, will require the precise time synchronization and
remote control of classical devices over ancillary classical network infrastructure. The classical network
oversees the flow of control commands responsible for the execution of quantum network operations.
Furthermore, the classical network needs to initiate and coordinate the operations of quantum applications
that require quantum communication between quantum devices. Therefore, the stack needs to enable such
communications allowing applications to programmatically access quantum communication functionality.

2. Opportunity: Create an Experimentally-Inspired and Application-Driven Hybrid Quantum
Internet Stack.

Hybr|d Qua ntum Internet Stack The complexity in orchestrating the tasks required in
et e betetetetebuiete NP isieietuiets - the quantum internet of things concept defined above

‘ ‘:." Quantum ‘,‘ calls for a new quantum-aware control paradigm. We
Ap P MC@W@W Application J envision an evolution of the classical network stack
! Qubit | to accommodate quantum-enabling and quantum
%D Tr @7#’7)5/@ ort E Teleportation | operations simultaneously. The components and
=3 . iy —mdwEd ) functionality of this hybrid stack can be separated
'1 E N@i’W@f k § Eg";"'iﬂ;zﬂ’"e"‘ - into three stack protocol sets, as depicted in the figure
== - = - robust = left: (i) the quantum stack, which will be a set of
1S Lihk S | Entanglement | protocols controlling interconnected quantum devices
. S ,Generation ). capable of performing the key operations for
Phy t'z,uhaysn’t:ar;r - entanglement generation anq distr.ibution, (i1) the
! ) . quantum-enabling stack, which will be a set of
' Classical ' Quantum ! Quantum | quantum-aware protocols enabling the
'\ /;‘ | Enabhng '\ ' interconnection of quantum and classical devices in a

S S e e -~ network specifically built for maintaining quantum
coherence (e.g., polarlzatlon or time-bin superpositions) carried by photons defined within restrictive
temporal envelopes, and (iii) the existing classical stack that will be used to connect with quantum-aware
hardware to control quantum network operations. Furthermore, the control plane should also be
quantum-aware and comprise a set of dedicated protocols within the classical and the quantum-enabling



stacks required to control and orchestrate operations at the device, node, domain, and network level. At
the application layer, we envisage the need for standardized APIs for enabling quantum applications to
utilize quantum resources over the hybrid network. A set of quantum communication primitives that
abstract the quantum communication capabilities and hide their inner workings and complexity will
enable the development of high-level programmatic environments that can be utilized in developing
quantum applications.

3. Assessment: Emulation and Reference Implementation

To evaluate the feasibility of our architecture, it will be necessary to develop quantum network emulators
that are based on the hybrid quantum internet stack model. A comparison of the emulator results against
theoretical results will verify the correctness of its operation. Studying the effects of multiple parameters
on the operation of the stack-driven quantum networks, such as propagation distance, entangled
generation rates, photon loss rates, and quantum decoherence times will allow us to benchmark the
operation of multi-node quantum networks. Another avenue to evaluate the architecture model will be to
use the quantum internet stack to extend existing classical distributed computing communications
standards such as the widely used Message Passing Interface (MPI) [2] into a quantum version (QMPI),
offering an API that can utilize both classical and quantum resources at the behest of applications [3]. For
first realizations, the implementation details of QMPI are likely to be unique to each hardware system,
however, part of the assessment will be to eventually create a hardware-agnostic standard. A similar
approach could be used with another common parallel programming model, the Partitioned Global
Address Space (PGAS), which acts as remote, shared memory access with local affinity. A Quantum
PGAS (QPGAS) would be quantum-teleportation-aware and have a strong correlation to distributed
quantum algorithms that are typically designed around manipulating shared physical quantum resources
over message communications. Using a quantum network emulator as a platform, it will be
straightforward to develop reference implementations of communication standards, such as QMPI or
QPGAS on top of the hybrid stack, to test, validate, verify, and demonstrate the completeness of the
proposed APIs. If these APIs are shown to be complete, new standards could be proposed for broader
acceptance.

4. Timeliness or Maturity: Hybrid Quantum Internet Stack Realization

First iterations of this hybrid stack concept should be experimentally tested using controllable quantum
nodes in quantum internet testbeds across the United States [4-6]. For example, the BNL/Stony Brook
quantum internet testbed or the Illinois Express quantum networking testbed are envisioned to be
controlled over the classical network using first instances of a Quantum-Aware Control Plane (QACP).
Such QACPs are envisioned to orchestrate the operations of various devices over the network
infrastructure to enable quantum information flow and will be built on a series of drivers and software that
will control system elements over the network, acting as a unified control language. We envision such
implementations to achieve maturity in the next five years. Looking ahead into the next decade, similar
approaches could be followed to control the entanglement distribution and quantum teleportation services
envisioned in the general quantum internet stack. With this at hand, first instances of high-level
implementations of QMPI or QPGAS and related applications could be realized within the next decade.
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Topic: Models, codesign and integration

Challenge: Though proof-of-concept quantum communication over optical fibers has been
demonstrated at lab, campus and metropolitan scales, a number of open questions and
challenges remain in quantum networking. As experimentalists develop quantum memories,
fast entanglement sources, low-noise detectors, frequency converters, and repeaters, how
do we evaluate them at scale in terms of number and heterogeneity of devices, distance
between devices, volume of information transmitted, the number of users and the diversity of
applications? What abstractions and interfaces do different kinds of devices need to provide?
How do we evaluate various network architectures (for example, centralized versus
decentralized control, in-band versus out-of-band signaling) and protocol stacks at scale?
Some quantum network testbeds exist and there are efforts to build new testbeds but they
have several limitations. For example, these testbeds are campus or metropolitan scale and
they have only limited number of devices as many key devices are still in research stage.
Simulations can provide better scalability and much more flexibility while being cost-effective,
but accurate models and appropriate level of abstraction are critical for achieving the desired
fidelity. There are things that can be learnt from the classical network simulation which has a
rich history ranging from packet-level discrete event simulators to approaches that employ a
coarse resolution than packet-level simulation to hybrid approaches. At the same time,
quantum networks are very different from their classical counterparts. Two or more quantum
states can become entangled, and local operations can have nonlocal effects. For example,
multipartite entanglement allows creation of routing protocols that do not have classical
analogs. In fact, there has been efforts underway to build quantum network simulators but an
integrated effort involving researchers building devices, theorists developing protocols,
system software people and experimentalists is required to move the state-of-the-art in
quantum networking.

Opportunity: Progress is being in quantum networking devices and components [1,2,3]
such as quantum repeaters, quantum memories, quantum frequency converters, entangled
photon sources and single photon detectors. Likewise, several quantum network
architectures and protocols are being developed [4,5,6]. Testbeds at campus and
metropolitan scale are being actively built [7,8,9]. Several Quantum network simulators are
available now and are being actively enhanced [10,11,12]. Quantum applications remain in
the realm of theory, usually at circuit level description and thought experiments. To achieve
scalable quantum communications, we require a systems approach that brings together
devices, protocols, simulation and experiments to codesign the quantum networking stack.
With active research (although in a siloed fashion) in all the individual areas, there is a great
opportunity now for an integrated research program to realize a practical quantum network.
Assessment: Success involve making big strides in all the layers in a quantum networking
stack ranging from devices to applications with the protocols and network architectures in
between. Significant progress in developing abstractions and interfaces is also important.
One potential metric is the advancement in the scale of quantum networks along different
dimensions such as distance between nodes, heterogeneity of devices connected, number
of devices connected.

Timeliness or maturity: The fact that a) several quantum networking demonstrations has
been done at the campus and metropolitan scales recently; b)numerous research activities
are ongoing in the devices front; c) a handful of testbeds are being built; and d) simulation
efforts have produced some reasonable results, makes it timely to ramp up a co-design and
integrated approach to advance the quantum networking stack is timely now. The impact of
success could be big resulting in moving quantum network from metro scale to regional and
national scale.
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Topic: Codesign and Integration
Challenge: While most practical qubit operations are based on electrical gates and controls,
coherent transmission of such qubits over long distances is not practical. On the other hand,
optical photons traveling through fibers or open space can maintain their quantum states
across long distances. Unfortunately, conversion of qubit signals at microwave bands to
optical-frequency photons with high efficiency and fidelity has been a major challenge due to
the large wavelength mismatch between the two. Solving this problem is essential for the
development of practical quantum computing and communication systems where distant
qubits can communicate coherently via optical photons that preserve their quantum states.
Addressing this challenge requires the development of robust, efficient, scalable, and
integrated microwave to optical photon transducers. While progress has been made in recent
years in the development of transducers based on hybrid platforms involving optical
waveguides and magnonic, phononic, and electro-optical devices (71-77), most of this work
has not ventured beyond fundamental physics or single-device-level studies. Developing
practical transducers with industry-relevant scale and complexity that provide quantum links
between qubits across long distances remains an unsolved challenge. Addressing this
challenge will require a codesign approach across the technology stack from materials, device
engineering, integration, and system design (Figure 1).
Opportunity: The increasing progress and availability of capabilities for design, synthesis,
and heterogenous integration of magnonic and phononic materials (e.g., ferro, ferri, and
antiferromagnets supporting magnons, and ferroelectric materials supporting electrically
tunable phonon modes) creates a timely opportunity to address this challenge. As an example,
magnons—quanta of spin waves in a magnetically ordered material—are a possible
contender as an intermediary particle of quantum frequency converters. Their frequency,
which can be designed by controlling the exchange, magneto-crystalline anisotropy, and
shape of the magnet, is typically in the ~1-30 GHz range. On the other hand, their wavelengths
are much shorter than the free-space wavelength of the same frequency (~100 nm — 10 um)
and can be engineered by designing films or multilayers with specific dispersion
characteristics. This allows for small devices with optimized coupling to both microwave and
optical photons. In addition, recently discovered interfacial magneto-electric and spin-
orbitronic effects create new opportunities to develop devices with high conversion efficiencies
between microwave photons and the magnons (72-15). Finally, a wide range of ferromagnetic
and antiferromagnetic materials are now routinely integrated into existing semiconductor
manufacturing processes of leading foundries, largely due to their applications in (classical)
memory and sensing products (76). Examples are TSMC, Samsung, and GlobalFoundries 22
nm and 28 nm nodes which all have embedded magnetic memory (MRAM) options, with sub-
20 nm nodes in development. Hence, their synthesis, processing, and large-scale integration
build on a large pool of knowledge and prior investments by industry, government, and
academia. Integration of quantum transducers within advanced foundry nodes will enable
them to be placed in tight proximity to advanced classical computing, control, and interface
circuitry needed for large-scale quantum computation and communication. We expect that
this will allow a great leap forward in terms of the complexity and industry/application-
relevance of the circuits being prototyped. This will be comparable to the effect that the
increased availability of silicon photonics in semiconductor foundries has already had on
quantum technology development in recent years (17).
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timely topic due to two reasons: 1. I d puting y

The significant progress over the past decade in developing microwave-frequency quantum
computing platforms. Further scaling of these technologies requires true quantum coupling of
separate quantum computers to address larger computational problems; and 2. The
tremendous progress in integration of various ferroic materials within established
semiconductor manufacturing, which provides a pathway to scalable integration of large
transducer arrays in commercial foundries.
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Challenge

The past decade has witnessed quantum computing hardware becoming widely publicly available, leading
to an emergent “Quantum Programming 1.0” software stack. With small variations, the standard is domi-
nated by a few commonalities: Python-based libraries for users to craft their algorithms, built-in quantum
simulators (created in compiled languages like C++4), online APIs which accept text-based representations
of circuits, tight constraints on what a “quantum program” is, and substantial classical computation often
executing in a user’s local environment.

This model has enabled things that have never been possible before, but we should not expect that we
have gotten the entire quantum programming stack right in a single technological generation. These present-
day patterns may prove insufficient for new sets of demands, which are already starting to appear. Freshly
emerging challenges and limitations will force us to rethink the foundations of the first-generation quantum
software stack.

One challenge is supporting the growing diversity in what “quantum programming” means. Many es-
tablished and emerging algorithms have, by necessity, some hybrid nature to them: error correction, error
mitigation, circuit cutting, quantum gradient computation, variational algorithms, etc. Arguably, even text-
book algorithms like Shor’s are better captured with mixed quantum and classical instructions (e.g., classical
control flow). Drawing arbitrary programmatic restrictions around quantum and classical operations will
make quantum programs less flexible, less modular, and less hackable, slowing the pace of research overall.
Similarly, there are a number of devices and accelerators available where a user may want to run different
parts of their hybrid program. How do we allow hybrid computations to be intelligently distributed amongst
QPUs, CPUs, and GPUs?

As a final challenge, while the accessibility and scientific ecosystem of Python are important for re-
searchers, Python is a notoriously slow programming language for the actual execution of complex programs.
Dedicated quantum simulators written in compiled languages only partially mitigate this, since they focus
exclusively on quantum operations—classical parts of a user’s program still execute in Python. How can
we leverage the researcher-friendliness of interpreted languages like Python to capture a user’s program,
while smoothly moving all execution to environments which are better suited for both classical and quantum
instructions?

Opportunity

There exists a major opportunity to reimagine a new “Quantum programming 2.0” stack end-to-end. This
new paradigm could be distinguished from its predecessor by putting solutions to the above mentioned
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challenges at its heart: full-stack treatment of hybrid programs, flexible heterogeneous program execution,
and staging the execution of entire classical-quantum programs to occur outside of Python. This does not
need to be a complete tear-down and rebuilding of our existing stack, but an evolutionary process that keeps
the best patterns while substantially improving the weak points.

Upgrading the quantum programming model would deliver substantial benefits to quantum researchers,
accelerating the pace of development. Example opportunities include: faster program execution via just-in-
time hybrid compilation, joint classical-quantum transforms/passes for program optimization, more seamless
integration with modern classical software tools, and removing network communication bottlenecks from
quantum programming workflows.

Seizing this opportunity will require the exploration of new ideas and the development of new tools
and technologies. It will necessitate broader collaboration across industry, e.g., developing these next-gen
standards, and codesign of quantum hardware APIs and quantum software clients. It will also need greater
collaboration between industry and academia, e.g., understanding and removing researchers’ biggest barriers,
and developing additional ideas and algorithms for hybrid programs.

Assessment

Any software stack should be assessed by what benefits it brings the user. With this in mind, successful
development of a Quantum Programming 2.0 stack could take the following form: By 2025, a researcher
with no special programming expertise can develop a new idea for a quantum algorithm in a Python-
based quantum programming library within minutes. The user’s entire program (all classical and quantum
instructions) is captured from Python, passes through a compiler pipeline that jointly optimizes for both
quantum and classical efficiency, and is staged for execution in a high-performance runtime environment.
Execution of the user’s program is heterogeneous, taking place concurrently across multiple devices including
CPUs, GPUs, and QPUs, with minimal overhead nor need for special expertise from the user. This entire
stack is modular, extensible, and hackable, allowing third-party developers to build their own applications on
top seamlessly. Quantum hardware can register its own specific compilation passes for this stack dynamically,
allowing newly available devices to easily integrate.

Timeliness or maturity

A first-gen quantum programming model has already coalesced. Thanks to this, we now have visibility into
which parts of this model are (or will soon be) insufficient. Embryonic next-gen ideas are now appearing, such
as in the Quantum Intermediate Representation [1], Xanadu’s Catalyst [2], Nvidia’s CUDA Quantum [3], or
the IBM Qiskit Runtime [4]. But these budding ideas will need dedicated time and effort to develop into
a clear technological trend. While certain trends may appear organically, there is a risk that a restrictive
or uncoordinated development could delay or prevent key ideas from emerging in a timely manner (or at
all), slowing the development of quantum technologies overall. As a best-case scenario, a concerted effort
to develop the next-gen quantum software stack unlocks substantial capabilities for quantum researchers,
leading to a large acceleration in the timeline where useful quantum computers are available.

References
[1] QIR Specification. https://qir-alliance.org.
[2] Catalyst. https://github.com/PennylaneAl/catalyst.
[3] CUDA Quantum. https://github.com/NVIDIA/cuda-quantum.

[4] Qiskit Runtime https://github.com/Qiskit/qiskit-ibm-runtime.



Title: Quantum Modeling and Optimization Design Environment (Q-MODE)

Authors:

Yousu Chen, Pacific Northwest National Laboratory, yousu.chen@pnnl.gov

Amin Khodaei, University of Denver, amin.khodaei@du.edu

Rozhin Eskandarpour, Resilient Entanglement, rozhin.eskandarpour@resiliententanglement.us

Topic: Design and development of an application environment for quantum model and
algorithm integration

Challenge: Quantum computing has the potential to revolutionize many areas of science and
technology, from cryptography and drug discovery to optimization and machine learning. As the
field matures, the need for sophisticated tools that can model and simulate quantum computing
problems becomes more critical. Despite the progress made by existing quantum computing
frameworks, there is still a need for a comprehensive, user-friendly environment for the design,
optimization, and integration of quantum systems. Such modeling systems exist for optimization
problems in the classical domain, e.g., GAMS and AIMMS. However, this is still lacking in the
quantum domain. The challenges facing the development of a quantum computing
environment like Q-MODE include:

- Creating an expressive, user-friendly domain-specific language that allows researchers
and practitioners to quickly and easily model optimization problems using quantum
computing.

- Ensuring compatibility with existing quantum computing frameworks, libraries, and
hardware.

- Developing a cohesive modeling environment that integrates quantum and classical
components, enabling seamless codesign and optimization of hybrid systems.

Opportunity: Q-MODE can address these challenges by offering a comprehensive quantum
modeling and optimization design environment tailored to the unique requirements of quantum
computing. The key features and benefits of Q-MODE include:

- A new, expressive domain-specific language specifically designed for quantum
computing, enabling users to easily describe quantum circuits, gates, algorithms, and
select the desired optimization algorithm.

- Integration with popular quantum computing frameworks such as Qiskit, Cirg, and
PennylLane, allowing users to leverage the latest quantum computing resources and
advancements.

- Support for a wide range of optimization techniques and solvers, including quantum
annealing, QAOA, VQE, and hybrid classical-quantum optimization methods.

- Auser-friendly interface and visualization tool for designing, simulating, and optimizing
guantum systems, making it accessible to researchers and practitioners with varying
levels of expertise in quantum computing.



- Comprehensive documentation, tutorials, and examples to help users get started with Q-
MODE and explore its full capabilities.

- Active community engagement and support, promoting collaboration and knowledge-
sharing among users and developers.

Assessment: The success of Q-MODE will be evaluated based on the following criteria:

- Adoption and usage: Q-MODE should be embraced by the research community and
industry partners, as evidenced by the number of users, publications, collaborations, and
real-world applications utilizing the software.

- Compatibility and integration: Q-MODE must maintain compatibility with existing
guantum computing frameworks, libraries, and hardware, enabling users to leverage the
latest resources and advancements in the field.

- Ease of use: The domain-specific language, interface, and tools provided by Q-MODE
should be user-friendly, accessible, and efficient, making it easy for researchers and
practitioners to model, simulate, and optimize quantum systems.

Timeliness or Maturity: Quantum computing is at a critical juncture, as advances in hardware
and software have brought us closer to practical applications and breakthroughs. The
maturation of the field necessitates a robust, user-friendly modeling and optimization
environment that can support the growing needs of the research community and industry
partners. As a result, the development of Q-MODE is both timely and vital for the quantum
computing ecosystem. By enabling a widespread application of quantum computing, Q-MODE
can provide a powerful tool for the next generation of quantum researchers and practitioners,
enabling them to tackle more complex and ambitious problems. The success of Q-MODE will
not only streamline and enhance the quantum computing workflow but also contribute to the
broader adoption of quantum computing technologies across various industries, accelerating
innovation and potentially leading to transformative breakthroughs.
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Topic: Quantum computing applications, models, algorithms development and error correction
and mitigation.

Challenge: Since quantum devices are generally susceptible to non-unitary noise in addition to
their intended unitary dynamics, their qubits evolve under non-unitary maps and must generally be
error-corrected to become useful for practical applications. Our current paradigm of characterizing
the usefulness of qubits based on error-correction requires them to be on the surface of their Bloch
sphere and non-unitary noise contracts the Bloch sphere.

There are a lot of outstanding challenges in understanding, simulating, and characterizing
non-unitary qubit dynamics. For instance, Lindbladian models are often unwieldy, difficult to
understand, and generally unscalable, while benchmarking characterizations of quantum devices are
difficult to translate to a measure of the device’s algorithmic usefulness. At the application-level,
an enormous amount of overhead must also be expended to implement quantum error correction.
At the algorithmic level, quantum algorithms that use non-pure mixed states, such as those related
to Gibbs sampling, are among the most poorly understood and unscalable. This is also true of
quantum algorithms for high-energy physics, quantum field theories, and general relativity.

Opportunity: The relationship between general relativity and quantum theory was greatly ex-
tended over twenty years ago by the AdS/CFT correspondence conjecture between anti-de Sitter
(AdS) spacetime and conformal field theories (CFTs). This relationship establishes a duality be-
tween generally non-unitary qubit dynamics and geometric or gravity geodesic equations of motion,
among many others that form a sort of “dictionary”. This correspondence manifests the holographic
principle: the properties of a larger dimensional bulk geometry are encoded in a lower-dimensional
field theory. Recently, these correspondences have produced particularly promising results regard-
ing the thermodynamic and entropic properties of black holes on the gravity side, and quantum
error correction on the quantum side. Surprisingly, the two phenomena are often found to be dual
to each other.

Using the algebraic formalism provided by CFTs, we can see that when qubit-based devices
cannot offer quantum advantage, non-unitary qubit operations can only be written in terms of
finite-dimensional Witt algebra generators that produce a cover of the conformal symmetry group
SO1(2,2)/SO™(1,2) under exponentiation. When they can offer quantum advantage, this algebra
possesses a non-zero “central” charge and can be extended to an infinite-dimensional Virasoro
algebra. This allows any (hypothetical or actual) quantum device to be expressed in terms of
the conformal symmetry operations that it can produce and to determine how much this central
extension is used.

However, there appear to be no algorithms that explicitly make use of the non-compact and non-
unitary subspace of the full SO*(2,2)/SO%(1,2) group. This is largely because it is not possible to
define a finite logical qubit basis on a non-compact space and so only the compact SU (2N ) subspace
is used. While all practical quantum devices technically explore the non-unitary part because they
experience noise, this is viewed as something to be mitigated instead of leveraged; qubits must
remain in SU(2Y) to remain useful for current algorithmic implementations.

There is a potentially significant missed benefit to not making use of the full space.

SOt (2,2)/S07(1,2) allows two-dimensional qubits to be reformulated in a larger-dimensional dual
space. This relates their angular rotational, dilatation and other degrees of freedom to the shifts



and boosts of curved spaces that can be solved by classical general relativity when the central
charge is zero (i.e. no quantum speedup). With only the unitary part of SO*(2,2)/SO%(1,2),
this correspondence only generates comparatively simpler Euclidean geometries and not the full
diversity of Riemannian geometries. In this sense, current unitary approaches to quantum algorithm
development cannot efficiently simulate many problems in general relativity and this may be why
many current quantum algorithms for high-energy scale particularly badly.

A finite logical qubit basis can be defined by compactifying the non-compact subspace of
SO7*(2,2)/SO™(1,2) onto a compact space, such as another qubit. Furthermore, the AdS/CFT
correspondence has developed approximate error-correcting codes that correspond to operator alge-
braic prescriptions for erasure-protecting codes. It has also been shown that depolarization errors
can frequently be converted to erasure errors which subsequently improves the threshold distance
of the quantum error-correcting code. Geometric dual notions such as Bogoliubov transformations,
location in the radial direction, and the holographic entropy bound reexpress notions from quantum
error correction. Black hole scrambling dynamics that conceals quantum information by encoding
it non-locally has been shown to also protect it as a byproduct like a quantum error-correcting
erasure code. Studying quantum error-correction in this dual geometric/gravity formulation may
allow us to better leverage the non-unitary potential intrinsic in today’s devices.

Assessment: Determining how many units of the full SO (2,2)/SO%(1,2) group are necessary
in quantum algorithms and can be generated by quantum devices will more accurately align with
their useful benefit over classical devices and algorithms and generically lower the amount of qubits
necessary. As a result, it would be extremely useful to develop a two-dimensional conformal “vol-
ume” metric, similar in principle to the quantum “volume” used by IBM, but directly measuring
a device’s utility to outperform classical computers at the algorithmic level and therefore advance
the frontiers of computational science.

Potential solutions to preserving the non-compact subspace of qubits would likely initially in-
volve extensions of quantum erasure codes or extensions of standard quantum correction codes to
some approximate basis over the larger non-compact subspace, or a compactification of one qubit
onto more qubits. Success could be evaluated with respect to the above-mentioned conformal vol-
ume metric. Moreover, the measure of success at the algorithmic level would follow a similar route;
expressing our current resource estimates in terms conformal units, instead of unitary 7" gates or
similar, would likely be especially beneficial for algorithms of high-energy physics.

Timeliness or maturity:

Many of the links between the geometric/gravity dual formulation of non-unitary qubit dynam-
ics and quantum error correction have only recently been made. Moreover, despite the invention of
quantum error correction following the AdS/CFT correspondence conjecture, the two communities
have only begun to be bridged. At the application level, now is also in some sense the perfect time
since intermediate-scale near-error correcting devices will likely approaching the sweet spot of con-
formal control over their non-purity, i.e. approximate error correction will in a sense be inherently
the best that we will be able to do with these devices.

Furthermore, the dual reformulation of non-unitary qubits in terms of curved spaces has the
potential of helping us develop fundamental physical limits on quantum processors by allowing
for speed and scrambling limits from classical general relativity to be applied to the quantum
setting. The tools developed in that community have never been used to benchmark quantum
device capabalities and we suspect that they are particularly capable of doing so at the algorithmic
level for near-term devices that are naturally non-unitary.
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Topic: Defensible demonstrations of quantum computing as a means to simulating nature are contingent
not only on the advances in the design of quantum hardware but also on the ability to adopt new
methodological advances in the theory of correlated many-body systems and elements of high-performance
computing (HPC). Among the desired features of these methodologies, one should list the possibility of
utilizing hybrid computational resources integrating the most appealing features of quantum and classical
computing and the ability to construct flexible workflows that can naturally adapt to ever-evolving quantum
computing technologies and provide much-needed tools for transitioning from the noisy intermediate-scale
quantum (NISQ) era to fully fledged error-corrected quantum computing. Close integration between
existing exascale platforms and quantum hardware has the potential to lead to more realistic simulations of
chemical processes. The “center of mass” in these simulations can be shifted towards quantum computers
as quantum computing matures. Therefore, our position paper focuses on components relevant to this
strategy: applications, models, algorithms, and codesign/integration aspects.

Challenge: The current applications of quantum computing dominated by NISQ devices are limited by
severe bottlenecks that, if not adequately addressed, may lead to a stalemate situation in enabling realistic
quantum simulations for chemical systems. Among the most pressing issues, one should mention: (1)
circuits that are too-complicated/deep/over-parameterized for a straightforward encoding of physically
meaningful information to describe states of molecular and periodic systems in various basis sets (Gaussian
vs. plane waves), (2) the lack of quantum algorithms to effectively reduce the quantum problem's
dimensionality through the spatial, temporal, and energy scales or appropriate discretization techniques,
which leads to the excessive number of parameters that need to be used to attain chemical accuracy, and
(3) the number of measurements needed grows excessively large, defining in a natural way the system-size
limits tractable by quantum simulations. These three challenges, in addition to inherent problems with the
NISQ devices (associated with inefficient/inexistent error-correcting procedures), pose a significant
challenge for further advances in quantum computing for chemical systems.

Opportunity: To bypass these problems, we advocate for hybrid computing, where classical computing is
integrated with the efficient form of distributed or parallel quantum computing. Thirty years ago, a similar
strategy for classical computing (distributed memory models) paved the way for fully-fledged exascale
simulations. The currently existing exascale architectures can perform many-body simulations with 10''-
10'? parameters, a fact that cannot be ignored in designing more efficient and accurate hybrid computing
workflows that utilize quantum computing kernels. We envision that such workflows, in a long-time
perspective, will provide mechanisms to adapt to evolving quantum technology and will lead to well-
defined areas of applications that require pre-and post-processing, usually related to the preparatory steps
for calculating effective representation of the quantum problems, optimization of the measurement process,
and implementing solvers of non-linear optimization problems.



Although almost all current applications capitalize on some form of hybrid computing, new algorithms that
can fully utilize exascale computers and quantum registers composed of hundreds of qubits are needed. An
emerging opportunity is associated with (1) a class of methodologies that can be translated into constant-
depth algorithms composed of coupled small-dimensionality problems and (2) measurement protocols
utilizing various forms of tapering, commutation relations, and unitarizations, which can be executed in
parallel using distributed quantum computing.

Co-design processes should streamline hybrid computing by providing mechanism to leverage the existing

HPC and quantum computing infrastructure, including HPC tools such as TAMM (Tensor Algebra for
Many-body Methods), quantum computing software (for example, XACC and QDK), and mature
computational chemistry infrastructure (NWChem, NWChemEx, SPEC). We envision a rapid progress in
several resource-efficient quantum algorithms based on: (1) effective Hamiltonian theories, quantum flow
equations, and basis set discretization techniques for dimensionality reduction and explicit utilization of
interactions locality, (2) quantum Krylov methods, and (3) stochastic approaches based on various
representations of Fermionic problem.

Assessment: The success of the hybrid computing strategy should be measured at various levels by
reflecting on the potential of quantum/classical simulations. Although achieving success may still be
contingent upon unforeseen factors, it is reasonable to expect that the success metric should include the
following elements:

e Demonstrate hardware simulations for chemical/physical systems taking advantage of 200-400
qubits and currently existing leadership computing facility architectures.

e Ensure new advances are entirely (or in large part) interoperable with existing infrastructure for
computational chemistry and material sciences (quantum chemistry, statistical physics, and
periodic systems) and novel HPC simulators.

e Demonstrate the advantages of quantum computing in solving complex processes by addressing
problems outside of the reach of conventional computing, including challenging problems
involving multiple states in various energy regimes and extensions to periodic systems.

Timeliness or maturity: Based on the current projected developments of quantum hardware, quantum
algorithms, and HPC, the discussed strategy elements will enable to by-pass inherent biases of the
approximate methods used in chemistry/physics applications and unlock new classes of information in
hypothesis-driven quantum simulations. The primary beneficiary of the outlined effort will be quantum
chemistry, where quantum computing will result in unprecedented capabilities in modeling processes
characterized by strong correlation effects (complex chemical reactions, excited states, and optical
properties). However, the universal character of the proposed framework makes it easily transferable to
material sciences and nuclear physics.
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Topic: models, compilation, error correction and mitigation, codesign, integration

Challenge: The development of large-scale quantum computers is hindered by the need for efficient
error correction and the limitations of existing hardware. Efficient implementation of quantum
algorithms requires (1) effective gate synthesis techniques as well as (2) the integration of quantum
technologies across multiple layers of the technology stack and (3) their subsequent optimization. Such
holistic design and analysis of quantum systems is further complicated by the lack of (4) standardized
physical-layer models and the labor-intensive process of converting research findings into actionable
designs.

The unifying theme in these challenges is the lack of good codesign tools for quantum hardware.
Classical engineering has faced the challenge of codesign for decades, and has had good success using
completely decoupled tools to model various layers of the stack: materials modeling informing
lump-element simulations informing simulators of the higher layer of the stack. Such tools need only
loose coupling and interoperation because layering Monte Carlo (MC) simulators is all one needs to do in
order to study intricate correlations between parameters at various layers of the stack. However, MC
simulations fail when one needs to describe highly-entangled quantum probability distributions, as MC
techniques can not account for quantum interference between the different MC samples®. One needs
either to (1) use approximate surrogate models of the lower layers (hence trivializing the noise model
and losing track of important correlations) or to (2) create tools to convert between the many different
ways quantum correlation might be internally represented by different special-purpose simulators.

In this position paper, we suggest the pursuit of a modular scalable quantum computing approach,
focusing on building digital twin simulators and electronic design automation (EDA) for quantum
computing with an emphasis on interoperable and automated physical-layer models.

Opportunity: Codesign leads to significant performance improvements (e.g. in entanglement purification
[1,2]), but the quantum hardware design tools are lacking. On the other hand, today there is an
unprecedented richness in reverse design tools, theory, and open source software, partially thanks to the
growing investments into supporting technologies for Al. One particularly extraordinary example is the
availability of automatic-differentiation compilers capable of providing high-performance gradient
calculations over arbitrary programs, e.g., capable of differentiating even through programs with
randomness (e.g. simulations involving wavefunction collapse). These autodiff technologies enable
codesign and optimization that previously would have been prohibitively expensive. Moreover, ML

! corresponding author

2 While the possibility for interference is one of the roots of the computational advantage inherent in quantum
hardware, it is also the reason it is challenging to construct practically useful high-fidelity digital twins of quantum
hardware as, e.g., both the low level analog physics simulator and the high level network simulator might need to
track how they affect each other’s quantum correlations (not doable with classical Monte Carlo).



techniques have percolated into many other fields, providing unsurpassed optimization tools for a
variety of quantum tasks[3,4]. Lastly, large language models have the potential to greatly automate the
more menial research tasks, especially if we establish standardized formats for a more accessible
scientific record. These features together have the potential to drastically speed up the development and
optimization of quantum technologies if made available in the form of EDAs.

However, a tool to combine disparate simulators and marshal them into a synchronized super-simulator
is needed (due to the unavailability of stacked MC) for high-fidelity digital twins. Simulating a quantum
network to high fidelity requires both the modeling of the network dynamics[5], but also the low-level
analog noise dynamics of each node, if we are to reap the benefits of codesign and optimization [1].
Thankfully, that does not require rewriting available simulator code, but it highlights the importance of
building tools that can build large scale simulations by patching together and timing smaller
special-purpose simulations, especially if we want to have good optimizers, not only simulators.

Assessment: The success of the proposed framework will be measured by its ability to efficiently design,
analyze, and implement quantum algorithms, architectures, and networks, as well as its impact on the
accessibility and extendability of scientific research. This includes assessing the performance of digital
twin simulators and EDA tools in terms of model accuracy, interoperability, and ease of use, as well as
the effectiveness of automated physical-layer models in their ability to streamline quantum computing
research, facilitate machine verification, and promote interoperability among various quantum
computing systems. A full-stack model that took a whole team and six months should become something
that a single graduate student can build, study, and optimize in a few weeks.

A brief list of specific capabilities that are needed include (1) Support for various types of automatic
differentiation and reverse design, probabilistic/Bayesian programming and parameter estimation, (2)
Ease of creating numerical surrogates of real or simulated hardware, (3) Automating control of and
model fitting to experiments, (4) Database of typical hardware properties and noise parameters, error
correcting codes, common networking protocols and primitives, (5) Symbolic algebra system permitting
formalism-and-simulator-agnostic representation of states and processes, (6) Superb debugging and
visualization tooling, (7) Ease of publishing machine readable, interactive, reproducible research results.

Timeliness or maturity: The performance, scale, and sophistication of quantum hardware is at the
precipice at which optimizing around the aforementioned bottlenecks would is for continuing progress.
At the same time, the software building blocks to enable the creation of these tools only now became
commonplace. We need these new tools in order to perform this design and optimization, and now we
know how to build these tools.
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1 Challenges

As new quantum network technological capabilities develop, the extent to which such quantum systems can
exist beyond laboratory settings and the economic cost of deploying them should be considered to evaluate the
scalability of quantum networking in real-world settings. The most accessible medium for deploying quantum
networks is within the optical fiber infrastructure, however most fibers are already populated with classical
telecommunication systems and dark fibers are in demand with the expansion of classical communications.
Therefore, one key challenge is to engineer quantum networks to “coexist” in the same fibers with classical
signals as this will dictate the availability of fiber links and ease costs of leasing and maintenance of fibers [1].
Further, coexistence of classical and quantum light can be utilized for quantum network functions (e.g., time
synchronization [2] and teleportation), where classical light encoding information about the quantum system
coexisting in the fibers as quantum signals would simplify architecture designs and limited fiber link resources.
Furthermore, the distribution of strong classical light is required to implement protocols based on continuous
variables [3] or for single-photon protocols [4].

Such quantum-classical integration has been widely studied in the context of single-photon and single-
channel quantum systems; the main challenge being spontaneous Raman scattering of high-power classical
communications generating noise photons that can corrupt quantum channels. However, quantum net-
work technology has been rapidly developing in recent years towards deploying significantly more complex
quantum network systems (e.g., multi-node entanglement-based networks, quantum teleportation, entangle-
ment swapping, and quantum memories) in dark fibers, however operating these systems beyond dark fibers
remains largely understudied. The unique physics of each application leads to interesting new research di-
rections for understanding how noise from coexisting classical signals will impact various components within
future quantum network physical layers, which will then guide the codesign of scalable quantum networks
not limited to dark fibers.

2 Opportunity

Completely integrating both quantum and classical communications in the same fibers will require multiple
fields within physics, engineering, and networking in order to develop physical models for how noise impacts
various quantum network physical components. Furthermore, we also need to engage theorists to understand
how errors produced by noise permeate up the stack, all the way up to applications. We here argue that a
research program that uses such models to engineer systems and control routing for noise robust quantum-
classical network operations, control planes managing the routing of both quantum and classical signals, and
error correction/mitigation strategies for applications is needed.

The main challenge for integration is noise from high power classical light, where a common method to
reduce noise is to allocate quantum and classical light within different telecom bands. Thus, there may be
situations wherein all telecom bands are populated with quantum and classical systems, and thus maturing
technology across all telecom wavelengths should be pursued in both the quantum and classical domains.

¢ Advancing O-band classical transceivers across 1260 — 1300 nm would reduce the noise in C- and L-
band quantum networks and allow high data rate coexisting classical channels with minimal impact on
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quantum functions [5], and similar developments can be applied to the quantum domain using O-band
quantum systems when C- or L-band classical communications are operating within a fiber [6].

¢ Classical and quantum network in the control plane perspective should cooperate to efficiently schedule

access to the shared fiber infrastructure.

e Technology to achieve tight temporal filtering with high efficiency, i.e. an ideal detector could be
superconducting nanowires with tight electronic or low-loss optical gating.

3 Assessment

Success can be evaluated by the ability to operate each quan-
tum network function albeit the presence of high power clas-
sical signals operating in the same fibers. Mostly, this can be
characterized by the fidelity of the quantum network operation
as a function of the possible coexisting classical power levels
that can be achieved before quantum protocols fail due to in-
tolerable noise levels. As an example of the expected improve-
ment, we estimated [7] the reduction in forward scattered noise
for a fiber link using superconducting nanowires compared to
conventional photodetectors used in previous work [2], finding
orders of magnitude improvement, see Fig. 1.

4 Timeliness or maturity

Quantum network technology has begun to allow more com-
plex quantum systems to be deployed within the fiber infras-
tructure. Recent work has demonstrated the feasibility of
multi-channel entanglement-based networking alongside ter-
abits per second classical communications in 48 km installed
fiber with 18 dBm coexisting classical power [6]. As such
quantum systems are key components in quantum network
applications such as multi-node quantum networks, telepor-
tation systems, and entanglement swapping, these methods
can be readily built upon when moving towards these more
complex quantum network applications coexisting alongside
high data rate classical communications.
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Figure 1: The measured count rate of for-
ward Raman scattered light into the quan-
tum channel C-band window are shown for
1610 nm and 1310 nm clock signals. The leg-
end details the type of detector and launch
power needed to reach the distance labelled
on the horizontal axis. Calculations based
on detectors used in ANL-FNAL fiber ex-
periments [2].

Successful integration of quantum and classical communications coexisting alongside each other in the
same fiber infrastructure would render widespread deployment of quantum networks, and eventually a quan-

tum internet, a more feasible reality.
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1 Challenges

There is a large, and growing, effort to develop multi-node and long-distance quantum networks. These will
enable new capabilities in communication, computing, and sensing. For example, with suitable communi-
cation rates and high fidelity, such links can be used to realize both secure remote quantum programming
(“blind” quantum computing), as well as distributed quantum processing, in which the already tremendous
power of a quantum computer can be amplified exponentially by allowing multiple smaller processors to
act coherently as one large machine [1]. As a rather different application, quantum networks can enable
distributed quantum sensing, e.g., as a resource to as a resource of distributed quantum photonic states,
which can be used to enable much longer very long baseline interferometry (VLBI), which in turn enables
much higher resolution telescopy [2] (again, assuming sufficient rates and fidelity of the available quantum
states).

Although there is little doubt that many of the quantum networking applications will rely on fiber-based
communication channels, these do have the non-negligible disadvantage of a transmission that drops off ex-
ponentially over distance. Even working at the optimal telecommunication wavelength for fiber transmission
( 1550 nanometer), where the loss is only 0.2 dB/km), the net transmission over 100 km is only 1%, and the
transmission over 800 kilometer (e.g., necessary to connect Fermi National Lab and Oak Ridge National Lab)
is only 10716, while the transmission for a fiber link connecting Los Alamos National Laboratory and ORNL
( 2000 km) is 10749 Obviously, the problem gets exponentially worse when we consider transcontinental,
or even transoceanic links.

2 Opportunity

One strategy to combat this problem is to employ quantum repeaters, nodes that employ small quantum
processors, and multi-mode synchronizable heralded quantum memories. Unfortunately, such quantum tech-
nology is still under development, and today no single viable quantum repeater has been demonstrated which
could run at rates relevant for distributed quantum processing. Given that the eventual spacing between
such repeater nodes could be as low as 20 km [3], it will likely be quite some time before technology is at
the level to enable transcontinental quantum entanglement distribution, or even between LANL and ORNL
(which might then require O[100] repeaters).

The other approach is to employ free-space optical channels to distribute quantum entanglement. For
example, one could consider one or more satellites in a low earth orbit (similar to the International Space
Station), used to distribute entanglement to widely separated ground stations [4]. In fact, just such a
capability was demonstrated by the famous Chinese Micius satellite, which distributed entangled pairs to
two ground stations separated by 1200 kilometers, at rates up to 10 orders of magnitude beyond what would
have been achieved using direct transmission through fiber [4].

In any event, to be useful for most applications, the free-space links will need to connect to the fiber-based
quantum channels, since those are how the intended users, e.g., national labs, will be connected. For this
reason we believe it is important to explore hybrid quantum network architectures, combining fiber-based
and free-space links.

Some of the same advantages can be realized using terrestrial free-space links, which have the added
advantage (over fiber) that they can be readily established and reconfigured without laying new optical
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fibers. Furthermore, free-space links can enable connections over networks for which fiber connections may
be essentially impossible, i.e., to moving vehicles.

Another advantage to space-based quantum networking is the possibility to explore new science. For
example, the much higher velocities, enable one to study quantum nonlocality in moving inertial frames.
Perhaps even more exciting is the opportunity to look at the effects of quantum measurement when gravi-
tational time dilation is resolvable [5].

3 Assessment
Many challenges still remain, however. For example, because the loss increases quadratically over distance
due to diffraction, it is necessary to have fairly large transmitting and receiving telescopes, which then
necessitates the need for adaptive optics to be able to couple the light into single-mode optical fibers (where
it can be used to realize entanglement swapping with other terrestrially-based entanglement sources). In fact,
to date there have been no experimental demonstrations at all that have achieved entanglement swapping,
or even the simpler cousin, quantum teleportation, between two sources in relative motion, which of course
would be necessary for any space-based implementation. The principal challenge here is synchronization—the
requisite Bell-state analysis requires the two photons to meet on a beamsplitter simultaneously (to within
their coherence time, which varies inversely as the photon bandwidth, and in nearly every teleportation
experiment to date is 0.1 -10 ps).

Specific areas where development are necessary to enable high-rate high-fidelity free-space and space-
based entanglement networking include:

¢ Development of optimized low-SWaP source of ‘swappable’ entangled photon pairs; the requirement
for swappability means the photons need to be indistinguishable, and not have unwanted spectral
correlations. Such sources should also be multiplexable, to allow the necessary transmission rates;

¢ Development of high-efficiency and tunable frequency conversion; this is critical, both to allow the pho-
tons to be able to match available quantum memory architectures, but also to function in the presence
of sizable Doppler shifts (e.g., a telecommunication-wavelength photon transmitted from/received by
a LEO satellite can see Doppler shifts as high as 20 GHz);

¢ Development of suitable synchronization methods to enable entanglement swapping between sources in
relative motion. Note that such solutions are also necessary for purely terrestrial network connections,
due to drifts in fiber channel lengths, variations during routing via various links, etc.

o Development of flyable high-efficiency low-jitter detectors, e.g., superconducting nanowire single-photon
counters, or Si avalanche photodiodes plus frequency upconversion if necessary.

4 Timeliness or maturity

Given the recent satellite entanglement distribution, and free-space quantum communication demonstrations,
now is the appropriate time to begin serious research into free-space and space-based architectures, as these
will undoubtedly take some number of years to bring to maturity. Nevertheless, the methods and technologies
developed will likely benefit traditional fiber-based quantum networking as well.
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Abstract: Like its classical forerunner, the defining characteristic of the anticipated
quantum internet will be the interconnection of many smaller quantum networks together. The
development of a successful quantum internet will therefore require solutions to difficulties
that, although related, are distinct from those faced by smaller testbeds. In this position
paper, we describe important challenges and opportunities toward the realization of quantum
internetworking that together form necessary—if not sufficient in themselves—conditions
toward a truly quantum internet.

Topics: applications, models, codesign and integration.

Challenge.—The fundamental challenges of quantum internetworking arguably all stem from the no-cloning theo-
rem: arbitrary quantum states cannot be copied without degrading their fidelity [1]. Consequently, many of the tech-
nologies that have proven so successful in the classical internet—e.g., optical amplifiers and electronic routers—are
unavailable to quantum signals. At a basic level, some of the most conspicuous unmet research needs pertain to the
hardware required for interconnected quantum devices, which can feed into a network hierarchy modeled after the
classical internet: namely, quantum local area networks (QLANS) connected to form quantum metro area networks
(QMANSs), and QMANS connected to form quantum wide-area networks (QWANS), of which the quantum internet is
the ultimate example [2,3]. Figure 1(a) depicts schematically how a single QLAN could connect to additional quantum
networks through this structure, along with the fundamental quantum building blocks an internetwork would comprise:
nodes, switches, routers, and repeaters. Underneath the visual simplicity of the icons in Fig. 1(a) lies extensive techni-
cal challenges. For with the exception of point-to-point quantum key distribution (QKD) systems, there currently exist
no versions of these elements with the type of plug-and-play maturity expected from their classical precursors.

Opportunity.—Promising opportunities to address these challenges are emerging, however. As a specific exam-
ple, wavelength-selective switches (WSSs) have been introduced to quantum networking for reconfigurable control
of quantum spectral channels on demand [4]. Leveraged for entanglement distribution in a QLAN [5], WSSs can
be nested as highlighted in Fig. 1(b); in this picture focused on entanglement distribution, a single WSS supports
intra-QLAN entanglement, while nested WSSs facilitate inter-QLAN connections, analogous to switches and routers,
respectively, in Fig. 1(a). Such an analogy should not be taken too far, however, as WSS-based internetworking in this
model does not offer the packet switching functionalities expected from conventional electronic switches and routers.
Whether utilizing WSSs or not, an important unfulfilled internetworking research opportunity will be to demonstrate
on-demand entanglement between nodes from QLANS that are truly distinct, as defined by self-sufficiency and inde-
pendence (as is the case with classical LANS).

For a future QWAN to earn the moniker “quantum internet,” it will certainly need to be scalable, in the sense that
smaller quantum networks can continuously be added and removed without any disruptions to its basic service. One
of the key technological enablers of the current internet’s scalability is packet switching, in which messages are routed
through the network core on the fly through storage and forwarding, rather than via a preallocated communication
pathway in circuit switching. Although all-optical packet switching has been studied in conventional networks, its cost
and complexity have precluded serious competition with digital electronics. It is possible that quantum internetworking
could finally provide the economic and scientific weight needed to revisit all-optical packet switching on a large scale;
recent analyses of QKD packet switching [6] might be a harbinger for research to come.

An additional but perhaps underappreciated requirement of the quantum internet will be global timing synchroniza-
tion; coherent operations and measurements on entangled quantum systems demand tight synchronization that can
easily fall in the deep sub-ns range. Such low jitters are orders of magnitude below the ms- or us-levels attainable
with the Network or Precision Time Protocols (NTP or PTP), respectively, common in Transmission Control Proto-
col/Internet Protocol (TCP/IP) networks. Auspiciously, White Rabbit—a suite of protocols and hardware developed at
CERN—satisfies many of these demands remarkably well, operating over optical fiber and attaining ps-scale jitters [7],
qualities which have been exploited for significant reductions in noise in a deployed QLAN [8]. Yet although White
Rabbit is inherently scalable in terms of nodes, its performance is distance- and hardware-dependent, pointing to the
need for substantial engineering if this approach is to be scaled to internet levels. Additionally, it is likely that coexis-
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Fig. 1. (a) Representative components of a quantum internet, comprising QLANSs connected to form
QMANS, and QMANSs connected to form QWANS. (b) Example physical topology where WSSs
facilitate entanglement both within and between distinct QLANS.

tence of classical and quantum signals in the same optical fiber will prove a necessity for scalable QWANs. Whereas
access to dedicated dark fiber might be attainable for QLANS self-contained within individual organizations, the cost
associated with dark fiber links spanning transcontinental or transoceanic distance suggests much stronger pressure
for coexistence in quantum internetworking than quantum networking as such. Many questions about performance for
quantum applications beyond QKD remain; incidentally, preliminary studies of the noise generated by White Rabbit
signals [9] show promise for attaining both synchronization and coexistence simultaneously.

Assessment.—Even after successful deployment, interconnected quantum networks will need to be evaluated and
subsequently managed. In the flex-grid example of Fig. 1, such management includes provisioning bandwidth to best
meet user demand according to some metric. Models and optimization approaches are progressing toward this goal, but
so far have only been analyzed in the single-WSS (QLAN) case, where light paths follow a simple star (hub and spoke)
topology [10]. Much more general global models and metrics that can efficiently manage quantum internetworks
require ongoing research. Along these lines, codevelopment of management procedures with the physical quantum
hardware is critical to ensure practicality. While tempting to seize upon the success of the TCP/IP stack as motivation
for abstraction in quantum network research now, the current immaturity of quantum sources and processors makes it
unclear whether a given abstraction will remain consistent with experimental validation. For these reasons, recent tests
of quantum stacks in specific experiments provide a valuable template [11]. To enable the level of abstraction ultimately
required for the quantum internet, an organic development of the quantum stack by physicists and network engineers
will be required. Is the TCP/IP stack a useful guide for the quantum internet, or an artificial burden? Answering
questions like this will be vital for assessing the success of quantum internetworking theory and experiment.

Timeliness.—The success of the existing classical internet, coupled with the promise of distributed quantum infor-
mation processing, has led to an explosion of recent interest in the development of the quantum internet [12], includ-
ing from DOE specifically [2,3]. Although quantum networking as a field remains in a relatively nascent phase, rapid
progress points to the critical importance of quantum internetworking research now, in order to support interoperability
and prepare for the connection of multiple smaller testbeds in the near future.
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Joonho Lee
Assistant Professor, Department of Chemistry and Chemical Biology, Harvard University,
joonholee@g.harvard.edu

Topic: Algorithms — (a) quantum algorithms admitting theoretical or empirical evidence of
advantage for fundamental domains such as simulation, optimization, or machine learning, (b)
hybrid quantum and classical algorithms

Challenges: Quantum phase estimation (QPE) and
many other quantum algorithms have been put forward
with the expectation that these will demonstrate a
quantum advantage in quantum chemistry for some 9
ground-state applications. However, no concrete !
evidence exists for a practical quantum chemistry Quantum
application with a speedup with any existing quantum
algorithms.

An example algorithm is the quantum-classical
hybrid quantum Monte Carlo (QC-QMC) algorithm
developed by our group [1]. In Ref. [1], we implemented Hardness of problems
QC-QMC on Google’s Sycamore processor and scaled >
the algorithm up to 16 qubits despite the presence of Figure I Potential phase diagram with quantum
circuit noise. Our QC-QMC demonstration has been the i‘)dlz’gggz];gﬁgrﬁitg; dlgf’pular classical (CCSD,
largest quantum simulation of chemistry on an actual
quantum computer to date. Despite its success, a potential quantum advantage through QC-QMC
is also not obvious, as this depends on systems, quantum circuits, and QMC sampling [2].

Another example is our recent work in collaboration with the Chan group at Caltech, where we
examined the evidence of quantum advantages in using QPE for challenging quantum chemistry
problems such as FeMoCo [3]. Due to the cost of the initial state preparation, we concluded that it
is unclear whether QPE will achieve a speedup over other known classical methods for classically
challenging problems.

Assessing quantum speedups in quantum chemistry requires careful analysis of both classical
and quantum algorithms (See Figure 1). Moreover, it depends on the precise details of the problem
of interest, so one has to evaluate individual instances for a quantum advantage. These pose
significant challenges in establishing a clear classical-quantum boundary in quantum chemistry.
Opportunity: Going beyond our recent assessment of QPE, there remain exciting opportunities
for examining the prospects of quantum advantage in ground-state applications.

For QPE, one can efficiently prepare a low bond-dimension matrix product state (MPS) initial
state [4]. Although there is a heuristic aspect in ensuring the qualitative correctness of a low bond-
dimension MPS state, this offers a new, unexplored way to avoid the state preparation overhead
that a simple mean-field initial state would incur. Our group is examining this exciting possibility,
specifically in the context of simulating models of metalloenzymes.

We are also evaluating the practicality of adaptive variational quantum algorithms (i.e., ADAPT-
VQE) [5]. ADAPT-VQE is one of the more widely used and discussed near-term algorithms in
chemistry. Despite promising results on small systems, their full potential has never been examined

4 Computational scaling

Algorithms




because the corresponding quantum circuits are too expensive to emulate classically. To overcome
this challenge, our group has implemented an adaptive version of the Hartree-Fock theory
(ADAPT-HF) that runs efficiently on a classical computer. We are examining the practicality of
the ADAPT algorithm at scale with this simplest possible ansatz.

Next, because QC-QMC avoids optimization, one can design a set of numerical experiments to
probe the precise quantum-classical boundary for QC-QMC without the danger of local minima.
We recently established a clear limit for classical auxiliary-field QMC (AFQMC) [6], which can
handle any binuclear transition metal complexes with near-exact accuracy. We are now performing
a numerical investigation of binuclear complexes to understand how small each statistical overlap
sample becomes during AFQMC. These overlap values determine the measurement overhead in
QC-QMC. We hope to establish the boundary of quantum and classical computing within QC-
QMC for this set of challenging chemical systems. Upon establishing such a boundary, we will
run larger QC-QMC calculations on a quantum computer (e.g., Sycamore).

Finally, we recently proposed real-time electronic dynamics [7] as a potential venue for
observing quantum advantage. Unlike the previously mentioned examples, these applications
circumvent the need for accurate state preparation and the exponential-scaling overhead due to
that. We currently plan to study the quench dynamics in prototypical two-dimensional lattice
systems, such as the Heisenberg model, with the aim of examining the limits of classical and
quantum algorithms. Our investigation will lead to co-designing an experiment on the Lukin
(Harvard) group’s Rydberg atom array.

Assessment: In all four algorithm use cases, we strive to define the elusive boundary between
quantum and classical algorithms. While such a boundary is application-specific and algorithm-
specific, the success of these research directions will lead us to specific use cases of quantum
computers with an expected quantum advantage. In the case of QC-QMC and real-time dynamics,
we will co-design a specific set of experiments near the boundary to demonstrate one of the first
practical quantum advantage in chemistry and materials science. For a quantum advantage prior
to full error correction, we expect 50 physical qubits or more to be needed for both QC-QMC and
real-time dynamics. Quantum computers of this size are readily available today with
superconducting qubits or Rydberg atom arrays.

Timeliness or maturity: We have many quantum algorithms developed for quantum chemistry
since the first QPE proposal for quantum chemistry. Setting aside the circuit noise, we started to
assess the prospects of quantum algorithms such as QPE. To move forward as a field, it is critically
important to evaluate the evidence for a quantum advantage in each of the available algorithms.
We have new promising algorithms, such as QC-QMC, and a new research direction beyond
ground state, such as real-time dynamics, where one may find quantum advantage prior to error
correction. The need for assessing evidence for these new algorithms is at its peak, based on our
recent findings. Even if we fail to find a quantum advantage before error correction, having a clear
quantum-classical boundary will be of extensive interest and value in this field.
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In this position paper, we posit that a major DOE-funded open-source quantum compilation platform is
needed to facilitate (a) resource optimization at the fault-tolerant layer of the quantum computing software
stack and (b) co-design of that layer of the stack with other layers, and that this platform needs to be extensible
and include verification.

II. CHALLENGE

The surface code is the most popular quantum error-correcting code (QECC) due to its high error threshold
and nearest-neighbor connectivity, which improves its applicability to real hardware [1]. It is therefore important
for the broader community to focus on developing surface code compilation frameworks, and several authors
have proposed such frameworks (either abstractly or in software) using so-called lattice surgery, which is the
leading technique for implementing fault-tolerant operations with surface codes [2-8]. A review of these works
reveals that there are multiple layers of complexity to the development of a surface code compilation framework.
One must (at least) choose (a) an input logical circuit instruction set, (b) an output surface code instruction
set, (c) a physical layout of surface code patches that includes an appropriate amount of ancillary space for
transport and resource state generation, (d) an abstract way to re-express the input logical circuit into surface
code operations, and (e) a scheme for scheduling, routing, and further breaking down the list of abstract surface
code instructions into something physically realizable. Because fault-tolerance is expected to increase the overall
space-time cost of quantum computation by several orders of magnitude, a fuller optimization of this layer of
the stack (b, ¢, and d) together with its co-design and integration with other layers (a and e) is an important
present challenge for the realization of quantum advantage in the fault-tolerant era.

While open-source software packages for surface code compilation have been published, e.g. [7, 8], there is
no consensus on which compilation strategy will perform the best on practical quantum circuits. Moreover, we
must ask the question: even if a robust lattice surgery compiler is written, what happens when a more resource-
efficient fault-tolerant implementation of logical gates on the surface code is proposed? Despite recent success
in implementing the surface code, there is reason to believe that it might not remain the preferred QECC long-
term. Its encoding rate does not scale favorably compared with other members of the low-density-parity-check
(LDPC) code family (these can encode increasingly many logical qubits with an asymptotically linear number
of physical qubits [9], which is a very desirable property for resource efficiency reasons). An understanding of
how to implement LDPC logical gates fault-tolerantly and resource-efficiently is a subject of ongoing research,
though it is suspected that lattice surgery protocols could apply to them. With these realities on the horizon,
future quantum compilers should have extensibility to broader classes of QECC in mind.

Additionally, because executed quantum computations have to be both fault-tolerant and correct at the same
time, it is critical that the QECC-compiled circuits are verified by the compiler. Several things could go wrong
in the process: there might be software bugs in the compiler, the compilation/optimisation methods might be
formally incorrect, or the input circuit might even be wrong. However, considering that more general LDPC
codes might form the foundation of future large scale computers, it is necessary to devise compilers (or layers of
the compilation stack) that can offer guarantees about the compiled circuit. For instance, are the logical gates
implemented correctly by the surgery protocols? Does the resulting gate sequence reflect the input circuit?
Verification can be performed in approximate [10] or exact manners [11]. The latter is exponentially difficult to
perform at scale (state vector simulation is very expensive, tensor network approaches are a bit less expensive)
while the first offers only bounded guarantees. Nevertheless, approximate verification (i.e. testing) is the only
practically viable option.



Because there have been few attempts to create fault-tolerant compilers with verification, doing so represents
a research frontier. While verification can be performed at different layers of the quantum computing stack
(in bottom-up manner: physical qubit operations, fault-tolerant protocols, logical gates, higher-level logical
constructs, functional verification of arithmetic units, . .., oracles), efficient and scalable fault-tolerant compilers
should at least support verification at the layers of the stack that they touch i.e. the logical compilation to
fault-tolerant operations and the lower-level implementation of those into stabilizer measurement circuits.

III. OPPORTUNITY

With these considerations in mind, it appears to us that a platform is needed to compare the performance of
different quantum compilation strategies on practical circuits and that this platform should be both eztensible
and verified. We expect that the level of effort required to develop this platform is significant enough that it is
currently only amenable to companies with large, well-funded quantum software divisions. In this setting there
is more incentive to produce quantum compilers that are highly tailored toward companies’ specific aims and
less incentive to produce an open-source software platform for the community as a whole to explore the vast
space of possible choices on the different compilation layers. Therefore, we believe that there is an opportunity
for a public entity such as the DOE to fund this platform and drive progress in quantum compilation.

IV. ASSESSMENT

The best overall outcome would be an open-source quantum compilation platform that forms the basis for
future compilers written by companies in the private sector. Near-term, it should produce a benchmarking
effort that establishes the performance of different surface code compilation frameworks on practical quantum
circuits. This can help guide the development and scaling of fault-tolerant quantum computers. Long-term, it
should be used as a sandbox for the development of fault-tolerant implementations using different QECC.

V. TIMELINES AND MATURITY

Since the advent of noisy intermediate-scale quantum (NISQ) devices, there has been an immense amount of
literature published around the topics of QECC and fault-tolerant logical operations using them. This surge
has resulted from the need to prepare for a coming fault-tolerant era, which has now been ushered in through
initial demonstrations of fault-tolerance by major hardware providers [12].
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Challenge

Quantum applications have been traditionally designed for either noisy intermediate-size quantum (NISQ)
devices without quantum error correction (QEC) or hypothetical large-scale fault-tolerant quantum comput-
ers with full quantum error correction capabilities. While the demonstration of ”quantum supremacy” on
NISQ devices has been a major milestone, it remains uncertain whether such machines can provide practical
advantages. On the other hand, the realization of a fully fault-tolerant quantum computer is still a distant
goal due to its very high hardware resource requirement.

Recently, quantum processors have been significantly advanced, and QEC protocols have been experi-
mentally demonstrated [1, 2, 3], which can significantly reduce the logical error rate and decoherence. The
transition from NISQ to fault-tolerant quantum computing has been initiated, and we are entering the era of
early fault-tolerant quantum computing. As more qubits are integrated into early fault-tolerant quantum pro-
cessors and lower error rates are provided by QEC, there is more potential to demonstrate practical quantum
advantages on these devices. However, assessing the quantum advantage of applications that can be ex-
perimentally demonstrated on such early fault-tolerant quantum computers presents significant challenges,
which can be summarized as follows:

» Application Instance Selection There exist many quantum algorithms/applications and the programs
of each quantum application may also vary with different input datasets, different targeted problems,
etc. These quantum program instances will have different performances on the quantum computers
with early fault-tolerant capability due to their built-in program structure, noise resilience, the QEC
protocol configuration, etc. It is not clear what quantum application can benefit more from such
quantum computers and thus has the most potential to demonstrate practical quantum advantage.

* Ensuring Correctness/Results Quality Assessing quantum applications executed on such early fault-
tolerant quantum computers becomes increasingly difficult. The quantum processors are employing
an ever-increasing number of physical qubits to accommodate the required redundancy in QEC and
provide the potential to demonstrate practical advantages. However, it becomes intractable to simulate
quantum applications with such many qubits on even classical supercomputers, making it hard to
verify the results of these quantum applications and assess their advantage over classical computing.

These challenges require innovative approaches to assess quantum applications that can take advan-
tage of early fault-tolerant quantum computers before establishing practical quantum advantages on these
quantum devices.

Opportunity

We identify that computer-aided tools can be employed to tackle the challenges in assessing early fault-
tolerant quantum applications. Some of the opportunities are listed as follows:

* Formal Method To assess the quality of the execution results, formal methods can be used to verify
the program specification and quantify the execution time and accuracy for quantum programs exe-
cuted on early fault-tolerant quantum computers. Without actually simulating the program, formal
methods can provide mathematical guarantees for the correctness of the program. The result accuracy
can also be obtained after incorporating the early faulty-tolerant quantum hardware characteristics.
When the correctness of the application is specified by abstracted properties, more efficient formal
verification is possible.



* Synthetic Benchmark For quantum applications with practical advantages, it should be hard to di-
rectly obtain the correct results using classical computers. But in the opposite direction, once we
have an answer, it is possible to construct a quantum application instance with such a preset answer.
Benchmarks for early fault-tolerant quantum computers can be automatically generated in this way
by computer-aided tools. Then the correctness of the quantum applications can be tested by checking
if the actual execution results from early fault-tolerant machines match the preset results.

* Finding Physical Experimental Configuration For some applications, especially quantum simula-
tion, physical experimental validation is a possible solution. For example, the bond vibration fre-
quency of a molecule can be experimentally measured and compared with the results obtained from
the quantum simulation. Computer-aided tools can help find quantum program instances that can be
accommodated by existing/near-term physical experiments. Such tools can be developed upon col-
lecting existing experimental configuration/result data. Machine learning models can then be trained
to predict the problem instances that can be experimentally verified.

* Projected Classical Resource Estimation Regarding the quantum advantage, the advantage of early
fault-tolerant quantum applications can be evaluated by comparing their performance with their clas-
sical correspondence on supercomputers. This comparison can be made by developing analytical
models and resource estimators to estimate and project the computational resources required by the
best-known classical algorithm to solve the same problem. Finally, we can use the assessment results
to refine the design of the applications and further improve their performance.

These methods can be used individually for their targeted task, or combined to systematically search

for assess quantum applications with potential practical advantages. Collaborations among mathematicians,
physicists, and computer scientists can naturally be triggered when investigating these opportunities.

Assessment

The topic of this white paper is to develop computer-aided approaches to assess the computational advantage
of early fault-tolerant quantum applications. The central metric is whether the proposed tool can find such an
application instance whose quantum advantage can be finally experimentally demonstrated. For the formal
methods, the key metric is the size of the quantum application instance whose non-trivial properties can be
checked in an acceptable time. The synthetic benchmark generation tool can be evaluated by generating
small application instances that lie in the computation capability of existing quantum hardware. For the
machine models that can predict if the application can be experimentally verified, the key metric is prediction
accuracy. The actual number of problem instances that can be experimentally verified as predicted by the
model is also important. After considering all possible optimizations.

Timeliness & Maturity

It is a timely topic to assess early fault-tolerant quantum applications with practical advantages. In the past,
this has been challenging due to limited control of qubits and insufficient qubit counts. However, recent
advancements in quantum hardware have provided processors with a sufficient number of qubits that can
provide the necessary redundancy to realize early fault tolerance. Moreover, advancements in the peripheral
control hardware allow fast feedback control to a massive array of physical qubits to provide QEC capability.
Successfully executing this research will deliver quantum applications with practical advantages that can be
demonstrated on near-future hardware platforms with early fault tolerance and provide insights for the future
transition from early-fault tolerance to quantum computing with full fault tolerance.
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Quantum computers promise to solve specific computational problems significantly more efficient than contempo-
rary computers [1]. However, before universal gate-based quantum computers [2] can become a reality, several more
milestones must be reached and engineering challenges overcome. With the achievement of quantum supremacy |[3,
4], error-corrected quantum computing is the next declared milestone towards practical quantum computers. While
small-scale quantum information processors perform on a level sufficient for the most basic quantum error correc-
tion protocols [5], the control performance generally degrades rapidly as the number of qubits increases due to often
uncharacterized system nonidealities such as crosstalk [6, 7] or unstabilized system parameter fluctuations [8, 9].
The increasing strength and number of nonidealities as quantum processors increase in size require immediate at-
tention to enable the successful implementation of quantum error correction protocols at scale and the execution of
useful quantum algorithms.

Realizing the dream of quantum computing is contingent on developing scalable, efficient, and
robust quantum processor characterization, calibration, and operational stabilization routines calling
for a dedicated and targeted funding program.

Today’s quantum processor calibration methods do generally not address crosstalk beyond two qubits as control
signals are independently characterized and calibrated for each control gate [3]. System crosstalk can occur due to
control signal interference, residual coupling between control signals and qubits, or classical and quantum interac-
tions between qubits, leading to undesired classical or quantum correlations. Uncontrolled correlations are detri-
mental to the realization of effective quantum error correction codes. Crosstalk is often neglected or compensated
to first-order using on-demand coupling schemes [3, 10]. To address the challenge of crosstalk, we need to
develop global characterization tools that remain efficient as systems scale.

The calibration of control pulses typically starts with a system-dependent ansatz that is subsequently fine-
tuned by monitoring the response of each qubit [3]. Automated protocols using dedicated classical hardware [11,

12] have recently superseded manual pulse optimization. To further reduce the effort, elaborate calibration algo-
rithms have been conceived [13]. First attempts have been made to employ cloud-based reinforcement learning—
powerful but notoriously computationally intensive machine learning algorithms—to improve the calibration perfor-
mance [14]. While these methods can support tens to maybe hundreds of qubits, the needed computational power
will rapidly exceed what is available through existing supercomputers and prohibit passing the targeted milestone
of error correction. To address the challenge of calibrating thousands to millions of qubits, we need to
investigate the potential and limitations of classical resources and develop efficient closed-loop cali-
bration algorithms that leverage the optimization landscape [15] and exploit the typically incomplete
knowledge of the system dynamics and error models.

Lastly, system parameters, such as the transition frequency of a qubit or the coupling to its environment, are often
subject to temporal fluctuations [16]. This temporal system parameter drift—discrete and continuous [9]—
results in a degradation of the control performance and calls for periodic and laborious re-calibration. While decou-
pling sequences can suppress dephasing, they do not address the system parameter drift. To reduce the need for
repeated calibration and improve the quantum processor performance, we need to develop predictive
operational stabilization routines [17].

To enable the successful implementation of viable quantum error correction protocols at scale, we recommend ex-
hausting the capabilities of quantum control and its tools first. To do so, we need to develop characterization tools
to identify global system nonidealities, establish the full potential of classical resources, develop calibration algo-
rithms lean in data demands, and stabilize operational system parameters in a predictive manner, elaborated in the
table below.



Challenge [ Opportunity [ Impact [ Time

Classical & Quantum Global characterization |Identifying correlations beyond nearest neighbors will enable | < 2028
Crosstalk to identify crosstalk be- |the development of targeted quantum control routines to
yond nearest neighbors |suppress the correlations and thus reduce their detrimental
effects on effective quantum error correction.

Large-Scale Calibration |Establish and explore Establishing their full potential will define the playground < 2027
the full capabilities of for future calibration routines.
classical resources

Efficient closed-loop cali- |Equiping closed-loop calibration algorithms with existing < 2030

bration algorithms knowledge can accelerate the convergence and reduce the
data volume requirements.
System Parameter Drift |Predictive operational Stabilizing system parameters, and thus stabilizing them, < 2028
stabilization can help maintain high performance. The consequential re-

duction in the frequent need for re-calibration leads to an
extension of valuable computational time.

The synergies of these three advances will lead to the following metric expressed as two milestones:

1. The operational control of a hundred-qubit processor will maintain the performance of current networks com-
prising up to five qubits.

2. The resource requirements will scale no more than polynomially in the number of qubits.

As it is the goal to have hundreds to thousands of qubits by the year 2030, it is paramount to first reach these mile-
stones through the means of integrative teams. We look forward to hearing from you and hope to discuss this re-
search direction at the “ASCR Basic Research Needs in Quantum Computing and Networking” meeting with DOE
program managers, the organizing committee, and the broader research community in July 2023.

[1] B. P. Lanyon, C. Hempel, D. Nigg, M. Miiller, R. Gerritsma, F. Zahringer, P. Schindler, J. T. Barreiro, M. Rambach,
G. Kirchmair, M. Hennrich, P. Zoller, R. Blatt, and C. F. Roos, Science 334, 57 (2011).

[2] P. Shor, in Proceedings of 37th Conference on Foundations of Computer Science (1996) pp. 56—65.

[3] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin, R. Barends, R. Biswas, S. Boixo, and F. G. S. L. e. a. Brandao,
Nature 574, 505 (2019).

[4] H.-S. Zhong, H. Wang, Y.-H. Deng, M.-C. Chen, L.-C. Peng, Y.-H. Luo, J. Qin, D. Wu, X. Ding, Y. Hu, P. Hu, X.-Y.
Yang, W.-J. Zhang, H. Li, Y. Li, X. Jiang, L. Gan, G. Yang, L. You, Z. Wang, L. Li, N.-L. Liu, C.-Y. Lu, and J.-W.
Pan, Science 370, 1460 (2020).

[5] M. Kjaergaard, M. E. Schwartz, J. Braumiiller, P. Krantz, J. I.-J. Wang, S. Gustavsson, and W. D. Oliver, Annual Re-
view of Condensed Matter Physics 11, 10.1146/annurev-conmatphys-031119-050605 (2019).

[6] S. Sheldon, E. Magesan, J. M. Chow, and J. M. Gambetta, Phys. Rev. A 93, 060302 (2016).

[7] A. Patterson, J. Rahamim, T. Tsunoda, P. Spring, S. Jebari, K. Ratter, M. Mergenthaler, G. Tancredi, B. Vlastakis,
M. Esposito, and P. Leek, Phys. Rev. Applied 12, 064013 (2019).

[8] J. Tuorila, J. Stockburger, T. Ala-Nissila, J. Ankerhold, and M. M&ttonen, Phys. Rev. Research 1, 013004 (2019).

[9] P. V. Klimov, J. Kelly, Z. Chen, M. Neeley, A. Megrant, B. Burkett, R. Barends, K. Arya, B. Chiaro, Y. Chen,

A. Dunsworth, A. Fowler, B. Foxen, C. Gidney, M. Giustina, R. Graff, T. Huang, E. Jeffrey, E. Lucero, J. Y. Mutus,
O. Naaman, C. Neill, C. Quintana, P. Roushan, D. Sank, A. Vainsencher, J. Wenner, T. C. White, S. Boixo, R. Bab-
bush, V. N. Smelyanskiy, H. Neven, and J. M. Martinis, Physical Review Letters 121, 090502 (2018).

[10] F. Yan, P. Krantz, Y. Sung, M. Kjaergaard, D. L. Campbell, T. P. Orlando, S. Gustavsson, and W. D. Oliver, Phys.
Rev. Applied 10, 054062 (2018).

[11] Y. Xu, G. Huang, J. Balewski, R. K. Naik, A. Morvan, B. Mitchell, K. Nowrouzi, D. I. Santiago, and I. Siddiqi, Auto-
matic qubit characterization and gate optimization with qubic (2021), arXiv:2104.10866 [quant-ph].

[12] F. Frank, T. Unden, J. Zoller, R. S. Said, T. Calarco, S. Montangero, B. Naydenov, and F. Jelezko, npj Quantum Infor-
mation 3, 48 (2017).

[13] P. V. Klimov, J. Kelly, J. M. Martinis, and H. Neven, The snake optimizer for learning quantum processor control pa-
rameters (2020), arXiv:2006.04594 [quant-ph].

[14] Y. Baum, M. Amico, S. Howell, M. Hush, M. Liuzzi, P. Mundada, T. Merkh, A. R. Carvalho, and M. J. Biercuk, PRX
Quantum 2, 040324 (2021).

[15] H. A. Rabitz, M. M. Hsieh, and C. M. Rosenthal, Science 303, 1998 (2004).

[16] T. Proctor, M. Revelle, E. Nielsen, K. Rudinger, D. Lobser, P. Maunz, R. Blume-Kohout, and K. Young, Nature Com-
munications 11, 5396 (2020).

[17] A. Vepsildinen, R. Winik, A. H. Karamlou, J. Braumiiller, A. D. Paolo, Y. Sung, B. Kannan, M. Kjaergaard, D. K.
Kim, A. J. Melville, B. M. Niedzielski, J. L. Yoder, S. Gustavsson, and W. D. Oliver, Nature Communications 13, 1932
(2022).



The Need for Better Evaluation of Realistic Quantum Processor Performance
Meifeng Lin, Brookhaven National Laboratory, mlin@bnl.gov
Qiang Guan, Kent State University, qguan @kent.edu
Wei Xu, Brookhaven National Laboratory, xuw @bnl.gov
Topic: Codesign and integration across the quantum computing and networking stacks

Challenge In recent years, the rapid development of quantum computing technologies has led to a prolif-
eration of diverse quantum architectures. Within the realm of digital quantum computing alone, numerous
systems have emerged, including superconducting circuits, cold atoms, and trapped ions, among others.
Each of these architectures has distinct strengths and limitations in relation to achieving universal digital
quantum computing. Given the variability in error characteristics, qubit topology, and connectivity, assess-
ing the quality and potential application performance of quantum systems across different architectures,
or even within the same architecture, is a challenging task prior to the availability of fully fault-tolerant
quantum computers The current landscape necessitates a systematic approach, potentially through a
set of performance metrics, to enable a comprehensive comparison of different quantum processing
architectures. This would allow computational scientists to evaluate the feasibility of employing targeted
quantum platforms to achieve quantum advantage. Key examples of potential quantum advantage involve
tackling complex computational science problems that are intractable on classical computers, such as real-
time dynamics of quantum field theories, or addressing computationally demanding tasks like optimization
and machine learning.

To develop a comprehensive set of performance metrics for
comparing quantum architectures, several fundamental ques- R e G
tions must be addressed. These questions are essential for en- (execution time, error, etc.)
suring the metrics accurately capture the key characteristics
of quantum processors and their impact on application perfor-
mance: 1). What is the relationship between the noise and er-
ror characteristics of quantum processors and the performance
of applications executed on these systems? 2). Considering
the dynamic nature of quantum processors, how can we assess
the temporal stability of a quantum system and its ability to

maintain consistent performance? 3). How can we compare TRy S

different quantum processors while considering both the ac-

tual performance of applications and the range of applications

that each processor can support? 4). What additional metrics Figure 1: We emphasize the need to un-

will be required to quantify the performance of distributed and derstand the effects of quantum hardware

likely hybrid quantum systems in the future? characteristics on application performance,
as well as reliability and consistency over

Opportunity There is a need to develop universal metrics, time.

potentially hierarchical, to quantify the realistic performance

of diverse quantum architectures. These metrics should en-

compass the fidelity, reliability and versatility of quantum systems (illustrated in Figure 1), providing scien-

tists with crucial insights into the target quantum infrastructures. In this context, fidelity refers to the level of

errors in the application results due to imperfect qubits, reliability pertains to the stability of the results over

time, and versatility reflects the types of applications a quantum system can support. Within each category,

the performance metrics should further reflect granularity at the qubit, device, and system levels.

Reliability




To ensure the robustness of the proposed quantum performance metrics, we need to investigate the ef-
fects of error and noise characteristics at different levels on application performance using accessible Noisy
Intermediate-Scale Quantum (NISQ) platforms, such as IBM Q, Rigetti, Quantinuum, and IonQ. The poten-
tial areas of research are listed below:

1. Research to assess the effect of quantum system fidelity on application performance, including
* Noise characterization, modeling, and visualization [1] of individual quantum gates and
qubits, as well as the entire circuit.
* Quantum noise classification to discriminate among different noise probability distributions
and correlation parameters of the quantum states.

* Application performance prediction on future, larger-scale quantum systems using data from
current NISQ systems.

2. Research to assess the reliability of the quantum system over time, including

* Temporal noise prediction modeling for leveraging exponential smoothing analysis and be-
yond to estimate the future noise and errors [2] and reliability over time.

* Bayesian analysis to provide performance bounds based on historical NISQ data.

3. Research to assess the versatility of a given quantum system, including

* Uncertainty quantification and sensitivity analysis [3] of quantum states to gauge perfor-
mance differences of quantum processors and datasets.

* Predict performance across architectures by leveraging the latest foundation models to gauge
the architecture differences.

¢ Performance prediction for hybrid distributed quantum-classical computing, including the
communication latency, channel fidelity, and interplay between quantum and classical compo-
nents and the efficiency of the algorithms used for hybrid computation.

Assessment To evaluate potential application performance, there are existing benchmarks and new ones to
develop that represent promising quantum applications of interests to the Department of Energy, such as
quantum chemistry and climate science. The benchmarks should also incorporate popular quantum algo-
rithms, such as Quantum Approximate Optimization Algorithm (QAOA), Variational Quantum Eigensolvers
(VQE), and others.

Timeliness/Maturity We need to have a set of well-defined and universal metrics now to help computa-
tional scientists evaluate and compare the utility of different quantum computers, and inform future quantum
hardware design decisions, ultimately driving progress toward realizing quantum computing’s full potential.
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Topic: Quantum Compilation

Challenge: Quantum compilers play a critical role in practical quantum compilation, particularly
in the noisy intermediate-scale quantum era. With a limited number of qubits/connectivity and the
presence of noisy quantum operations, it is crucial to leverage the quantum compiler to optimize
circuits and map them onto the target hardware.

State-of-the-art compilers often focus on reducing the number of quantum gates due to its direct
association with circuit time and noise. The impact of noise on quantum compilation remains an
active research area, and the overall effectiveness of noise-mitigation strategies still needs to be fully
understood. Some studies concentrate exclusively on reducing noise at specific stages of the compilation
process or focus on one specific type of error source. Noise-aware compilations rely on relatively
simple noise models, such as the estimated-success-probability (ESP) noise model [NPS+20] employed
by noise-adaptive mapping and routing algorithms, which is known to be inaccurate. The short
compilation time requirement also limits the complexity of the noise model employed at runtime.

Incorporating noise information for pulse-level engineering presents another significant challenge.
While pulse-level optimization has gained significant attention due to its potential to reduce circuit
time, it faces a fundamental problem: the system Hamiltonian is hard to model because of the pres-
ence of interaction terms such as cross-talk. Despite several gradient-based pulse-level methods being
proposed for parameterized circuits, the complex nature of quantum control means that these have yet
to be demonstrated on hardware with real-world noise.

Another significant challenge is incorporating error mitigation techniques in the compilation flow.
Various approaches have been proposed to mitigate different types of errors, such as dynamical de-
coupling methods for idling error mitigation, randomized compiling for converting coherent errors into
stochastic noise, and ensemble approaches for mitigating machine-dependent noise. There is still a
limited understanding of the overall and collective effectiveness of these approaches, and a systematic
view of their integration is lacking. Additionally, incorporating error mitigation techniques into the
compilation flow can introduce both compilation and circuit execution overhead. Effectively combin-
ing these error mitigation techniques to collectively reduce noise while minimizing compilation and
execution overhead is therefore important.

Opportunity: An efficient real-time noise estimator is essential for building a noise-aware com-
piler. Unlike noise simulators that simulate noise in the system, a noise estimator predicts the noise
impact on circuit fidelity given an input circuit and a target system. It can significantly improve the
speed of noise prediction compared to noise simulators, making it well-suited for quantum compilers
that evaluate different circuit designs at runtime. To this end, several ideas have been proposed based
on neural network and graph transformer models [LZ20, WLCT22].

Noise simulators can still be valuable for designing and testing noise-aware compilers, guiding gate
decomposition, and optimizations. In addition to gate-level noise simulation, it is crucial for investi-
gating pulse-level noise simulation, which has received less attention despite the increasing interest in
control-pulse-level optimization. While there are many software packages (e.g., Qiskit, Cirq, PyQuil,
PennyLane) that provide noise simulation, the noise is simulated at the gate level by probabilistically
inserting random Pauli gates or Kraus Operators to describe a noisy quantum channel. However, sim-
ulating noise at the level of time evolution allows for a more realistic study of quantum circuits with
noise based on the physical model [LAST22]. Currently, there needs to be more integration with real
device calibration data, and further research is needed to determine how pulse-level noise simulation
can guide compiler design.

Even after having a good noise model, system noise drifting may significantly damage the accuracy



of noise models. Quantum systems are periodically calibrated, and the calibration data is typically
used to guide the real-time noise estimator and noise-aware compilation. Significant drifting may occur
within the same calibration cycle, rendering the calibrated data unreliable. It has been demonstrated
that error calibration data collected just before circuit execution can significantly improve the results
of noise-aware compilation [WSM20]. However, collecting such calibration data incurs a noticeable
overhead. Unstable system noise can also adversely affect error mitigation techniques such as zero
noise extrapolation, which requires stable noise as circuit folding factors increase. Collaborative ef-
forts between computer scientists and device experts are critical for effective hardware and software
co-design. For example, the recently introduced ibm_sherbrooke device leverages a new calibration
strategy that prioritizes more stable system performance with minimal recalibration needs instead of
minimizing error rates at the expense of stability, which makes it suitable for noise-aware compilers
and error mitigation techniques.

The challenge of incorporating error mitigation techniques can be tackled by systematically evaluat-
ing different noise mitigation approaches and studying their impact throughout the entire compilation
flow, rather than focusing on individual stages. Future research should prioritize the integration of
various error mitigation techniques and collective approaches that minimize the overall compilation
and execution overhead.

Assessment: Standard circuit fidelity metrics are not enough to evaluate potential solutions.
As the noise-aware compilation and error mitigation methods can introduce significant overhead, it
is crucial also to consider the total quantum and classical execution time. Therefore, metrics like
CLOPS [WPJAT21] are essential. By evaluating noise-aware compilation methods with a combination
of fidelity and execution time metrics, a comprehensive analysis can be performed to determine the
most effective solution.

Timeliness or maturity: Hardware advances are essential for the development of quantum
computing, but the full potential of these systems can only be realized through effective software
solutions. While noise-aware compilation techniques have been developed, there is a need for improving
the accuracy of the noise models and also model noise at the control-pulse level. In particular, there has
been considerable progress in developing publicly available software tools for qubit control, leading to
several recent advancements in optimizing the system at the control pulse level. However there is still
much work to be done to study noise-aware pulse compilation in real hardware systems. Additionally,
while there have been significant recent advancements in error mitigation techniques, more systematic
studies of how to integrate these approaches into the software stack need to be done. It is thus an
opportune time to focus on systematic noise-aware compilation research, which could help unleash the
full potential of quantum hardware while fully utilizing error mitigation techniques.
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Large-scale machine learning models, such as GPT-3"?, hold immense promise for societal ad-
vancement, given their capacity to handle and scrutinize enormous volumes of data efficiently.
Leveraging sophisticated algorithms and remarkable computational prowess, these machine learn-
ing models can reveal previously elusive insights and patterns. The implications are profound,
potentially catalyzing breakthroughs and enhancing results across various sectors such as health-
care, transportation, and finance, among others.

Yet, the extensive parameter training of these models incurs significant costs and contributes to
substantial carbon emissions. To exemplify, the training of GPT-3 led to an expenditure of twelve
million dollars and generated over five-hundred tons of COy equivalent emissions®. Therefore, it is
crucial to strive for sustainability and efficiency in large-scale machine learning models, including
large language models (LLMs). As the future is anticipated to see the training of numerous spe-
cialized GPT models, the energy consumption and resultant harmful atmospheric emissions from
computational centers are set to escalate dramatically.

Opportunity: Future training of large-scale machine learning models could potentially be ad-
dressed by employing quantum machine learning” on quantum computers. This approach, where
machine learning algorithms are executed on quantum devices, is broadly perceived as a highly
advantageous application of quantum algorithms. However, despite accelerated development and
noteworthy progress, existing quantum machine learning algorithms are encumbered with signifi-
cant limitations in both theory and practice. Practical applications of these algorithms for near-term
devices often lack the theoretical foundation that could guarantee or convincingly suggest a superior
performance over their classical equivalents. Moreover, in the context of fault-tolerant scenarios in
quantum machine learning” %, it is indeed possible to demonstrate rigorous super-polynomial quan-
tum speedups for highly structured problems'*'°. Nonetheless, these propositions are arguably
still a considerable distance from the practical, state-of-the-art applications of classical machine
learning. Some of these methods primarily utilize quantum states as training data as opposed to
conventional data'®!'" 2", While these approaches are promising, they arguably do not align with
the most critical current applications of classical machine learning. Therefore, it is essential to
expand our comprehension of quantum machine learning. This involves understanding the theoret-
ical assurances it could potentially provide and the practical, timely problems of classical machine
learning it could resolve, at least in principle. For example, it should be pertinent to scalable and
sustainable challenges inherent in large-scale machine learning.”

Assessment: We aim to address the previously discussed challenges by developing comprehen-
sive quantum machine learning algorithms. These algorithms are designed to be relevant to the
current machine learning community and are somewhat fortified with theoretical assurances. We
observe that once a significant portion of neural network training parameters has undergone sparse
training and the classical training parameters have been compiled to a quantum computer, a quan-
tum enhancement can be identified early in the training phase, prior to the exponential growth of
error’' ?*. The crux of our approach involves adapting the quantum algorithm, which solves dif-
ferential equations®’, to execute (stochastic) gradient descent algorithms — arguably the principal
classical machine learning algorithm — on a quantum processor post-linearization. The anticipation
of a potential quantum enhancement is based on the implementation of a variant of the Harrow-
Hassidim-Lloyd (HHL) algorithm?®, an efficient quantum technique for sparse matrix inversion that
solves the problem within a logarithmic time scale for suitably conditioned sparse matrices. We
discovered that®” our algorithm can solve machine learning problems of large-scale model-dimension



n within a polylogarithmic time scale multiplied by the number of iterations 7', or the square of 7.
This scaling in n surpasses any known classical algorithms. However, while it outperforms in this
area, there is no assurance that our hybrid quantum-classical algorithm will invariably outperform
all other potential classical algorithms for related, albeit different tasks, such as non-gradient-based
algorithms. As a result, to the best of our understanding, our research indicates the possibility
of a substantial quantum speedup or enhancement of specific classical algorithms, rather than a
quantum advantage over the entire problem class.

Timeliness or maturity: Our proposed research trajectory could considerably enhance the scala-
bility and sustainability of classical large-scale machine learning models. We support this assertion
with numerical evidence up to 103 million training parameters. This work offers robust theoretical
assurances and intersects with cutting-edge classical machine learning research. Our approach di-
verges significantly from the thinking behind variational quantum algorithms. Instead, it seeks to
bolster classical machine learning with a crucial quantum step that forms a bottleneck for classical
training. In essence, it can be perceived as substantiating the expectation that quantum versions
of neural networks could give rise to novel computational tools®®.

Our research is anticipated to pave the way for numerous potential advancements in quan-
tum machine learning, where there is a realistic expectation for algorithmic enhancements. In our
supplemental material, we highlight several potential research paths that could yield particularly
beneficial results. These include developing a time-dependent version during gradient descent tra-
jectories, establishing improved formal criteria for dissipation, exploring connections to diffusion
models in classical machine learning and LLMs??, enhancing the truncated HHL algorithms theoret-
ically, and identifying mechanisms of possible quantum speedups beyond the concept of dissipation.
It is our hope that our work can inspire further research in these areas.
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Quantum Networking at the Mesoscale: From Modular Quantum Processors to the Quantum
Datacenter
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Topic: Codesign and Integration

Challenge: Neutral atom quantum computers use large arrays of controlled, individually-trapped
neutral atoms as qubits, with short-range interactions for entanglement provided by excitation to
Rydberg states. Already, making optimal use of the hundreds of atoms in state-of-the-art neutral
atom systems requires networking at the microscale. For example, recent work [ 1] has shown
that entanglement transport based on moving individual atoms or sub-arrays of neutral atoms is a
powerful resource for generating cluster states and implementing quantum error correcting
codes. Because coherence is preserved under transport, networking via these micron-scale,
physical-space moves is perhaps the most promising way to advance the state of the art in these
processors towards fault tolerant quantum computing, powerful quantum simulators, and
adiabatic quantum computing. However, scaling these advances towards systems beyond the
few-hundred qubit scale requires new networking approaches to realize modular, scalable
architectures of networked neutral atom processors—a network scale we call the mesoscale to
distinguish it from long-distance quantum networks. Other applications include hybrid systems
of networked sensors/processors and analog simulators/processors [2]. With meso-scale
networks established for “quantum data centers” at the meter-scale, these systems will be further
poised to integrate into long-distance quantum networks for distributed, high-performance
quantum computing and sensing as quantum transduction schemes become available.

Opportunity: Here, we envision an architecture where arrays of up to several hundred atoms are
networked to nearby arrays of comparable size (Fig. 1). The number of atoms in each sub-array
(i.e., a single quantum processor) is set by the atomic spacing, which is typically limited to the
few micron scale; the field of view of the objective lens used for trapping; and the optical power
to each objective lens. Presently, state-of-the-art systems comprise a two-dimensional array,
trapped and imaged by a single objective lens, with array sizes limited to the several hundreds of
atoms. This is a limit to scaling to larger systems of qubits, which will be necessary to realize the
benefit of fault-tolerant quantum computing for scientific research, which prevents scaling to
very large systems of qubits. The opportunity proposed here is to link multiple sub-arrays
together, each with its own objective lens and laser system, which are required for trapping and
manipulating atoms, in a modular architecture.

Success would open the door to (1) novel quantum sensing approaches, where variationally-
optimized probe states in a large, distributed system would yield quantum sensing advantage
below the standard quantum limit; (2) hybrid processor/memory architectures, where different
atomic species could be used to process and store quantum information, respectively;

and (3) a modular approach to scaling neutral atom quantum computers beyond the few-hundred
qubit scale, whose modular design will integrate well into long-distance quantum networks with
the appropriate quantum transduction schemes.
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Figure 1 (a) Proposed methodology for connecting neutral atom-based quantum processing units
(QPUs, red circles) via messenger atoms (blue circles) that are shuttled between processors over cm-
scale distances. While each quantum processor would contain hundreds of atoms, we illustrate them
with far fewer atoms here for clarity. (b) Architecture for scaling to multi-processor system with
external imaging optics (grey). The separation between processors allows space for external optics
that are required for trapping and imaging atoms within each processor.

Assessment: Success in this area could be assessed incrementally. First milestones would be the
demonstration of deterministic atom transport between small quantum processors that each have
their own optics, thus demonstrating the promise of the modular approach. The actual
methodology for transport is a rich research question, with numerous open research questions
that are ripe for exploration. Follow-on steps would be demonstration of qubit coherence, and
demonstration of remote entanglement in few-qubit systems.

Timeliness or maturity: There has been a tremendous amount of industry and academic interest
and success in developing neutral atom-based quantum processors. These systems have the
natural advantage of long qubit coherence times, and relatively easy scaling to the few-hundred
qubit scale at the single-quantum processor level. In this forward looking Position Paper, we
envision the next steps that will be necessary to fully realize the quantum advantage of these
systems, which will require quantum networking beyond the microscale, to the mesoscale and
beyond. The impact of the proposed research path would be to unlock the potential of neutral
atom quantum computing toward universal quantum computing.
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Space-based quantum networks are an essential
component of future architecture for distributed
quantum computers and quantum-enhanced
secure communication
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Abstract: A successful US quantum satellite would require large investment, national
priority, and a diverse set of expertise. But, it would deliver US-owned quantum links that
would allow for quantum-enhanced secure communications and the ability to connect quan-
tum computers over long distances. © 2023 The Author(s)

1. Topic
Models, Codesign and Integration, and Applications

2. Challenge

Sending information between quantum computers, or linking them for distributed quantum computing, requires
sending quantum information over long distances. It would represent a significant step forward in quantum infor-
mation technology if the US had the capability to connect quantum computers on the east coast, e.g., IBM, with
ones on the west coast, e.g., Google. Furthermore, part of the ASCR mission is to “...develop, and deploy compu-
tational and networking capabilities...,” and as the world moves towards practical quantum technology, quantum
computers fit squarely into ASCR’s mission. The need for long-distance (space-based) quantum links is, as such,
an indispensable part of realizing this mission.

Non-quantum communication is done with telecom fiber networks that implement amplifiers and repeaters for
copying and/or boosting the classical signal to mitigate fiber losses. Unfortunately for quantum signals, the signals
are ultra-low power (single-photon level) and cannot be copied due to the no-cloning theorem [1]. This means that
it would take tens of billions of years to be successful in transmitting one physical bit of quantum information
(qubit) through fiber from the eastern to the western sides of Texas given a standard fiber loss of 0.2 dB/km.

Implementing free-space networks using satellites would allow for long-distance transmission of single photons
at more practical rates. J.Y. e al. (2017) showed that a satellite-based system can operate with losses of 64-82 dB
with then-current technology over a quantum link equivalent to 1200 km [2]. Compare this with the 240 dB loss
within a fiber for the equivalent link length, and satellite-based quantum links offer an 10'7 times improvement,
enabling high-value functions, such as Quantum Key Distribution. Furthermore, one could imagine a constellation
of satellites that can transmit to either downlinks or to other satellites within the constellation, depending on the
destination of the information. This would allow for the photons to do most of their travel via low-atmosphere
links, instead of lossy fiber.

Long-range distribution of quantum entanglement, continental-scale or beyond, would present unique oppor-
tunities for scientific discovery. In addition to the transformative power of networked quantum computers, which
may be expected to obey scaling at least as fast as Metcalfe’s Law [3], applications in quantum sensing can be
explored. Astronomy with distributed aperture optical telescopes has been proposed [4, 5]. Furthermore, experi-
mental investigation of quantum gravity may help resolve long-standing conflicts between quantum field theory
and general relativity [6]. This research would require access to spaceborne quantum sources and receivers.

3. Opportunity

Satellite-based quantum networks would allow quantum information transfer over extremely long distances and,
with improved technology, could reach practical rates for communication between quantum computers. This work
must begin with a quantum space mission to demonstrate practical space-based quantum links and must be a
national priority. The following subsections illustrate steps to a successful quantum space mission that would
begin to crack the challenge of low-loss quantum links between quantum computers.

(1) Model: The first step in a quantum space mission would be to develop link budgets to model loss within quan-
tum links for multiple architectures, e.g., ground-to-satellite (uplink), satellite-to-ground (downlink), satellite-to-



satellite (crosslink), using photon rates reasonable for current photon source technology, i.e., spontaneous paramet-
ric [7] or quantum nano-emitters [8]. This model would also quantify the required link rates to support connections
between quantum computers. This modeling would give insight into the optimal architecture to implement for a
space-based quantum network.

(2) Ground-based validation of model with lab-like hardware: Once an architecture is chosen, the optimal
photonic sources and detectors are developed. These choices are based on the brightness of the source, the detec-
tion efficiency of the detector, the required size, weight, and power (SWaP) of supporting the source or detector
either in space or on the ground, and how stable the source is, e.g., how many moving parts are there? Can the
source be integrated? Does the source require active alignment onboard the satellite? Atmospheric turbulence and
loss should also be recreated in the lab or on optical test ranges to test qubit decoherence over free-space links.
(3) Validation with flight-like hardware: Advanced knowledge about space-ready components is essential for
this step. What parts of the lab-based model need to be replaced with space-ready components? Do our experiments
still work in the lab with flight hardware? Can a proof-of-principle flight be accomplished on a CubeSat?

(4) Space qualification of flight-like hardware: Are there methods for integrating photonic sources and detectors
that would allow for a quantum satellite that is robust to vibration testing? Is there ample information on the effects
of space radiation on the materials that make up both photonic sources and detectors? With current technology,
how long would a quantum satellite last in orbit before needing to be replaced due to radiation damage?

(5) Flight: The final step is to develop a team for monitoring and detecting photons from the satellite and/or
sending photons to a detector on the satellite. This would require expertise in pointing and tracking for faint
signals from satellites.

For successful completion of a quantum space mission, collaboration between groups with diverse expertise is
required. This could be internal collaborations for organizations with diverse portfolios, and/or external collabora-
tions. An ideal team would include experts in: quantum information science; quantum sources; photonic detectors;
space-readiness; pointing, tracking, and acquisition; nanotechnology; electrical engineering; satellite engineering;
and systems engineering.

4. Assessment

A successful quantum space mission would be one where physical qubits are transferred over a quantum link
with high fidelity, i.e., minimal information loss. High fidelity is achieved with high-efficiency photonic sources,
optimal pointing and tracking, sufficiently large telescope apertures for ground detection, and high-efficiency
detectors. Bringing this capability to the United States is paramount.

5. Timeliness or Maturity

A US-based quantum satellite mission is long overdue. In 2017, China launched a quantum satellite (Micius)
and demonstrated both entanglement distribution and quantum key distribution [2]. Canada is working on their
Quantum Encryption and Science Satellite (QEYSSat) with an expected launch in 2024-2025 [9]. One applica-
tion of their satellite is to create a transcontinental quantum link between Canada and Europe [10]. In the United
States, there is currently no large-scale quantum satellite mission, hindering the United States’ lead in quantum
technologies and creating a potential future national security concern if other countries greatly surpass the nation’s
abilities for sending secure information between quantum computers. Given advances in nanoemitter-based quan-
tum sources [8] and CubeSats driving the low-cost space revolution, now is the time to form a US-based quantum
satellite mission.
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Topic: This paper addresses co-design and integration of algorithms across applications.

Challenge: As quantum computing becomes part of the HPC

landscape [1], applications that are relevant to DOE will Popteatons s
adopt quantum acceleration with the promise of quantum (it suparing peromance s
speedup over purely classical implementations. Due to the O St et
limited number of qubits, connectivity, and short coherence i Chsantn Hardrse (GFU4)

times hybrid quantum-classical approaches are necessary for Fig.1. SW/HW stack including Proxy Apps
accelerating applications today [2-3]. For gate-based and/ibrary.

quantum computing architectures such as IBM Q, Ion Q, and others, the variational quantum
eigensolver (VQE) and the quantum approximate optimization algorithm (QAOA) can be used.
For quantum annealers, such as D-Wave, gbsolv and user/vendor hybrid solvers can be used.
Classical cluster-based CPU/GPU codes can also be used in both cases. The component algorithms
that make up an entire application will have quantum or hybrid form. They are typically user-based
and require an ansatz (gate-based) or embedding (quantum annealer) and error mitigation when
run. Some examples include solving linear systems, quantum Fourier transform, electronic
structure, graph decomposition, and more. There can be many different hybrid implementations
depending on the problem to be run and the architecture to be run on. Each algorithm represents a
family of implementations defined by a set of problem, architecture, and performance-relevant
parameters. This does not exist today. We have limited understanding of how performant the
algorithms we develop are and how they would work in extended situations.

Opportunity: Quantum co-design approaches [4-5] come in many forms. Drawing from the
experience from the Exascale Computing Project (ECP) [6] co-design capabilities would focus on
libraries and proxy applications (or proxy apps) to identify, collect, and develop common hybrid
quantum-classical algorithms for different application categories such as chemistry, materials,
machine learning, etc. A proxy app for each algorithm or a set of algorithms would be used to
explore implementation options and characterize and determine performant implementation(s) on
quantum architectures. Where this fits in the quantum SW/HW stack is shown in Fig. 1. These
algorithms would require a common API and an evolving form for current NISQ architectures and
may even help identify improvements in the quantum software stack and quantum hardware. These
can also serve as useful benchmarks for testing new quantum architectures. This would require
quantum algorithm developers, software stack developers, and hardware designers working
together to determine the best solutions.

Assessment: Success is measured by many factors such as time to solution, efficient use of error
mitigation, circuit width and depth, estimates of quantum resources required, and scalability. If it
can be made easier to develop applications that use quantum or hybrid components that is a win.
These libraries and supporting proxy apps would help determine the best component algorithms to



use for an application on a chosen NISQ architecture. It could potentially show that a combination
of different algorithm-architecture pairs could provide even better performance.

Timeliness or maturity: Due to the many algorithms that have been developed, tested, and
documented through publications and github repositories, the time is right to start collecting this
knowledge in the form of libraries and proxy apps. Having libraries of algorithms that are in a
sense certified per quantum architecture for performance, resources required, error resilience,
sensitivity to noise, and scalability would allow development of new quantum applications and
new algorithms easier. Note that these algorithms would need to be parameterized based on
problem size range and other architecture-based relevant information.

Where would such an effort begin? Teams working in common application areas can bring their
component algorithms together for performance characterization. These algorithms would start as
hybrid quantum-classical versions of familiar classical algorithms. As new ideas for quantum
algorithms emerge based on quantum principles that were not possible classically, they will also
be included. Proxy Apps and other software tools would be needed to run and collect timing and
efficiency results. These results may be distributions. The collection of component algorithms
would become a library with supporting characterization information. One can envision these
libraries of quantum algorithms becoming standard and being supported by teams of quantum
computer scientists that continually keep them current.

As quantum architectures evolve towards post-NISQ with larger sizes, increased connectivity,
longer coherence times, and error mitigation/correction the library algorithms would also need to
evolve. Having such a co-design capability would allow for building a new application code with
component quantum and/or hybrid algorithms with known performance. This approach will make
it possible to estimate the potential for quantum speedup.
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Benchmarking early fault-tolerant quantum computers
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Challenge The advent of the era of early fault-tolerant quantum (EFTQ) computers enables, for the first
time, the trade-off between qubit count and fidelity. At the fidelity allowed in the era of noisy intermediate-
scale quantum computation (NISQ), the maximum circuit depth that can be run is of a few tens of gates.
Despite significant efforts deployed in the algorithmic front, and the development of statistical methods to
mitigate errors [1], this maximum depth has limited the usefulness of NISQ computers. The NISQ era has
seen a convergence in the benchmarking of quantum computers. The reporting of the performance of NISQ
quantum computers has become standarized in terms of qubit coherence times, gate fidelities, and their
tomographic properties [2].

In parallel with NISQ algorithms, the last decade has seen steady development and optimization of fault-
tolerant algorithms — bringing down the cost of running applications of interest by orders of magnitude
[3]. Large-scale applications such as drug discovery and factoring 2048-bit RSA integers will still require
resources beyond what we have in EFTQ [3]-[5]. These developments typically assume an arbitrarily high
qubits-to-fidelity trade-off, ie as many qubits available as necessary to prevent a logical error.

In contrast, the optimization and development of algorithms that may run on EFTQ computers, where
we have limited fidelity due to a limited physical qubit count, remains largely unexplored. In particular,
EFTQ are expected to have access to high fidelity Clifford operations but a very limited supply of noisy non-
Clifford operations. The seeds of ETFQ exploration appear in recent IBM work on the interplay between
error correction and error mitigation techniques [6] and statistical quantum algorithms [7], [8]. Yet there
remain many unanswered questions: how best should be benchmark EFT(Q, what are the first experiments
we should run, which might show quantum advantage and for which is this impossible.

On EFTQ benchmarking, initial metrics for EFTQ performance include the logical error rate of error-
corrected qubits [9], which is a good proxy for logical coherence times. One might expect that next we
need to perform logical gates and measure their fidelity. However, the logical operation of fault-tolerant
quantum computers can often be thought of consisting of elementary operations that are smaller than gates
— for instance, when operating the surface code with lattice surgery [10], logical patch motion, merging,
and splitting are all part of logical gates. While there are some proposals to benchmark some such logical
primitives of fault-tolerant quantum computers [11], there is no consensus regarding what these primitives
should be and how to report their performance.

Opportunity Early fault-tolerant quantum computers open opportunities for exploring small-scale appli-
cations. There is no consensus, and few suggestions, for what to do with these early devices. A window of
opportunity presents itself to explore and define a roadmap of EFT(Q experiments. Error correction and error
mitigation techniques can lead to proof-of-principle applications and toy demonstrations we can implement
on a small fault-tolerant machine [6], thus making the most of the qubits-to-fidelity trade-off. While some
seeds have been planted, the full arsenal of relevant tools have not yet been applied to EFTQ. Such tools
include error mitigation theory, magic resource theory (including convex optimisation tools) [12] and random
compilation theory [13].

Utilizing these techniques will require a detailed understanding of the noise that affects both physical and
logical qubits. This requires the development of benchmarks to learn not just the probability of a logical
error occurring, but also the types of logical errors that occur in practice [14]. Such benchmarks will initially
be applied to quantum memory experiments like the ones that exist today [9], [15], but can also be used to
study how noise affects key algorithmic components. For example, gate compilation techniques often produce
common sequences of logical gates such as alternating sequences between Hadamard and phase gates [16],
which can benefit from quantum benchmarking. Another example of where benchmarks can be utilized is
primitives in lattice surgery [10].

Finally, any developments must be made in collaboration with quantum hardware companies, to optimize
for the native gates, connectivity, and physical noise profile of their processors as well as understand directly
the performance of error correction primitives on their hardware. This includes developments across the whole
quantum computing stack, from the design of logical circuits, to benchmarks, quantum error correction and
mitigation techniques, and decoding algorithms [17].

Assessment The success of this program may be measured in terms of adoption and attainment of newly
defined EFTQ milestones, the development of new optimisations across the stack targeting improved bench-



marks (including, e.g., improved gate fidelity, decoder optimizations), acceleration of roadmaps towards such
milestones, and convergence of practice towards meaningful metrics for algorithmic performance in EFTQ
devices. An early goal for success is the widespread adoption for benchmarks specific to the EFTQ regime,
which will be superior to NISQ benchmarks so long as (i) they inform accurate predictions for the success
of computations, (i) their improvement unlocks more valuable computations, and (%ii) they are used to
optimise algorithms for the machines they run on. We expect the shift from EFTQ to full fault tolerance to
be gradual, therefore it is important to extract the maximum benefit from the EFTQ era. Major successes in
this regard would include finding applications of EFT(Q beyond proof-of-principle demonstrations. Perhaps
this is more likely in academic toy problems rather than industry applications. But even toy demonstrations
can capture the imagination of the public and leap the whole field forwards.

Timeliness or maturity Quantum computers have reached a stage of maturity which has transformed
fault tolerance from a theoretical concept to experimentally demonstrable reality. In the last few years we
have seen significant breakthroughs in experimental quantum error correction, from implementation of logical
operations to a demonstration of suppressing errors using an error-correcting code [9], [15], [18]-][20]. At the
same time, algorithmic improvements and resource estimation have given us rigorous upper bounds on the
resources required for large-scale fault-tolerant quantum computers to solve significant problems of interest
[3]-[5]. Multiple hardware manufacturers have now developed roadmaps for developing quantum processors
at scale [21]-[24]. As we begin to see the rise of small-scale quantum computers with modest error correction,
it is important for us to develop a roadmap for the rest of the quantum computing stack to reach the long-
term goal of large-scale fault tolerance. Through the development of benchmarks and mitigation techniques
for the EFTQ era, we will understand both the potential and the key bottlenecks in real-world quantum
computers as the number of high-fidelity logical qubits increases. From this, we can lay forth the key steps
and milestones which will guide us to practical large-scale quantum computation.
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TOPIC

Applications, specifically numerical simulations of classical fluid dynamics and nonlinear transport problems on
quantum computers

CHALLENGE

Quantum algorithms are known to handle large systems of differential equations efficiently (with computational
complexity logarithmic in number of degrees of freedom) as long as they are well conditioned and linear [1-3]. For
nonlinear systems such as the Navier—Stokes equations that govern fluid dynamics, the picture is less rosy; Liu et al.
[4] have shown that efficient quantum computation for nonlinear differential equations is only possible when the ratio
of nonlinear to linear terms is small. However, many important fluid dynamics applications found in fields as diverse
as chemical engineering and climate change projections are characterized by strong nonlinearity.

OPPORTUNITY

Recently, we [5] and others [6] have built on the Liu et al. Carleman-linearization approach by first transforming
the Navier—Stokes equations into discrete-velocity Boltzmann equations [7]. This transformation effects two favorable
trade-offs. First, it replaces the turbulent nonlinearity in Navier-Stokes with a compressibility nonlinearity in the
Boltzmann equation; this allows turbulent but weakly compressible flows to be efficiently linearized. Second, it trades
nonlinearity for an increase in degrees of freedom, which is favorable as long as the cost of degrees of freedom is
logarithmic.

What has become clear in our work is that specific nonlinear applications can be far more suitable for quantum
computation than general-purpose (worst-case) complexity analysis would suggest. This is because a domain applica-
tion may have specific properties (e.g., symmetries) that are not taken into account in a general-purpose complexity
analysis.

This provides an opportunity to make quantum computing relevant for numerous important multiscale physics
applications — e.g., climate [8-12], biological systems [13], and synthesis of advanced materials [14-18] — that are
otherwise facing an intractable computational problem [19, 20]. This opportunity requires collaboration between
domain scientists and quantum algorithms developers on numerous topics that were not addressed in our initial
manuscript. These topics include how to treat complex boundary conditions, an open problem in quantum solvers for
differential equations.

ASSESSMENT

In the near term (i.e., before quantum computers with large numbers of qubits become available), the metric of
success for this work is provable upper bounds on the computational complexity (run time or qubit or gate count) of

* johannes.muelmenstaedt@pnnl.gov



quantum algorithms applied to fluid dynamics and nonlinear transport problems. In our manuscript, we have sketched
a complexity analysis for homogeneous turbulent flow with periodic boundary conditions. Success for this field would
be provable bounds for heterogeneous flow with complex boundary conditions.

TIMELINESS OR MATURITY

Efficient quantum computation of fluid dynamics (i.e., logarithmic scaling with resolution and domain size) has ex-
perienced breakthroughs in just the past months. Building on our recent success, a fundamentally new computational
approach to fluid dynamics problems, nonlinear transport, and simulation of general multiscale phenomena now ap-
pears within reach: the efficient handling of large state spaces on quantum computers will permit simply brute-forcing
the scale gap problem. Provided domain and quantum algorithms experts can come together to formulate classical
physical systems in a way that plays to the strengths of quantum computers, “grand challenges” [21] in science [22]
and engineering [23] will become solved problems.
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TOPIC

“Compilation”

CHALLENGE

The current resource requirements for the execution of quantum algorithms on practical appli-
cations (e.g., quantum chemistry and quanutm simulation) are daunting, requiring thousands of
qubits and millions of gates [1]. Compilation of these quantum algorithms into more efficient
hardware-specific Quantum Computing (QC) circuits provides a promising path to dramatically
reduce the runtime (i.e., gate depth) of such computations and has received significant attention
in both industrial and academic research [2]. At its core, the task of quantum compilation can be
framed as how to decompose an arbitrary entangled unitary operator, into a quantum circuit, that
is, a discrete sequence of single and multi-qubit gates that are supported by a specific quantum
architecture. The first challenge in quantum compilation is that the size of unitary operator grows
exponentially with the number of qubits that are consisted. Another critical challenge that charac-
terizes quantum compilation is that specific gate operations may be forbidden, for example each
qubit may not have a direct connection to all other qubits. As a consequence, certain entangling
multi-qubit gates (like a CNOT gate) cannot be placed in a circuit if the target and control qubits
are not physically connected [3]. Hence, implementing any arbitrary quantum circuit in such de-
vices with hardware limitations, can lead to (a) an increase in the minimal circuit depth and (b)
an increase in the total number of entangling CNOT gates, which are more time consuming than
simpler non-entangling gates.

To circumvent these challenges, an important research objective is to compile compact circuits
via quantum circuit optimization. Optimization using brute-force-type enumeration approaches
with minor enhancements have been found very inefficient even on small-scale circuits [4]. More
recently, there has been a significant interest to develop quick heuristic-based, first-order optimiza-
tion methods to discover such compact circuits, albeit without any optimality guarantees [3, 5], and
are often far from the best possible circuit (up to 50% longer circuits [6]). Some efforts also include
methods for qubit routing to map a compiled circuit in to a hardware with limited connectivity of
qubits [7]. However, a key challenge is that the QC community is lacking rigorous mathematical
methods that can provide guarantees on the solution quality of compiled quantum circuit.

OPPORTUNITY

A key observation is that the tasks of decomposing an arbitrary unitary operator of n qubits, can
be posed as a nonlinear discrete optimization problem [8], solution to which not only provides
the quality of the compiled circuit but can also be used a feasibility verification tool based on the
available gates in the elementary set and other hardware specific constraints. Initial work on this
approach to quantum circuit compilation has been very successful at the scales of 2-4 qubits with
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circuit depths around 10; providing optimization proofs for the first time of some well known cir-
cuits and discovering new encodings for less well known gate sets [6]. However, scaling such
methods to larger numbers of qubits and depth is critical to be able to observe the necessary
quantum advantage over it’s classical counterparts. First, development of tailor-made optimiza-
tion (branch-and-bound-based) algorithms, incorporating physics-informed constraints (such as
symmetry-breaking constraints due to gate commutation) could be critical for increased scalibility
and faster convergence. Second, sparsity in the elementary gates could be exploited, particularly
for one and two qubit gates, when placed in larger qubit circuits, which could lead to loosely-
coupled smaller scale circuit compilation problems. Further these hierarchical mathematical op-
timization tasks could be solved using advanced decomposition algorithms and in parallel using
HPC. Third, software development for compiler design algorithms which are capable of adapting
to emerging trends in quantum programming and enable automatic bridges with complied circuits
into customized hardware architectures.

ASSESSMENT

It seems possible that the proposed methods could lead to up to 50% reduction in the total depth of
compiled circuits in comparison with heuristic-based methods within a few minutes on a laptop.

TIMELINESS

Recent developments of synergies between operations research and quantum computing [8, 6] will
enable significant progress in rigorous development of algorithms and software for circuit com-
pilation. The success of proposed circuit compilation methods will directly facilitate in realizing
quantum advantage for algorithms in large-scale implementations. Moreover, it will provide a
competitive edge for U.S. national labs in optimization methods for quantum circuit compilation
when compared to similar existing capabilities at industries such as IBM, Rigetti and Google.
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Abstract: Engineered quantum nano-emitters, such as quantum dots, carbon nanotubes,
and other engineered nanostructures offer unique advantages as sources for photonic quan-
tum information. Unlike spontaneous parametric downconversion (SPDC) sources, na-
noemitters can be deterministic, true single-photon sources at almost any wavelength from
visible to infrared. We discuss the importance of these attributes in the context of entangle-
ment swapping for quantum networks. © 2023 The Author(s)

1. Topic
Error correction and mitigation, integration

2. Challenge

Scalable quantum networks will unlock considerable new science capabilities in fundamental physics, quantum
computing, cybersecurity, and beyond. Unlike classical links, which can be extended indefinitely by periodically
amplifying the signal, quantum links must balance distance and channel capacity [1]. This fundamental limitation
arises from the no-cloning theorem, which states that an arbitrary quantum state cannot be duplicated (i.e. ampli-
fied) with perfect fidelity [2]. Given the inevitable losses in optical fiber transmission links (= 0.2 dB/km) and the
large loss associated with space-to-ground optical links (= 20 dB as in [3]), a continental-scale quantum network
will require a means to coherently join multiple point-to-point links.

Entanglement swapping protocols [4—6], offer the best hope for establishing long-range quantum entanglement
beyond the reach of a single link. By generating multiple sets of entangled photons, then performing Bell State
Measurements (BSM) between individual photons from different sets, entanglement can be exchanged from one
set to the following one, effectively doubling the distance over which entanglement is shared. This process can be
repeated for even greater range until noise, attenuation or the limited efficiency of the detectors drive the success
probability below acceptable limits.

3. Opportunity

The workhorse for generating entangled photon pairs has been through spontaneous parametric down-conversion
(SPDC) in nonlinear crystals. SPDC photon emission is highly stochastic, delivering at-best four photon pairs
per 10° pump photons [7]. Worse, SPDC sources have a non-zero likelihood of generating more than one pair
of photons at a time, and increasing the pump power will only increase the likelihood of creating multiple pairs.
Reducing the pump power to reduce the probability of multiple pairs inevitably leads to increased production of
vacuum states, i.e. pulses yielding no entangled pairs.

Multiple pair production is particularly detrimental to entanglement swapping [8]. Swapping protocols can dis-
card vacuum states via post-selection, just as is done for losses from channel attenuation. Typically, the entangling
BSM does not produce a result and is simply discarded. By contrast, higher-order photon states such as multiple
pairs generate a Bell State Measurement which appears valid, but is not. As a result, the error rate of a swapping
operation increases dramatically. Over a chain of multiple swap operations, the rate of successful end-to-end en-
tanglement swapping falls rapidly. Some rate can be recovered by using photon-number-resolving detectors prior
to the BSM [9], but there is still no defense against producing two entangled pairs but detecting the wrong one.
The only defense against such errors is a source which can generate one and only one entangled pair for each input
pulse.

Quantum emitters, such as quantum dots (QDs) offer a promising path to deterministic entangled pair pho-
ton emission. Nanostructures can be engineered such that only two quanta of energy can be bound; stimulated
emission (photoluminescnce) then results in exactly two photons being released. QDs are also naturally suited for
deployment at scale (including space flight) due to their size and ability to generate entangled photons without
bulky components that need remote stabilization.



4. Assessment

For all the promise of QDs, RD is still needed to overcome key obstacles. As a point-source emitter, a QD in
an isotropic environment will be an omnidirectional emitter, sending light uniformly into 47 steradians, which
couple inefficiently into distant nodes, particularly if coupling is via low numerical aperture (NA) channels such
as optical fibers or free-space links. Recent advances in engineered nanostructures have addressed this limitation
by resonantly coupling the QD with a beamforming structure.

5. Maturity

Researchers have developed ultra-photostable colloidal QDs capable of on-demand single-photon emission in
telecommunications wavelengths at room-temperature [10]. Integration with hybrid bullseye antennas can create
highly directional QD emission, particularly when performed via a novel direct-write technique using dip-pen
nanolithography for deterministic placement of QDs into antenna structures. The combination of precision place-
ment and high-quality antennas enabled demonstration of highly directional emission and record collection effi-
ciencies of 85% into a low NA of 0.5 in free-space [11]. A next step will be to optimize fiber coupling of a QD
single-photon source [12].

Once high coupling efficiency into a single-mode fiber is demonstrated, the single-photon or entangled-pair
source can be integrated into virtually any network of quantum nodes connected via standard telecom fiber. These
fiber-coupled, highly deterministic sources would allow for entanglement swapping at much higher rates than
SPDC sources. Further scientific discovery will address the quantum emitter itself: Although the aforementioned
QDs have photostable emission at telecom wavelengths at room temperature, there is still the question of whether
these sources are true quantum sources, i.e., can the photons coming from one QD be indistinguishable from each
other. Truly indistinguishable photons (demonstrating a Hong-Ou Mandel dip) depend on the bandwidth of the
emission from a single QD, which must be sufficiently narrow. Several methods have been proposed to reduce the
emission bandwidth, including composition/ geometry, operating at cryogenic temperature (~4K) and/or placing
the nanoemitter into a resonant cavity structure.
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Topic: Applications, models, algorithms.

Challenge: At inception, quantum annealing leveraged quantum mechanics for classical optimization tasks.
However, as machine coherence increases [1-3], the realization of quantum spin systems has emerged as an even more
fruitful application of this computational model [4-8]. Alternatives to the standard gate model deserve exploration,
to achieve useful quantum advantage via analog quantum computing. The recent demonstration of so-called coherent
quantum annealing with 1,000s of qubits [1], further expands the potential for this hardware to explore quantum
system dynamics where the effects of quantum fluctuations can be carefully controlled and observed directly.

Implementing existing celebrated spin models [9-12]—or in fact new and dedicated ones—into quantum annealers
will lead to observation and detection of quantum phenomena not yet observed, or not visualized directly, in ex-
perimental physics laboratories. Rather than computing or simulating quantum systems, these quantum computers
allow one to simply build quantum systems, and experiment on them in an uniquely controlled way, with character-
ization down to the constitutive degree of freedom. This provides an unprecedented opportunity for understanding
the physics of quantum spin systems. Theoretical physics currently abounds of interesting theoretical spin models to
explore frustration, strongly correlated spins, spin liquids, fractionalized excitations, and topological matter [9-11].
However enticing, such models are generally only weak proxies for the properties of actual materials. In quantum
annealers these models could be realized and experimented upon. Moreover, many more realistic models of such
materials could be realized in quantum annealers. Employed in this way, quantum annealers provide an extraordinary
versatile platform to explore quantum effects that are hard to find, detect, and characterize in natural materials.

Opportunity: Rather than “simulating” existing spin models with classical computers, quantum annealers can
be used as Lego sets to build systems described by these models. There are many advantages to this approach.

1. Many spin model exist in a classical and quantum version. As most quantum annealers are described by the
transverse quantum Ising model, they provide a unique way to control the threshold between classical and
quantum behavior, which can be explored in experimental studies of coherence/decoherence.

2. Many annealing platforms allows for local control of fields acting on individual qubits. This makes a variety
of constraints in experiments possible, in ways that are often impossible in real materials, as for instance the
setting of boundary conditions during a quantum evolution.

3. The coupling constants among qubits can be finely modulated, which allows for the study of structural phase
diagrams in these systems.

4. The recent development of so-called reverse annealing protocols, make it possible to initialize the qubits/spins
at will to study quantum evolution from a state to another.

This opens the door to a vast variety of experiments on a rich set of models, e.g. on quantum phase transitions,
spinons in a potential (by modulating the coupling constants) and their particle-statistics. Quantum annealers could
be used to realize quantum spin systems in particular for the study of spinon excitations of unusual behavior. Employed
this way they would provide an extraordinary versatile platform to explore quantum effects that are hard to find or
to detect in natural materials.

Assessment: While classical spin models can certainly and usefully be realized into quantum annealers, and have
been, the success of this line of work would hinge on measuring bona fide quantum effects, such as interference of
spinon quasiparticles, or quantum entanglement. That, in turn, hinges on the coherence of new machines. Fortunately,
such coherence has been increasing considerably as of late, and used to show quantum effects [1, 3, 13]. Forthcoming
quantum annealing hardware will be able to exhibit more direct quantum effects, such as Friedel oscillations as
interference patterns between Fermionic emergent quasiparticles. Ideally, in the future it will be possible to realize
into quantum annealers spinon quasiparticles, like hard-core bosons, fermions and perhaps anyons, which could be
individually controlled and characterized. This turn would prove revolutionary and bring to fruition in artificial
quantum realization a couple of decades of theoretical work on quantum spin liquids and other strongly correlated
spin systems.



Timeliness or maturity: This position is timely because the idea of deliberately designing interacting classi-
cal binary spin systems and building them into a variety of platforms is quite mature [12, 14-17]. Such platforms
have ranged from interacting magnetic nano-islands [15, 16], to trapped colloids or vortices in nano-patterned super-
conductors [17-19], or skyrmions in magnets [20] or liquid crystals [21], macroscopic magnets [22, 23], and even to
mechanical metamaterials [24, 25]. They have been used to generate materials of exotic and often pseudoparadoxical
classical behaviors, such as entropy-driven order [26]. This has required an evolution in creativity, adaptation to
specific platforms, and ductility in design that can be transported to a quantum annealing platform. Indeed, while
the design and realization of artificially interacting classical spin systems of desired unusual phenomenology is a well
established effort, quantum annealers can open a path to their quantum phenomenology, where opportunity of new
insights are considerably higher.

Recent works have demonstrated implementation of classical models into quantum annealers [6-8]. Even at a clas-
sical level, they allowed for experiments that would be impossible on other platforms, e.g. individual characterization
of magnetic monopoles and their entropic screening [6] or control between topologically-trivial and non-trivial dy-
namics [7]. Though quasiclassical, already these works have shown quantum effects, by activating spinons kinetics
via quantum fluctuations [6, 7]. Recent work has also demonstrated enough coherence to reveal signatures of the
quantum Kibble-Zurech mechanism and critical quantum dynamics [1, 2].

The confluence of an aggregated experience in developing spin models of unusual properties at the classical and
quantum level, of the successful effort in realizing a variety of unusual models in various classical platforms, of early
works translating these models into annealers, and of recent results in coherence, opens now a path toward the
realization of quantum spin models of exotic properties into quantum annealers.
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Full-Stack Codesign: Crossing Abstraction Layer Boundaries for
Algorithm- and Application-Informed Optimizations to Performance of
NISQ-era Quantum Computers
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Topics: codesign and integration, compilation, error mitigation, models, applications, algorithms
Challenge:

Several abstraction models have been proposed in recent years to divide up the challenges of
building a full-stack quantum computer [e.g. 1], due to a lack of easy access to quantum
computing platforms, among other factors. Technical understanding and language can vary for
research at different layers of abstraction, leading to difficulties in cross-layer optimization.
While the artificial layers of abstraction allow different segments of the QIS community to
contribute to the field, they add complexity and rigidity. This results in reduced performance and
efficiency in execution of quantum and hybrid algorithms. Furthermore, partly due to incentive
structures in the industrial/commercial landscape, most entities who develop and deploy full
stack quantum computers prioritize error correction and system scaling, aimed at large-scale
universal fault-tolerant computing, instead of optimizing performance and efficiency of NISQ-era
quantum computers. This is detrimental to the advancement of NISQ-era explorations of
quantum and hybrid algorithms and applications, and associated enabling technologies. These
explorations will be vital to the development of pathways to what will become large-scale
industrial fault-tolerant computing.

Opportunity:

Quantum computers at DOE National Labs are ideally positioned to address fundamental
science and technology challenges on integrated full-stack systems. At DOE National Labs and
Testbeds, such as the Advanced Quantum Testbed at LBNL, full transparent access to all layers
of the stack has allowed for integration of knowledge from a variety of technical expertise. This
collaborative research approach has resulted in groundbreaking work on characterization and
mitigation of noise and errors, compilation tools to bring more demanding experiments within
reach of existing NISQ hardware platforms, and the application of all such tools to enable
state-of-the-art simulations of nature on quantum computers using both qubit- and qutrit-based
quantum processors.

Some of these projects have involved breaking the aforementioned abstraction layer boundaries
to increase performance [2, 3], demonstrating initial explorations of this approach. To more
directly enable this line of research, an LDRD project at Berkeley Lab led by Kasra Nowrouzi, a
co-author of this position paper, has engaged in codesign of quantum and hybrid algorithms
with control systems. We are now at a point, given the experiences described above, where
codesign of the entire full stack of quantum computing is within reach. This would include
traditionally distinct domains such as algorithms, tools for compilation, optimization, and
transpilation, control systems (including hardware, firmware, gateware, software), and quantum
processor architecture. Examples include:

1. Codesigning control systems with algorithms to improve execution efficiency, and to
enable the execution of more advanced algorithms,
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2. Codesigning compilation and optimization tools with control systems to implement and
take advantage of novel control capabilities,

3. Codesigning noise and error mitigation tools to learn from specifically-designed

quantum processors to study and mitigate noise,

Codesigning quantum processors with algorithms for application-specific computing,

Investigate sources of inefficiency and inaccuracy using application benchmarking and

time profiling to identify further opportunities for codesign

a s

This challenge is an ideal fit to the capabilities and organization of National Labs, due to the
collocation of multidisciplinary teams of researchers involved in research on various parts of
the stack, and access to related resources and expertise, such as classical supercomputing
Facilities. Furthermore, DOE Testbeds, having established themselves at the nexus of
collaborative research between Academia, Industry, and National Labs, are uniquely positioned
to implement algorithms- and application-informed codesign of the full-stack.

Assessment:

The aim of this full-stack codesign approach will be to implement near-term algorithm- and
application-informed optimizations to the performance of NISQ-era quantum computers.
Assessment would include execution of algorithms and applications of interest to the DOE QIS
community, through engagement with researchers involved in materials science, quantum
chemistry, physics, and data analysis and optimization. Benchmarking methods, including
application benchmarking, would assess the performance of individual layers and the full stack.
In addition to improving fidelities and accuracy for quantum and hybrid experiments, efficient
execution of algorithms is an equally important orthogonal metric, requiring improvements in
order to accelerate exploration of the space of near-term algorithms of interest to the
community. In the longer term, this increased efficiency can also enable faster execution of
later-stage algorithms for practical quantum advantage before fault-tolerance. Thus,
experiments will be profiled to assess time spent in various layers for the purpose of
implementing cross-layer optimizations to improve overall execution efficiency.

Timeliness or Maturity:

Significant work has been done over the last few years to get us to where we are today, where
we have gained a more detailed understanding of the challenges and opportunities associated
with distinct layers of the quantum computing stack, and have made improvements to these
individual layers. At the same time, error-corrected, fault-tolerant quantum computing is still
many years away; and progress in development of near-term algorithms and applications will in
part depend on an optimal full-stack. The present moment is thus the ideal time to engage in
application-informed full-stack codesign of quantum computing platforms, to increase the
performance of existing NISQ platforms and accelerate the transition to fault-tolerance.
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Quantum abstract machines without circuits: the need for higher
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Topics: foundations of quantum computation; design and analysis of established and novel abstract
quantum computing and programming models

Challenge: Defining what computation means requires understanding what resources are available
and how these can be marshalled to accomplish tasks we identify as computing at an abstract level. Hav-
ing acquired this knowledge in advance partially explains the successful evolution of classical computing
technologies, in which universal Turing machines and lambda calculus delineated hardware requirements
sufficiently well. Later these were satisfied through the match between bi-stable digital electronics and
Boolean algebra which resulted in finite models of arithmetic in use today. To reiterate: the core theoret-
ical models of computation via abstract machines were readily available well in advance of the transistor,
which made algorithmic development agnostic to hardware details even at VLSI scales. We characterize
here the information flow going from theory to hardware as top-down, and originated from questions
about provability of theorems in (integer) arithmetic.

Quantum computing inverts the paradigm described above, going bottom up. All formulations of
quantum Turing machines, quantum random access machines (1, 2), (3—5) and quantum A-calculus (6,
7) so far prescribe the execution of gates on primitive quantum steps —primitive in the sense of mapping
directly to quantum hardware- thus conflating the abstract concept of performing computation with the
concrete task of building circuits. Three reasons seem to largely explain the latter: (a) the original intent
involved modeling physical processes as computation at the most fundamental level (and viceversa), (b)
reasoning about small quantum systems is more feasible that for large ones, and (c) building experiments
that benefit from decades of research in quantum science was directly attainable.

Despite the ongoing quantum computing revolution and substantial funding dedicated to it, progress
the number of quantum algorithms is scant. Going from gates and qubits to a general way to create new
ones remains elusive. In a hypothetical situation in which classical computing followed a similar path,
defining and understanding computation from the basis of bi-stable elements and Boolean algebra would
have been substantially harder; the fact that quantum devices offer a much larger array of resources for
computation (8) compounds our difficulties even more. To put it bluntly, quantum information —and by
extension quantum mechanics (9)- does not provide a sufficient basis to understand quantum computation
in abstract terms.

Opportunity: To reap the expected benefits of quantum computing, abstract machine models capa-
ble of facilitating the development of algorithms at higher conceptual levels are direly needed. Regardless
of how these are specified —e.g., instructions vs functions- it is clear that outcome of such exercise will
produce composable procedural abstractions: entities that operate well beyond Hilbert spaces and their
transformations, that can be combined to produce useful generative effects, and that provide a denota-
tional semantics of future quantum programming languages which makes no explicit reference to circuits.
In particular, finding an analogue to finite models of integer arithmetic for quantum computing would



allow specifying new classes of quantum abstract machines in terms of their (possibly discrete) trans-
formations without worrying about hardware details of any sort, and then delegate hardware details to
computer architecture designers and, later, to specialized hardware compilers.

Succinctly: composable procedural abstractions are essential for the sustained development and dis-
covery of new quantum algorithms; these cannot be found amidst quantum circuits. Creating the funding
and research context around this challenge will produce a “quantum jump” in the way we characterize
computational problems (10), and consequentially in the number of applications for which quantum
computing yields a concrete advantage.

Assessment: At present, some of the ingredients needed to develop high-level quantum abstract
machines of the sort we look for seem to be present. These include: the relation between Clifford
algebras and quantum field theory (11), the ability to define abstract machines using geometrical algebra
(12), symmetries present in quantum random walks with implications for quantum automata (13), and
higher algebra formulations of quantum field theory (14—16). However, they are insufficient for the task
in their present form. It is not immediately obvious how to arrange them to produce new theories and
abstract machines directly at a high level, which other ones are missing, or whether the resulting theories
will hold once the limits of entanglement and other quantum resources are more deeply explored.

However, preliminary research and practice in quantum programming suggests a possible route: priv-
ileging those theories where combinators arise, and where certain patterns in circuit-building can be
abstracted away as quantum motifs where details such as the number of qubits, specific gates and how
these can be optimized disappear. Combinators proved fundamental in early days of classical computing
to capture meta-patterns that simplify reasoning about how we construct algorithms and data structures.
This work requires investing in interdisciplinary teams that include theoretical physicists, mathematicians,
logicians, and computer scientists. While the investment for a single team looks modest in comparison to
experimental work in quantum computing, the difficulty of the task calls for sufficient funding across rele-
vant agencies to maximize the overall surface of attack through multiple research teams, thus maximizing
the probability of finding good candidate theories and abstract machines.

Timeliness: Predicted timelines in quantum hardware manufacturers suggest an upcoming era of
very large quantum scale integration (VLQSI). Devising and implementing large algorithms will become
rapidly infeasible for humans. Given the level of investment in quantum computing, the capabilities of
devices for theory testing, the increasing pressure to move from proof of principle to applications, and
how limited progress on this issue has been achieved, the urgency of this challenge cannot be understated.
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Challenge: A systemic issue in the machine learning space is the use of correlational models to aid
decision-making which results in 87% of models never making it beyond the research phase!. Causal Al
is considered a key step in creating machines which are able to reason and make decisions like humans
do (1), which does not seem feasible with other Al methods, yet shows significant challenges to operate
computationally at scale. Developing technologies to detect and characterize causality at scale can thus help
us create a society where machines make decisions that humans are able to understand and scrutinize.

Some key lessons on the importance of causality come from stories enshrined in medical history. One of
the most infamous examples comes from Nobel Prize winner Sidney Farber (2). Farber noticed a correlation
between leukemia and several nutritional deficiencies related to vitamin B deficiency. He then reasoned
that the vitamin B deficiency must be causing progression of leukemia. Based on this logic tried treating
childhood leukemias with B-vitamins, resulting in his patients dying at greatly accelerated rates. Despite
this set back, Farber quickly realized he had gotten the direction of causality reversed. It was the presence
of vitamin B that was causing the progression of leukemia and not it’s absence. Farber then went on to
try B-vitamin antagonists, which then resulted in one of the first major success stories in the fight against
cancer.

In Farber’s case, correlation quickly lead to an understanding of causation. But what if we have a more
complex causal hypothesis with more subtle effects? For example, what if we want to understand the causal
role of diet and environmental exposures in cancer? We don’t have to imagine this as many real-world efforts
dissect this problem. Before the recent announcement from the WHO regarding the recognition of red meat
as a carcinogen, a working group “considered more than 800 different studies on cancer in humans” (3).

Both examples point to a stark dichotomy found all over biomedical research: the world is structured but
contingently and largely complex. Causality-assisted machine learning allows us to uncover the underlying
structure —i.e., a cause-and-effect relationship between features of a problem- but not without penalty. First,
increasing the number of features (i.e., nodes in a causal network) under consideration drastically multiples
the need for compute power. For instance, estimating counterfactual bounds in an algorithmic recourse (4)
in fully (or partially confounded) settings is exponentially expensive. Second, applying causal reasoning
requires certain assumptions about the underlying relationships in our data, and many of those assumptions
will remain untestable; for those in which these are ethically testable, combinatorics may make it infeasible
in practice. Third, unknown confounding refers to the inability to ascertain whether other factors explain
effects present in (observational) data; testing unconfoundedness can also lead to a combinatorial explosion.
Clearly, new methods are needed here.

Opportunity: The properties of causal discovery and inference in biomedicine appear to match well the
expected advantages brought forth by quantum computation and potentially enable advances with significant
clinical impact. We believe the ingredients exist to explore algorithms to (a) encounter when causality and
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causal effects are not identifiable and (b) perform causal inference when it is identifiable. Broadly speaking,
solving tasks involving causal inference boils down to either an optimization problem, a combinatorics
problem, or a combination of both. For instance, if it is an optimization problem, algorithms such as QAOA
(5) and other algorithms have shown promise of quantum advantage. The problem of unidentifiability,
whether functional or induced by confounders, is a global condition of the composition of a model and a
dataset, characterizable as a global function. Following the reasoning of algorithms such as Deutsch-Jozsa,
it is likely to be successful in finding the assumptions on quantum oracles or methods with quantum oracles
to make unidentifiable models identifiable.

Solving problem (a) may lead to a unique solution to the problem at hand rather than finding an
equivalence set of solutions and solving problem (b) should allow estimating the probability of a successful
characterization as a function of the number of times the algorithm would need to be run, possibly with
at least polynomial speedup, and ideally with exponential gains. Given the classical state of affairs in
causal discovery and inference, even polynomial speedups can increase the feasibility of hard problems in
biomedicine and clinical practice.

Assessment: The relationship between quantum computation and causality is well-known (6), as well
as how quantum causality itself is richer than its classical counterpart (7). Experiments on causal relations
between optical modes indicate it is possible to extract causal structure from observations only (8). Two
quantum machine learning algorithms have been reported as well for causal discovery in knowledge graphs
(9), using both variational (quadratic speedup) and quantum tensor-based (exponential speedup) algorithms.
Causal discovery for physical processes has also been explored through quantum causal unraveling (10), a
greedy algorithm for quantum entropic causal discovery (11), and the user of Grover search for causal
generative models in genomics (12). Finally, applying causal discovery algorithms to entangled quantum
systems has revealed significant subtleties arising from quantum causality (13), which may also impact
classical applications.

Demonstrating proof of concept in this area is within reach due to the increasing availability of Noisy
Intermediate-Scale Quantum (NISQ) hardware platforms with a larger number of qubits. We believe doing
so requires (a) performing theoretical work to either adapt existing encodings and algorithms to capture
causality in a way that maximally exploits problem structure or develop new ones, (b) constructing synthetic
reference datasets representative of biomedical problems suitable for NISQ experimentation, (c) extending
the work to increasingly complex problems guided by biomedical research needs. All these are feasible
problems given sufficient dedicated funding across relevant agencies.

Timeliness or maturity: We believe that all elements to perform this kind of research are currently
present. We estimate: 2y — proof of concept with exact solutions for at most 5 causal factors; 4y — application
to clinical trials with at most 10 factors; >10y — application to constrained multifactorial models that include
exposomics, a key emerging field.
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I. TOPIC - APPLICATIONS, ALGORITHMS, CO-DESIGN
II. INTRODUCTION

Dynamical systems, such as those in plasma physics and
fluid-dynamics, are major challenges for classical simulation.
A substantial fraction of today’s high-performance supercom-
puting is devoted to the resolution of these problems. Fluid-
dynamics and plasma physics projects, for example, make
up around 40% of the total core hours allocated within
the INCITE 2023 program running on the high-performance
supercomputers administered by the Department of Energy [1].
In other words, these problems are not only extremely relevant,
but they also face serious computational bottlenecks on today’s
largest supercomputers. It is therefore a pressing question to
determine the potential of quantum computing in this area,
and to expand both the scope and importance of quantum
computers under development.

While quantum computation has been extensively studied
for its significant applications in quantum chemistry and
quantum physics, far less is understood about its impact on the
study of high-dimensional classical dynamical systems. Very
recently there has been a range of significant advancements
in this direction [2-5]. At least two quantum algorithms have
shown evidence that useful speedups can be achieved for fluid
simulations and related classical systems of equations [2, 4].
Depending on the algorithmic details of the problem solved,
a quadratic speedup is attainable and there is evidence that
an exponential speedup may also exist. These results indicate
that quantum algorithms for classical systems are an important
possible DOE mission-relevant area of application for future,
fault-tolerant quantum computers.

III. CHALLENGE

The simulation of quantum systems is expected to be a
highly disruptive application of quantum computing. However,
currently the simulation of classical dynamical systems on
quantum computers, in particular non-linear ones, is signifi-
cantly less well-understood.

The analogy with quantum chemistry is enlightening in this
respect. In the last few years considerable effort has been
devoted to identifying suitable target problems and parameter
regimes; to embed into the quantum algorithm cost reductions
due to physical insights and the use of cutting-edge classical
techniques; and to gauge progress in relation to classical
benchmarks and algorithms. Progress in each of these direc-
tions is pivotal to the process of making quantum chemistry
algorithms feasible on early to mid-term fault-tolerant quan-
tum computers. Quantum algorithms groups around the world
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have been targeting gold-standard problems (in particular,
simulation of FeMoco [6]) with the help of domain experts
and progressively found more efficient realizations of core
subroutines of the algorithm. In the last six years, resource
estimates have come down by six orders of magnitude [7].

In order to provide such specificity, it is not enough to focus
on asymptotic scaling; even algorithms with “good scaling”
may require a quantum computer of impractical physical size
and power requirements. In the context of quantum chemistry,
algorithms have instead been compiled in detail, to the point
that we can now give exact resource estimates of the running
costs on fault-tolerant quantum computers given certain archi-
tecture choices. This also means having tools to match algo-
rithmic and compilation advances with hardware projections,
obtaining valuable estimates of when a certain problem will be
runnable on a quantum computer of a given specification. This
compilation pipeline does not exist for quantum algorithms for
simulating classical dynamical systems. We therefore do not
have rigorous, quantitative estimates of when such algorithms
will be valuable to the DOE.

We believe that the construction of an ecosystem similar
to the one just described will be crucial to progress along
a trajectory where we try to make, for example, nonlinear
plasma and fluid-dynamics problems a serious target for mid-
term quantum computers. While nonlinear problems have
recently seen a flurry of new results, algorithms are still few,
detailed running costs are unavailable and there is no obvious
roadmap towards tackling increasingly challenging problems.
It is to discuss the opportunities lying behind each of these
three challenges that we now turn.

IV. OPPORTUNITY

We identify three core components to tackling the above
challenge: (i) the development of algorithmic reduction
pipelines; (ii) the development of tools for end-to-end com-
pilation and resource estimation; (iii) the input from experts
in multiple domains to identify “gold-standard” problems and
to contribute to importing relevant classical techniques. Let us
briefly discuss each.

Algorithmic reduction pipelines involve bridging the gap
between the mathematical formulation of nonlinear differential
equations and problems natively solved on quantum comput-
ers. There are several routes to do so. The common feature
among them is that the nonlinear problem is embedded into
a linear one — a move that is not advisable classically due
to the curse of dimensionality, but which has much better
prospects on a quantum computer where we can manipulate
large vectors encoded as quantum states. The linear prob-
lem, suitably truncated and discretized, is eventually reduced



to Hamiltonian simulation, often [2, 8] via quantum linear
solver algorithms. Convergence guarantees of the reduction
methods and bounding the relevant algorithmic parameters
of the ‘reduced’ problems (e.g., the condition number of the
associated linear system) as a function of the parameters of
the original nonlinear equation are key technical challenges in
this analysis.

Secondly, compilation and resource estimation, even in
more established domains such as quantum chemistry, con-
tinues to be an ‘“artisanal” process, relying on algorithm
constructions and resource bookkeeping done by hand. This
need not be the case. Nascent software efforts [9, 10] have
begun to automate some of this process, including both
algorithm construction and resource estimation. Establishing
a suite of general-purpose algorithms and subroutines tailored
to quantum simulation of dynamical systems would enable
the field to rapidly iterate through new systems, instances and
algorithm designs.

Finally, making progress towards viable and useful quantum
applications in this space will require the input of experts from
multiple domains: Hamiltonian simulation theory, quantum
linear solver methods, classical dynamical systems, and the
theory of differential equations. We must provide conditions
for researchers to bring their expertise to bear in a new setting,
and tackle significant problems in an emerging field. Should
we be successful in drawing together a diverse community of
researchers around this domain, we will engender an ecosys-
tem that facilitates new collaborations, more easily distils
emerging techniques, and rapidly identifies targets that are:
(a) classically intractable; (b) amenable to near/medium term
quantum simulation; and (c) of real-world significance.

V. ASSESSMENT

Our three core components outlined in the previous section
can be assessed as follows:

1) Establishment of a set of “gold-standard” systems and
instances. These instances must be (i) strategically
relevant for the DOE and the community at large;
(i1) challenging to simulate on large-scale conventional
hardware, and (iii) have quantifiable resource estimates
that we believe are in reach of near- or medium-term
quantum hardware.

2) Implementation of suites of general-purpose algorithms
and subroutines instantiated in software, connected to
a robust resource estimation pipeline that is capable
of producing both logical- and physical-level resource
estimates.

3) Development and support of the creation of an inter-
disciplinary research community around this topic, in
particular one that is capable of providing input to points
(i) and (i) above, and that can contribute to novel
algorithmic advances in cases where optimizations from
the classical domain can be ported to the quantum one.

VI. TIMELINESS AND MATURITY

Until recently, three prerequisite components were lacking:
(i) established results on asymptotic speedup for simulation

of dynamical systems; (ii) case studies with which to emulate
the compilation pipeline; and (iii) software tools to automate
algorithm composition and resource estimation. While all are
nascent, there is now a firm footing in each.

Additionally, quantum hardware has improved significantly
in the past three years. Multiple early implementations of error
correcting codes have been implemented demonstrating logical
qubits with extended lifetimes. Roadmaps from vendors point
to systems that are capable of implementing meaningful fault-
tolerant quantum computations by the end of this decade, and
the architectures in which those machines operate are evolving
rapidly. It is imperative that we develop applications that are
capable of automatically tracking hardware and architectural
advances and are ready to fully exploit the technology when
it is delivered.

Lastly, the strategic relevance of this family of compu-
tational problems cannot be overstated. Defining a viable
path to quantum advantage now has the potential of broad
impact across myriad scientific disciplines, spanning from
fundamental science to industry, and can help drive strategy
and investment decisions across the ecosystem.

LANL unclassified release designation: LA-UR-23-24332.
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I. Topric: COMPILATION

Due to its potential to revolutionize various industries by
solving classically complex problems, quantum computing has
undergone rapid development. However, much of the focus
has been on one type of quantum computing technology —
superconducting qubits — especially in the context of the
quantum compilation and software stack [3]. In this paper, we
discuss the challenges and opportunities of developing quan-
tum software compilation and stack solutions and extending
exisiting solutions for other technologies like photonic qubits,
trapped ion qubits, and neutral atom qubits.

II. CHALLENGE

Most of the focus in quantum computing has been on
superconducting qubits, which have unique properties such as
high scalability, limited qubit connectivity and low coherence
times [4]. The current quantum software stack is designed to
minimize the effect of hardware noise on current quantum
computers by optimizing for these properties, and it may
not be suitable for other quantum computing technologies.
While superconducting qubits are the most advanced quantum
computing technology so far — due to the ease of porting
classical semiconductor technology to quantum computing —,
other under-development technologies are also promising [7].

Photonic qubits, trapped ion qubits, and neutral atom qubits
have different properties that require tailored solutions for
software and compiler stack design. For example, photonic
qubits have greater output usage flexibility and long coherence
times, but they also have low a relatively lower operation fi-
delity; this requires error mitigation strategies that are different
than the ones deployed for superconducting qubits. Developing
software solutions that optimize for these properties is chal-
lenging, especially while ensuring that the user is agnostic of
the technology-specific optimizations for greater accessibility.

III. OPPORTUNITY

To address the challenges of developing software solutions
for other quantum computing technologies, there is a need for
new tools and techniques that can optimize for their specific
properties. Developing new software-based error mitigation
techniques for technologies like trapped ion qubits and neutral
atom qubits can help improve their fidelity and make them
more suitable for practical applications. Moreover, developing
a modular and portable software stack would enable scientists
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and users to easily switch between different quantum comput-
ing technologies and experiment with different configurations.
Collaboration between different groups, including physicists,
computer scientists, and engineers, would then facilitate the
development of co-design and integration processes.

However, to develop quantum software compilation and
stack solutions for quantum computing technologies other
than superconducting qubits, it is important to understand
the specific properties of each type of technology. Next, we
highlight some of these different properties by discussing the
hardware characteristics of three prominent quantum comput-
ing technologies: (I) photonic qubits, (I) trapped ion qubits,
and (IIT) neutral atom qubits.

(I) Photonic Qubits. Photonic qubits use photons as the
qubits (known as qumodes in the context of photonic quantum
computing). Photons are particles of light that have the unique
property of being able to exist in a superposition of states. The
properties of photonic qubits that are important to consider for
quantum software compilation solutions are as follows [2], [8].

e Output Usage Flexibility. Because the output of a
photonic qumode execution is distributed over an infinite
basis, it gives greater flexibility in terms of selecting
the best qumode states to optimize over, especially for
algorithms based on Gaussian Boson Sampling (GBS).

o High Interactivity. Photonic qubits can be easily ma-
nipulated and transported over long distances, which
makes them highly connected compared to other qubit
types. This property is useful for developing quantum
communication protocols and for implementing quantum
error correction and mitigation techniques.

o Long Coherence Times. Photonic qubits have relatively
long coherence times, which means they can maintain
their quantum states for longer periods of time. This
property is important for developing quantum algorithms
that require long coherence times, such as quantum
simulations and quantum cryptography.

(D) Trapped Ion Qubits. Trapped ion quantum computers use
ions — that are trapped and controlled by electromagnetic fields
— as the qubits. Unique properties of trapped ion qubits that
are important to consider for quantum software compilation
and stack solutions are as below [6], [9].



« High Fidelity. Trapped ion qubits have relatively high
fidelity (as compared to superconducting qubits because
ions are naturally quantum particles), which means that
their quantum states can be manipulated and measured
with higher accuracy, producing higher output fidelity.

« Limited Connectivity. Trapped ion qubits have limited
connectivity, which means that the number of ions that
can be connected and controlled is limited. This property
is important to consider for developing quantum algo-
rithms that require high connectivity, such as quantum
simulations and quantum optimization problems.

« Long Execution Times. Trapped ion qubits have rel-
atively longer coherence times, which means that their
quantum states decay slowly; however, the operations
take much longer to runs, resulting in longer execution
times. This property makes it challenging to implement
long quantum algorithms.

(IIT) Neutral Atom Qubits. Neutral atom qubits use neutral
atoms (as opposed to ions) as the qubits. Neutral atom qubits
have some important properties that must be considered for
quantum software compilation and stack solutions [1], [5].

o Multi-Qubit Gates. Neutral atom quantum computers
have the ability to implement gates involving more than
two qubits, which is not possible with superconducting
qubits. This opens up opportunity to run larger and fewer
operations, but also creates challenges as operations need
to be serialized to avoid blockades.

« High Connectivity. Neutral atom qubits can be connected
and controlled using optical tweezers and magnetic fields,
which makes them highly connected compared to other
qubit types. This property reduces the number of required
qubit state transference procedures, which can potentially
improve the output fidelity.

« Long Coherence Times. Similar to photonic qubits,
neutral atom qubits have relatively long coherence times,
which means that they can maintain their quantum states
for longer periods of time. This property is important
for developing quantum algorithms that require long
execution — and therefore, coherence — times.

In summary, developing quantum software compilation
and stack solutions for photonic qubits, trapped ion qubits,
and neutral atom qubits requires considering their unique
properties. These properties include high connectivity, long
coherence times, multi-qubit gates, high fidelity, and output
usage flexibility. Developing new tools and techniques that
can optimize for these properties is essential for advancing
quantum computing technologies.

IV. ASSESSMENT

The success of developing quantum software compilation
and stack solutions for other quantum computing technologies
can be evaluated based on several metrics. For example, the
primary metric to assess would be the fidelity of the output,
which measures the impact of hardware noise effects on the

ability to achieve correct and meaningful output. Other metrics
such as the efficiency of the compiled code (number of gates
and length of the critical path), the compilation overhead, and
the speed of execution should also be used to evaluate the
performance of different software solutions. Furthermore, the
scalability of these solutions can be evaluated based on their
ability to handle increasingly larger quantum algorithms.

V. TIMELINESS AND MATURITY

Developing software solutions for other quantum computing
technologies is essential for the continued progress of the
field. The timely advancements in the development of photonic
qubits, trapped ion qubits, and neutral atom qubits have made
it possible to build quantum computers with unique properties
that can overcome some of the limitations of superconducting
qubits. However, developing software solutions that can op-
timize for these properties requires the development of new
compilation tools and techniques. The impact of success can
be significant in various industries, such as cryptography,
scientific computing, high-performance computing, finance,
healthcare, and materials science.

In conclusion, developing quantum software compilation
and stack solutions for other quantum computing technologies
can enhance the scalability, efficiency, and performance of
quantum computing. To achieve this goal, there is a need
to develop new tools and techniques and create modular and
portable software stack. The success of these solutions can be
evaluated based on their ability to handle large and complex
algorithms and their scalability to practical applications.
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Topic

Applications and Algorithms (biomedical data analysis): Innovative ap-
proaches leveraging the growing area of quantum information science
(QIS) to develop quantum data representation and analysis methods tai-
lored to various data types targeting the area of biomedical data analysis
using quantum hardware and high-performance computing (HPC).

Challenges

Identifying the bottlenecks in analysis pipelines The first step when
developing algorithms for biomedical data analysis is to identify specific
bottlenecks in the data analysis pipeline. Biomedical data analysis often
involves multiple steps, such as data preprocessing, normalization, feature
extraction, modeling, etc. For each step, a specific algorithm can be used
depending on the type of data and research questions. Identifying specific
steps/algorithms for which classical computational complexity constrains
problem size [1] and that may provide some quantum advantage to ac-
celerate sciences is desired. For these specific algorithms, issues such as
the rapid growth of data complexity and volume due to increase in sensor
resolution/readback rates and the limits of classical approaches can be en-
countered. Finally, it is important to note that a key aspect of identifying
bottlenecks in biomedical data analysis pipelines is the need of input from
various stakeholders, including domain experts, data scientists, computa-
tional biologists, and quantum computing experts.

Complexity of biomedical data [2]

Heterogeneity. Biomedical data is inherently complex, coming from dif-
ferent sources including genomic and imaging data, neurological signals,
and others. Each type of data has its own characteristics, processing re-
quirements, and necessary analysis techniques.

Volume. Data can be extremely large, especially when dealing with high-
throughput technologies such as genomics, transcriptomics, and medical
imaging. Handling and processing such massive datasets efficiently is a
challenge for quantum algorithms, as the number of qubits and the com-
putational complexity grow rapidly with increasing data size. Also, quan-
tum computers currently have limited memory capacity, which may not be
sufficient to store these large amounts of data. On the other hand, for some
biomedical applications the amount of data is rather small, which poses a
different set of challenges, including, overfitting, limited statistical power,
uncertainty, data sparsity, and data quality.

Data Preprocessing. Biomedical data often requires preprocessing steps
to remove noise, correct bias, and transform data into a format that is suit-
able for further analysis. Quantum algorithms have to handle with these
preprocessing steps while preserving the integrity and accuracy of the data.
Data representation [3, 4, 5, 6] Quantum computing employs a funda-
mentally different paradigm compared to classical computing, using qubits
instead of bits. Developing effective data representation schemes that can
encode biomedical data into quantum states is crucial for the development
of quantum algorithms. Finding the optimal representation may be chal-
lenging, particularly for complex and diverse biomedical data types.

Data privacy As with any computational method in the biomedical do-
main, issues related to intellectual property and data privacy must be con-
sidered. Developing quantum algorithms that comply with data privacy
regulations and protect sensitive patient information is crucial [7].
Mathematical foundations Mathematical concepts and foundations
play a key role in quantum algorithms for biomedical data analysis. Quan-
tum computing theory is based on a fundamentally different set of prin-
ciples compared to classical computing. Consequently, understanding the
mathematical concepts involved and developing new basic mathematical
approaches becomes essential for new quantum algorithms. For example,

translating biomedical problems into a suitable mathematical representa-
tion that can be effectively solved by quantum algorithms is challenging.
Other challenges in this space involve the algorithm design, error analysis,
efficient optimization techniques, among others.

Integration with existing pipelines Developing a quantum algorithm is
only part of the solution; it must be seamlessly integrated with the exist-
ing biomedical data analysis pipeline. This requires collaboration among
quantum computing experts, biomedical researchers, and data scientists to
ensure compatibility and efficiency.

Hardware limitations [8] Current quantum computing hardware is still
in its nascent stages, with limited qubits and relatively high error rates. As
a result, developing quantum algorithms that can run efficiently on current
hardware is a challenge.

Validation and benchmarking It is essential to validate the perfor-
mance of new quantum algorithms against established classical methods.
This requires well-defined benchmarking protocols and datasets to ensure
the quantum algorithms are providing the expected improvements.
Workforce development and collaboration Quantum computing is a
rapidly evolving field, and there is a significant skill gap between quan-
tum computing experts and biomedical researchers. Bridging this gap
will be crucial for the successful implementation of quantum algorithms
in biomedical data analysis pipelines.

Opportunities

Quantum algorithms tailored to biomedical data analysis Develop-
ment of novel algorithms and techniques leveraging the unique capabilities
of quantum computing to address the challenges posed by complex and
high-dimensional biomedical data [9]. The potential advantages can be
related to exponential speedup and parallelism, to improve the efficiency,
accuracy, and scalability of biomedical data analysis tasks. Key research
opportunities include the development of quantum algorithms for feature
extraction and selection, pattern search and matching, data preprocessing,
and the integration of heterogeneous data types. Additionally, the explo-
ration of quantum optimization techniques and quantum-inspired heuris-
tics for solving complex biomedical optimization problems could lead to
significant improvements in areas like drug discovery, protein folding, and
biomarker identification.

Efficient quantum data encoding methods Development of new tech-
niques for representing and manipulating diverse biomedical data types
in the quantum computing domain. The aim is to address the challenges
associated with data size, format, and complexity while leveraging the
unique capabilities of quantum computing to enhance the efficiency and
accuracy of biomedical data analysis tasks. Key research opportunities in-
clude the investigation of various quantum data encoding schemes to find
the most suitable and efficient ways to encode different types of biomedical
data. Quantum data compression techniques can be explored to reduce the
size of biomedical datasets while preserving essential information, which
would be beneficial for processing large-scale data with limited qubit re-
sources. One key opportunity here is to create simple circuits suitable for
NISQ devices.

Privacy-preserving data analysis Development of methods able to pro-
tect sensitive information in biomedical data, still enabling accurate and
meaningful analysis, to address the challenges associated with data pri-
vacy, confidentiality, and regulatory compliance. Key research opportu-
nities include the investigation of quantum algorithms and techniques that
can ensure data privacy and comply with relevant regulations. Researchers
could explore methods such as secure multi-party computation, differen-
tial privacy, and homomorphic encryption, which allow for the analysis



of encrypted or obfuscated data without exposing the underlying sensi-
tive information. Moreover, the development of privacy-preserving fed-
erated learning techniques, which enable the training of machine learn-
ing (ML) models on decentralized data sources, minimizing the need for
data sharing and centralization. Researchers can also explore the devel-
opment of secure and privacy-preserving quantum computing frameworks
for biomedical data analysis.

Adaptive analysis pipelines Developing flexible and dynamic data anal-
ysis methods adaptable to the unique characteristics and requirements of
diverse biomedical data types and tasks. The aim is to address the chal-
lenges associated with the heterogeneity and complexity of biomedical
data and the need for efficient and scalable data analysis pipelines that
can be easily adapted to different contexts and applications. Key research
opportunities include the investigation of ML techniques for automating
the identification and optimization of bottlenecks in biomedical data anal-
ysis pipelines. Researchers could explore the development of adaptive al-
gorithms and methods that can dynamically adjust their parameters, fea-
tures, or models based on the specific data at hand or the desired anal-
ysis goals. This may involve the integration of active learning, transfer
learning, and meta-learning approaches into the biomedical data analysis
pipelines. Furthermore, researchers can work on creating frameworks and
tools that facilitate the seamless integration of quantum and classical algo-
rithms, as well as the development of hybrid quantum-classical methods
that can leverage the strengths of both computing paradigms.

Quantum machine learning Developing novel quantum algorithms to
enhance the performance and efficiency of ML tasks in the context of
biomedical data analysis [10]. The aim is to address the challenges as-
sociated with high-dimensional, noisy, and complex data and the need for
efficient, scalable, and accurate ML methods tailored to specific biomed-
ical applications. Key research opportunities include the investigation
of quantum ML algorithms, such as quantum support vector machines,
quantum neural networks, and quantum clustering methods, that can han-
dle the complexity and noise inherent in biomedical data. Researchers
could explore the development of quantum-inspired heuristics and opti-
mization techniques for training ML models, which could lead to signifi-
cant improvements in convergence speed and model accuracy. Moreover,
the study of quantum-enhanced reinforcement learning and unsupervised
learning techniques can enable the development of more advanced algo-
rithms for pattern recognition, feature extraction, and knowledge discovery
in biomedical data.

Workforce development Addressing the need for skilled professionals
who can effectively apply quantum computing and advanced data analy-
sis techniques to the biomedical domain. The aim is to bridge the gap
between the growing demand for expertise in quantum computing, ML,
and biomedical data analysis and the current availability of trained profes-
sionals who can tackle the challenges associated with complex biomedical
data. Key research opportunities include the development of interdisci-
plinary training programs, workshops, and courses that bring together ex-
perts from fields such as quantum computing, ML, computer science, and
biomedical research. These educational initiatives can help cultivate a new
generation of researchers who are well-versed in both the theoretical and
practical aspects of quantum computing and biomedical data analysis. Ad-
ditionally, fostering collaborations and partnerships between academia, in-
dustry, National Labs, and healthcare organizations can create opportuni-
ties for knowledge exchange, internships, and real-world problem-solving
experiences, which are crucial for building a skilled workforce.

Assessment

Evaluation would be based on comparing performance of the new methods
against established benchmarks using well-known classical counterparts.
Also, evaluation based on pre-defined criteria should also be taken into
account, especially when considering specific biomedical problems. Suc-
cess can be defined based on improved accuracy, efficiency, scalability,
interpretability, robustness, or generalizability of the solutions when ap-
plied to real-world biomedical data analysis tasks. Standardized datasets,

performance metrics, and validation techniques should be employed to as-
sess the impact of the proposed solutions on addressing the specific chal-
lenges associated with biomedical data analysis. It is important to note
that evaluating the new algorithms using specific quantum-related metrics
is essential. For example, how NISQ-friendly is the algorithm? How well
the algorithm can use the available quantum resources? Moreover, the
adoption and integration of these solutions into existing biomedical data
analysis pipelines and their ability to provide meaningful insights for re-
searchers and clinicians can also serve as indicators of success. In general,
the successful evaluation of potential solutions hinges on their capacity
to advance the state-of-the-art in biomedical data analysis and facilitate a
deeper understanding of complex biological processes and phenomena.

Timeliness, maturity, impact

The combination of advancements in QIS [11], biomedical data explosion,
interdisciplinary collaboration, and the unique DOE multidisciplinary en-
vironment and expertise makes now the right time to pursue research in
quantum algorithms for biomedical data analysis. The rapid progress in
quantum computing and ML has opened up new possibilities for devel-
oping innovative algorithms for biomedical data analysis, enabling re-
searchers to tackle previously intractable problems and develop more ef-
ficient and accurate algorithms. The growth of biomedical data from di-
verse sources has increased the need for advanced data analysis techniques
that can handle the complexity, high-dimensionality, and noise inherent in
these datasets. This data explosion creates a strong demand for novel al-
gorithms and methods capable of extracting meaningful insights from vast
amounts of data. Some biomedical areas show already the potential for
quantum advantage (polynomial and super-polynomial) for Hamiltonian
simulation, matrix inversion, unstructured search, dynamic programming
and ML [9]. The growing interest in interdisciplinary collaboration be-
tween fields such as computer science, statistics, and biomedical research
has facilitated the exchange of ideas, techniques, and expertise. This col-
laboration enables researchers to identify and address the challenges asso-
ciated with biomedical data analysis more effectively, driving progress in
this domain. The impact of success in this area will be far-reaching, with
the potential to revolutionize healthcare, our understanding of complex bi-
ological processes, and broad applicability of the developed algorithms to
other scientific fields relevant to DOE.
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Topics. (Primary) applications and (Secondary) integration for quantum networks

Challenge. Fault-tolerant universal quantum computing has the potential to make the majority of current crypto-
graphic protocols obsolete. This is colloquially known as “the quantum computing threat.” As a result, crucial crypto-
graphic functions that provide confidentiality, integrity, and availability of the communications which underpin global
infrastructures are potentially at risk. This risk extends to the classical communications systems required to operate a
quantum computer or quantum network; control signals and human-readable data are classical, and are therefore just
as vulnerable as any other IT system to eavesdropping, spoofing, or other cyber attack. As we develop and deploy
quantum networks, it will be essential to include security in their design from the beginning, rather than as a retrofit at
the end.

There are two lines of defense against a cryptography-breaking quantum computer: classical cryptography systems
which derive their strength from math problems which remain hard even with a quantum computer (often called
Post-Quantum Cryptography, PQC); and quantum cryptographic systems (QCS) which derive their strength from the
fundamental laws of physics. The first category, PQC, is under active development worldwide, including an ongoing
competition sponsored by NIST to select and standardize quantum-safe cryptosystems [1]. On the other hand, QCS
require development of separate hardware for their deployment; examples include quantum key distribution (QKD),
which is the most mature QCS protocol, quantum digital signatures (QDS), and quantum secret sharing (QSS).

As aresult of new hardware development for QCS, there are multiple research challenges that need to be addressed
for QCS to realize its full potential. As QCS is a hardware-based solution, it is currently very expensive. For example,
most discrete-variable QCS systems (e.g., encoding in polarization or time bin) utilize direct single photon detection
(DD) with costly single-photon detectors (at least in the context of most modern telecommunications fiber networks).
Additionally, DD-QCS can be severely limited by Raman scattering of classical light used to carry data [2]. Continuous
variable (CV) approaches (encoding in amplitude and phase) utilize homodyne detection which is more cost effective,
relatively immune to Raman scattering [3], and highly efficient during room-temperature operation. As a result, inte-
gration of DD-QCS into optical networks is challenging without very strict limitations on conventional data signals
carried in the same fiber. In contrast, CV-QKD can be deployed with multiple optical channels carrying commercial
levels of data. However, the DD-QCS is much more mature than CV-QCS, and for example, additional assumptions
are frequently made for CV-QKD security about the detection process. In either case, most QCS systems are still ex-
pensive laboratory experiments or in bulky rack-mounted boxes with limited ruggedness for deployment. Moreover,
it is an important open research question as to how to best securely implement and certify QCS, for example, so that
side channels do not leak unintended information.

In addition, QCS assumes that an authenticated classical communications channel is available for the after-quantum
transmission processing of the protocol. Much of the current cryptography infrastructure is public (asymmetric) key
based whereas QKD delivers (private) symmetric keys, so QKD is not a drop-in replacement of current infrastructure.
While QDS and QSS are multi-party protocols, they are not drop in replacements for existing cryptography methods
either. As a result, how to authenticate the classical conventional channel and how to best utilize QCS in existing
infrastructures remain a research challenge.

Opportunity. PQC is conventional cryptography thought to be secure against significant quantum computers and
is hoped to be secure against foreseeable technology developments for at least several decades. On the other hand,
QCS could potentially enable security for much longer time scales since the security is dependent on physics, which is
technology agnostic, instead of on computational difficulty like PQC. This is an attractive feature for securing critical
infrastructure, which could include science networks as well as energy systems, which are often expected to last for
decades or longer.

Furthermore, QCS networks can benefit from using satellite-based quantum networks because satellites are difficult



to access and can be monitored to ensure they remain physically secure, at least as secure as any ground station and
probably more secure. The trade-off is that ground stations are required to communicate with the satellite; but, rugged
portable ground stations are being commercialized. Satellite links could also enable longer-distance QCS links sooner
than waiting for quantum repeaters to be developed [4], even benefiting from satellites in geostationary orbit that allow
for more continuous key generation [5]. As a concrete example, the development of small rugged high-performance
QKD satellites serving as “trusted nodes” would provide almost immediate practical benefit by distributing usable
cryptographic keys to interested users on global scale.

Moreover, measurement-device-independent and device-independent implementations [6,7] significantly reduce the
security requirements and assumptions. These more advanced protocols are designed to be secure even if certain parts
of the hardware are not able to be located in a secure location. There have been demonstrations of measurement-device-
independent QKD. Given the further increased security of these measurement-device-independent implementations
over standard QCS (which already has advantages over other cryptography protocols relying on assumed computa-
tional difficulty) they could enable more flexibility in how QCS systems are deployed.

Assessment. In contrast to much of the rest of the world, in recent years, QCS research has not been a major focus
in the US, where the focus is on PQC. The National Institute of Standards and Technology (NIST) is working to
standardize PQC to counter the quantum computing threat [1]. It does not seem possible to standardize QCS and
related technologies, using the same process as PQC as they are rooted in fundamentally different ideas. In addition,
QCS is relatively immature compared to conventional cryptography. Nevertheless, for QKD in particular, there are
natural metrics of secure key rate which are common to compare performance between different implementations.
Additionally, device-independent and measurement-device-independent QCS protocols provide security verification
that can be certified via loop-hole free Bell tests and Bell state measurements, respectively [6—8].

Timeliness or maturity. Despite the research challenges, the promise of long-term security independent of computa-
tional capability has caused QCS to be the focus of numerous academic research and corporate development programs
globally. And while it is relatively immature compared to conventional cryptography, it is already a commercialized
nearer-term application enabled by quantum networks. Even though there are several commercial offerings, much re-
search and development must be done to close the gaps we describe. This research would hopefully make products
more secure, enable their certification, enable longer communications distances, and increase their secure key rates.
When fully mature, QCS protocols could enable long-term security of future quantum networking infrastructures.
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Challenge: A quantum computer's information processing capabilities are limited by hardware errors (aka
noise), and these errors are often complex and only partially understood.! This makes it challenging to
understand each quantum computer's computational power, compare different processors, and both
measure and guide technological progress. One way to quantify a processor’s overall performance is to
run a suite of test circuits—an approach known as holistic benchmarking.*** Holistic benchmarks can be
based on a wide variety of circuits, such as random? or algorithmic circuits,?® and the power of a holistic
benchmark is that it measures the impact of all of a processor’s errors (known and unknown) on the
benchmark’s circuits. Holistic and application-centric benchmarking suites®* have the potential to enable
the quantification and comparison of quantum computing hardware’s actual computational capabilities.
However, some crucial challenges remain. Most existing application-centric benchmarks have not
addressed important, foundational problems in the science of quantum computer benchmarking, and this
severely hampers their utility.

An application-centric benchmarking suite’s usefulness depends on which applications (i.e., algorithms
and instances) it contains and how each application is turned into a benchmark. Importantly, an algorithm
(or even an application) does not itself constitute a benchmark,? and—as we highlight below—standard
approaches to turning an algorithm into a benchmark often result in impractical, unreliable, and opaque
benchmarks. Here we highlight four important and urgent challenges to creating benchmarking suites that
address DOE’s needs:

1) Benchmarking suites from curated DOE-relevant problems. If an application-centric benchmarking
suite is to measure progress towards useful quantum computation, the algorithms and problem
instances on which it is based must be carefully curated to correspond to impactful applications.
However, many existing benchmarking suites are based on a somewhat arbitrary selection of
algorithms and problem instances, and so research to curate DOE-relevant applications for quantum
computers will be essential if the community is to create benchmarking suites that serve DOE’s needs.

2) Benchmarks that scale to many-qubit processors. The standard approach to creating a benchmark
from an algorithm involves running circuits that implement that algorithm. But useful algorithms run
circuits that cannot be classically simulated, resulting in a verification problem: how do you check the
correctness of the output? Recent research has shown that this challenging problem can be solved™
’—by creating benchmarks from carefully altered versions of an algorithm’s circuits—but many open
guestions remain.

3) Benchmarks that are reliable measures of performance. Existing application-centric benchmarking
suites typically run an application for varied size problem instances (e.g., Shor’s algorithm for n-bit
integers with n varied), but a processor’s performance on small instances of a problem has no rigorous
relationship to progress towards solving large problem instances (and so classically intractable
problems). Moreover, many common methods for quantifying a circuit’s performance from data (e.g.,
classical fidelity) are surprisingly unreliable measures of the total error in that circuit. Benchmarking
methods that reliably quantify a quantum computer’s progress towards implementing a full
algorithmic circuit are needed. Again, recent research has demonstrated that this is feasible,>® but
many open questions remain.



4) Benchmarks that address the transition to fault tolerance. Many quantum computer applications will
require fault-tolerant operations enabled by quantum error correction (QEC), and an application
implemented with near-term or full-scale QEC looks very different to its “bare” implementation with
unprotected physical qubits. Benchmarking suites that ignore this distinction will not measure
progress towards useful quantum computation. Benchmarking suites that include QEC routines will
be part of the solution, but we conjecture that benchmarking methodologies that can meaningfully
and transparently compare the performance of fault-tolerant and bare computations are also possible
and necessary.

Opportunity: The research community can create benchmarking suites that meet the needs of DOE—and
the broader scientific community—by collaborations between algorithms researchers, “QCVV” (quantum
characterization, verification, and validation) scientists, software developers working on the quantum
computing stack, and experimentalists. General benchmarking methodologies that address the challenges
outlined above must be developed, and these methods must be backed by rigorous theory and
experimental validation. Researchers in the QCVV and quantum algorithms communities have begun (and
continue) to tackle the foundational problems in benchmarking methods; for example, techniques have
recently been developed that can create scalable and provably robust benchmarks from any algorithm.*>
8 But existing methods have a range of technical limitations, and there is much more work to be done.
Critically, principled benchmarking techniques must be implemented in software and integrated into
application-centric benchmarking suites being developed by the community. This will require scientific
collaborations between scientists in distinct subfields (e.g., QCVV and algorithms researchers), and
synergistic software development.

Assessment: Success consists of practical and reliable application-centric benchmarking suites that can
measure progress towards useful quantum computation. These benchmarking suites should be: (i)
implemented in robust software; (ii) based on a carefully curated sets of problems and applications for
guantum computing that are relevant to DOE (and the broader scientific community); and (iii) use cutting-
edge benchmarking methodologies that are backed by rigorous theory and tested in experiments.

Timeliness or maturity: Holistic, application-centric benchmarks will continue to proliferate over the next
few years—whether or not they are built on rigorous methods and theory—as will their adoption by
experimental groups and quantum computer users. The first, path-finding application-centric suites®*
have played an invaluable role in kick-starting this development, but the limitations in the foundations of
existing suites must be corrected before they become de-facto standards. Moreover, recent scientific
breakthroughs and experience make this possible now. There are initial solutions to many of the
foundational scientific challenges to application-centric benchmarking,’>® pioneering application-centric
benchmarking software has revealed (and addressed) many of the practical challenges to implementing
benchmarks in general-purpose code,”* and engagement from experimental teams is beginning to take
off.>® The community is now ideally positioned to begin integrating cutting-edge benchmarking methods
with practical benchmarking suites, and to use lessons learned and novel scientific insights gained along
the way to further improve the foundations of quantum computer benchmarking science.
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Abstract—Quantum networking is an emerging field that
attracts increasing attention from both the quantum physics
and computer networking communities. In this paper we share
our research experience on developing quantum entanglement
routing protocols from the perspective of network engineers. We
believe many design considerations and experience of the classic
Internet can be brought to quantum networks and help to develop
practical, efficient, and scalable quantum networks in the future.

I. TorIC

Recently, quantum networks have been experiencing rapid
development as a new type of network architecture that uses
special hardware (quantum repeater equipped with quantum
memory) to enable the transmission of quantum bits (qubits)
[1]. There are two main types of quantum networks. The first
type transmits qubits in a hop-by-hop manner [2], similar to
the “store-and-forward” packet switching networks. However,
it requires all repeaters in the network to be trusted, which
is only applicable for private networks and is an impractical
assumption in future large-scale quantum Internet [3]. The
second type relies on entanglement routing [4] [3] based on the
DLCZ protocol [5], which attempts to first establish entangle-
ments (called external links) between every pair of consecutive
repeaters along the way from the source to destination, and
uses these external links to establish an end-to-end source-
destination (S-D) connection through entanglement swapping
[6]. Fig. 1 shows an example of entanglement swapping. From
a networking perspective [3], we can consider there are two
external links (p,q) and (m,n) and one internal link (g, m)
that connect the whole end-to-end path from S to D.

We have conducted research in the past three years in the
entanglement routing problem [4] [3], which is a method to
find end-to-end paths consisting of external and internal links.
We suggest that entanglement routing can be considered on
the network layer of a quantum network.

II. CHALLENGES

We realize that many existing protocols proposed for en-
tanglement routing are with oversimplified network models
and impractical assumptions. In fact, many existing ideas and
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Fig. 1: Entanglement Swapping

experience from classic networks and be used to improve the
designs of quantum network protocol. We share a few projects
conducted by us in the past three years.

III. OPPORTUNITY

Our first contribution to the problem was published to
ACM SIGCOMM 2020 [3]. This work is the first work of
a comprehensive protocol design specifically for entangle-
ment routing in quantum networks, with new models, new
metrics, and new algorithms, working on arbitrary network
topologies. We present a comprehensive entanglement routing
model that reflects the difference between quantum networks
and classical networks and propose new entanglement routing
designs that utilize the unique properties of quantum net-
works. We propose a few routing metrics that particularly fit
quantum networks instead of using hop-count and physical
distance. The proposed algorithms include realistic protocol-
design considerations such as arbitrary network topologies,
multiple concurrent sources and destinations to compete for
resources, link state exchanges, and limited qubit capacity
of each node, most of which have not been considered by
prior studies. All these considerations are standard for routing
protocol designs of classic network but was missing from
quantum network before our work. Evaluation results show
that the proposed algorithm Q-CAST increases the number
of successful long-distance entanglements by a big margin
compared to other known methods. A simulator with algorithm



implementation, topology generation, statistics, and network
visualization functions is available on this link [7]. More im-
portantly, this study has encouraged more network researchers
to study the entanglement routing problem and received more
than 50 citations in less than three years. We present and
clarify the models and problems of entanglement routing, with
the comparison of similar terms and concepts used in classical
network research.

Our second work focuses on the routing model. Most so-
lutions of entanglement routing use the Synchronized Single-
time-slot model (SynSts) [3]. The model strongly implies that
all repeaters in the network carry similar hardware; hence
their entanglements have similar lifetimes within a time-slot
duration. We argue that this model does not align with the
evolution of future quantum networks. Similar to the history of
the Internet, building a large-scale quantum network for public
users is a long-term task and consists of numerous incremental
deployments of repeaters with heterogeneous hardware. The
recent development of advanced quantum network hardware
enables quantum memory to store photons with high fidelity
for several minutes or even longer [8] [9].Therefore, the
restriction that “the network must clear all external links at the
end of each time slot” of the existing SynSts routing model
will definitely result in sub-optimal results. We develop a
quantum network routing framework with a new Synchronous
Multi-time-slots (SynMts) model to keep external links with
heterogeneous time duration. In the new framework, we design
a request management algorithm, ReqUp, which improves the
network resources utilization in the network and a predictable
links scheduling algorithm to manage the links in the network.
With these two management algorithms, we show that many
existing routing algorithms proposed for the SynSts model can
be easily extended to run in the SynMts model.

The third project argues that all existing methods focus on
an optimization goal of maximizing the routing throughput,
i.e., the number of qubits delivered in a time unit. How-
ever, maximizing throughput is not sufficient to maximize
the satisfaction of user applications, which is the ultimate
goal of building a quantum network. Similar to the quality
of service (QoS) requirements in classic Internet, the users
of quantum networks also have requirements on the quality
of the qubits they want to deliver. For example, quantum
key distribution requires a certain level of fidelity of the
delivered qubits to generate secret keys. Distributed quantum
computing and synchronization require qubits to be delivered
before a deadline. From the application perspective, we should
focus on the goodput, which is defined as the number of
qubits that are useful for applications in a time unit. QoS
solutions in classical networks are different from quantum
networks in that, metrics in classical networks like delay or
bandwidth are either concave or additive. However, metrics
in quantum networks like throughput and fidelity are not
additive nor linear which requires a more complex design
in routing algorithms. We design a QoS routing framework
including a QoS routing process and scheduling process that
can meet heterogeneous QoS requirements of the requests

from multiple users concurrently. To our knowledge, this is
the first entanglement routing solution with QoS metrics.

All three projects are motivated by the technologies in
classic networks: network metrics and time slotted model,
incremental deployment, and QoS requirements. We believe
there are many opportunities of bringing experience and ideas
in classic networks to quantum networks. We would like
to discuss with the other attendees of ASCR Workshop on
Quantum Computing and Networking. These opportunities
are not limited to the routing problem and can span across
the application layer, transport layer, network layer, and link
layer, such as peer-to-peer communication, congestion control,
routing, and link scheduling.

IV. ASSESSMENT

We have evaluated our projects on a customized discrete-
event simulator [7]. We also investigated existing quantum
network simulators and compare their features and advantages.
We believe the quantum networking community should be
able to offer an open-sourced, easy-to-use, and generalized
simulator with available benchmarks of existing protocols. We
would also like to discuss with other attendee about building
a unified quantum network simulator just like NS3 for classic
networks.

V. TIMELINESS

Quantum networking is an emerging field that attracts
increasing attention from both the quantum physics and com-
puter networking communities. At this time there are still
many open problems in quantum networks, some of which
might benefit from the experience and ideas of developing the
classic networks. Hence we would like to encourage more
computer networking researchers to participate in quantum
network research using their demon expertise and want to
discuss in the ASCR workshop on how to achieve it.
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Introduction: Quantum computing and networking are rapidly evolving research areas, poised to
revolutionize the landscape of quantum information science and engineering (QISE) technology. As we
witness the rapid progress in the development and deployment of quantum technologies, it is crucial for
the scientific community to share a collective understanding of the challenges and opportunities that lie
ahead. This position statement aims to provide an overview of the key challenges posed by the limited
number of qubits in today’s monolithic quantum computers (QCs) and the opportunities that clustered (or
distributed) quantum computing (or CQC) systems offer. The goal is to foster discussion and promote
research directions that can lead to breakthroughs in the field.

Challenge: The limited qubit count in today’s monolithic QCs is a significant challenge, as most practical
quantum applications require several orders of magnitude more qubits than what can be handled by these
systems. Despite significant strides in increasing qubit counts and coherence times, monolithic QCs are
still far from achieving the scale required for solving complex, real-world problems. For example,
Xanadu has launched a QC called Borealis with 216 qubits, while IBM has built a 433-qubit QC chip
called Osprey and plans to build a 1,121-qubit chip in 2023. However, real-world high-performance
computing applications involving Quantum Annealing, Quantum Approximate Optimization, and
Quantum Machine Learning may require hundreds of thousands of qubits or more. It is hard, if not
impossible, to scale up the number of qubits significantly on a monolithic QC.

Opportunities: Clustered (or distributed) quantum computing (CQC) systems, consisting of multiple
quantum processing units (QPUs) networked (or interconnected) together, offer a promising solution to
overcome the qubit limitations in each monolithic QC. By harnessing the power of multiple networked
QCs, such CQC systems can achieve a much higher qubit count and computational capacity, enabling the
execution of complex quantum algorithms and applications. Even if we consider today’s groupings of
qubits as “quantum cores”, we will still need to interconnect these cores to build large QPUs. In many
cases, the concerns and techniques for the interconnects are the same for large scale quantum networking,
such as transduction to photonic qubits.

To realize the full potential of CQC systems, significant advancements in quantum data networks (QDNS),
which differ from quantum key distribution (QKD) networks and the Quantum Internet, are necessary.
QDNs can enable transmission (or sharing) of quantum state information between different QPUs,
allowing them to work together to perform complex computations. Research into efficient QDN protocols,
entanglement distribution, and network architectures will be crucial in building an efficient and high-
performance CQC system.



It is also essential to develop scalable and modular QPU technologies to support seamless integration of
the QPUs into a CQC system. This will require advances in qubit technologies, quantum hardware design,
fabrication techniques, and system integration approaches. Moreover, efficient management of quantum
resources such as entangled photon sources, qubit memory, quantum switches and repeaters in QDNSs, and
effective quantum computing task partitioning, mapping and scheduling to achieve load balancing in the
CQC systems must be developed. As quantum sensors become more pervasive over the next several years,
the techniques developed for networking quantum computers will be used for distributing the data from
the sensors for storage or processing.

Assessment: The most sensible approach to evaluating a CQC system is to use a high-fidelity simulator
that supports not only physical layer characteristics but also QDN protocols. One of the main performance
metrics is the size of the Hilbert space in a CQC system, formed by the number of qubits that can be
effectively entangled with each other to perform meaningful quantum computing operations involving
two or more qubits. We expect that a properly designed CQC with two QPUs, each having x and y qubits,
and supporting Hilbert spaces of dimensions at most 2" and 2” respectively, would increase the Hilbert
space dimensions to the order of 2* % 2¥, which would be a multiplicative increase, instead of a linear
increase, when compared to the Hilbert space of each QPU alone.

Timeliness or maturity: Despite advances in various qubit technologies and related quantum hardware
technologies, it becomes increasingly difficult to scale up the number of qubits in monolithic QCs. Recent
advances in quantum interconnects, QDN protocols, photon-atom interaction, and quantum photon-atom
modules provide opportunities to scale out the number of qubits by building a CQC. Moreover, more and
more researchers with backgrounds in computer systems (including HPC and distributed computing
systems) and computer networking are joining the QISE community to collaborate with researchers with
backgrounds in quantum mechanics and physics, and other fields. We expect such collaboration to lead to
new approaches and architectures for high-performance quantum computing systems.

Conclusion: The limitations posed by the qubit count in ’current monolithic QCs present significant
challenges for the field of quantum computing. However, by embracing clustered (or distributed)
guantum computing systems, the scientific community can overcome these limitations and unlock the true
potential of quantum technologies. This approach requires advances in quantum data networking, modular
QPU technologies, and system integration. It fostersa shared understanding of the problem space and will
stimulate discussion that can drive progress in the years to come. Researchers with complementary
expertise from academic, industry and government labs, funding agencies, and policymakers need to
work together to capitalize on these opportunities and overcome the challenges. This will accelerate the
development and adoption of quantum technologies and enable breakthroughs for multiple use cases in
science, government, and industry.
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I. CHALLENGES

The goal of this document is to help practitioners in
developing robust quantum programs by providing an
overview of challenges and opportunities related to quality
assurance for quantum software stacks.

We accomplish this goal by identifying three technical chal-
lenge areas related to quantum software stacks. We believe
these overcoming these challenges are critical to achieve robust
quantum software development. We describe these challenges
as follows:

A. Challenge-1: Lack of effective program analysis tools to
identify latent bugs in quantum software stacks

Latent defects are challenging to identify due to the unique
nature of quantum software. Without identification and mit-
igation of such defects, quantum-based software remain sus-
ceptible to generating large-scale consequences. The complex-
ity and size of quantum software stacks pose a significant
challenge in detecting these latent defects. One approach to
overcome this challenge could be manual code review, which
requires significant expertise that is typically unavailable in the
software engineering domain. Therefore, we need to develop
effective program analysis tools that can identify latent defects
in quantum software stacks.

B. Challenge-2: Stack-agnostic robust and performant quan-
tum program generation

The use of quantum software stacks can prohibit developer
productivity. According to De Stefano et al. [2] “adapting
ideal quantum circuits to available device architectures is a
tough challenge for developers”. We believe there are multiple
dimensions to this challenge, which are described as follows:

e Code generation: Accurate code generation that actually
runs on quantum circuits.

e Developer productivity: Developer productivity may vary
from one quantum stack to another. For example, a devel-
oper who is proficient in Python may feel more productive
for the Python-based PyQuil [8] and Qiskit [9] quantum
software stacks. However, a developer who is proficient in

a non-Python programming languages, such as C/C++ may
prefer a different quantum software stack.

o Performance: Performance-aware quantum software devel-
opment is also challenging as quantum software stacks use
emulators that are resource hungry [2]. Therefore, while
addressing developer productivity, future research should
consider development of quantum computer programs that
are performant.

Therefore, to address this challenge the proposed technique
must account for stack agnostism and performance so that de-
veloped research techniques can work for all popular quantum
software stacks in an efficient fashion.

C. Challenge-3: Lack of foundational understanding of mis-
configurations unique to quantum software stacks

Recent empirical research [7] shows that misconfigurations is
a common defect category for quantum computer programs.
However, there is a lack of understanding on the nature of
misconfigurations for quantum software stacks. We hypothe-
size that the configuration space for quantum software stack
is large enough that poses significant challenges to understand
quantum-related misconfigurations. While existing research
has addressed bug detection for quantum computer programs
further research is needed to gain a foundational understanding
of misconfigurations for quantum software stacks.

II. OPPORTUNITIES

The above-mentioned challenges provide opportunities that we
describe as follows:

A. Opportunity-1: Novel defect detection tools for quantum
software engineering

The challenge related to latent defect provides the opportunity
to develop novel tools that can identify latent defects. One
possible approach is to use model checking. Model checking
is a technique to check if a model represented as finite state
machines of a computer program or a system meets a given
specification [1]. The possible sequence of steps to apply
model checking could be: (i) creation of a property knowledge
base for quantum programs, (ii) gain understanding to derive
reference models, (iii) generate counterexamples with model
checking, and (iv) prune generated counterexamples.



B. Opportunity-2: Robust and performant program generation
to improve quantum-based developer productivity

The challenge related to developer productivity provides the
opportunity to use large language models (LLMs) for quan-
tum computer program generations. As part of this activity,
researchers can investigate the effectiveness of LLMs, such as
ChatGPT [6] and CodeBERT [3]. Next, researchers can use
techniques, such as prompt engineering [5] with code regen-
eration to generate performant quantum computer programs.
For stack-agnosticism, researchers can generate intermediate
representations so that generated code can work all popular
quantum software stacks.

C. Opportunity-3: Pro-active detection of misconfigurations in
the quantum software stack to avoid large-scale consequences

By understanding the nature of quantum-related misconfigu-
rations we can develop novel techniques that can pro-actively
detect misconfigurations in quantum software stacks. One
opportunity is related to using configuration testing with com-
binatorial testing, where researchers can use pairwise testing
to discover misconfigurations in quantum computer programs.

Realization of these opportunities will generate potentially
transformative research for the domain of quantum com-
puting by applying, evaluating, and re-designing estab-
lished techniques in the field of formal methods, natural
language processing, and combinatorics.

ITI. ASSESSMENT
We propose the following assessment plan:

o Assessment of the proposed model checking-based ap-
proach:

— latent defect localization accuracy with metrics, such as
precision, recall, and F-measure;

— latent defect discovery rate, i.e., the proportion of coun-
terexamples that actually lead to latent defects; and

— counterexample generation time, which measures the time
to generate counterexamples.

o Assessment of robust program generation techniques:

— the proportion of generated programs that quantum soft-
ware stacks can compile;

— the proportion of lines, branches, and functions in quan-
tum software stacks are covered using LLM-based pro-
gram generation techniques; and

— the amount of time it takes for software developers to
complete quantum computing tasks with and without the
assistance of LLM-based program generation techniques.

o Assessment of the proposed configuration testing tech-
niques:

— defect discovery rate that measures the defect finding
ability of a testing technique;

— test run rate that measures the time incurred by the testing
technique;

— defect find rate that is computed by dividing the total
number of defects by total test hours;

— passed test case rate that measures the number of passed
tests per test execution; and

— critical defects rate that measures how many of the defects
identified by the testing technique are critical defects.

I'V. TIMELINESS

The above-mentioned challenges and corresponding op-
portunities are timely as they all contribute to a resilient
quantum software ecosystem. By addressing all of the
challenges mentioned in Section I the quantum software stack
can be more usable for developers. All of this will contribute
to the nation’s ongoing efforts in addressing the quantum
needs. For example, as described in Section II-C, if the
opportunities related to defect and misconfiguration detection
is realized, then generated research will directly contribute
to mitigating quantum errors, and area highlighted in the
2018 National Strategic Overview for Quantum Information
Science [4]. Furthermore, realization of the second opportunity
related to quantum-related developer productivity described in
Section II-B will help in creating a quantum-ready workforce,
and area also highlighted in the 2018 National Strategic
Overview for Quantum Information Science [4].
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A. Topic

Our topic is the need for better application-level pro-
gramming models developed through a hardware/software
codesign process.

B. Challenge

The goal of the quantum computing industry is to deliver
quantum computers (QCs) that are profitable and deliver
performance for high-value problems vastly superior to that
from classical computers. This can only happen via a vibrant
ecosystem of applications written by programmers with back-
grounds in application domains rather than specialists in the
physics of quantum computing.

A programming environment implements a layered stack
of models that serve as a bridge between the developer and
the hardware. Given that application software has a lifespan
exceeding that of any particular computer, this stack must work
for all relevant hardware. There is no single way to define these
layers, but we think in terms of the following:

« Programming model: Abstractions that help application
developers understand algorithms and how they map onto
software.

« Execution model: Abstractions of how software executes
on idealized machines.

o Hardware model: Abstractions that map idealized ma-
chines onto actual systems.

These abstractions will emerge from a codesign process
based on a deep understanding of how to derive the best
performance from QCs and an understanding of the funda-
mental algorithms driving applications software. We will need
to work down from the application level and the requirements
of application developers, while we simultaneously work up
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from the quantum hardware layer, capturing what will deliver
the best performance.

In our view, insufficient attention has been paid to un-
derstanding these fundamental abstractions. The QC commu-
nity needs better application-level programming models and
supporting abstractions, enabling computational scientists to
access immensely capable QCs via mature software stacks.
We expect that creating productive programming languages
to harness the power of those QCs requires a deliberate and
coordinated effort. We advocate for this renewed focus to
begin now.

The circuit model is widely used and has consumed most of
the intellectual effort in quantum software. We see two serious
shortcomings to the circuit model.

First, circuits overspecify solutions, requiring unnecessary
details about computer architecture to be explicitly stated when
what matters is the meaning of the transformations that capture
the essence of an algorithm. This hinders the development
of quantum computer applications because, as with classical
algorithm development, much of the design process involves
the specification and selection of data structures. The technical
work to translate these structures into bit-level operations dras-
tically slows down the workflow and is highly prone to hard-
to-detect programmer error that impacts performance analysis.
The burden of producing quantum circuits thus drastically
slows down the design process for novel quantum algorithms
and renders the resulting analysis of their value untrustworthy.

Secondly (and paradoxically), circuits underspecify details
for mapping efficiently to hardware, given a circuit that solves
a problem. Circuits suggest a degeneracy of implementation:
a given set of quantum gates translates into multiple possible
execution sequences, several circuit reduction strategies, and
many general optimizations even within the confines of a
single pulse-level interface. Hence, the circuit model lacks
enough expressiveness to enable the necessary fine-tuned
control of the hardware. This means developers cannot be



confident that a circuit-model implementation will achieve
good performance for a problem that is intuitively well suited
for QCs.

Recognized problems with the circuit model are not just
hypothetical. In the last year, many researchers working with
quantum benchmarks have shifted their attention to pulse-
level programming [1], [2]. This enables exploiting additional
degrees of freedom about how, for example, a CNOT gate
is implemented in shape and timing of pulses. The growing
number of QCs that are not natively gate-based, includ-
ing measurement-based (PsiQuantum) and analog (Xanadu,
QuEra, D-Wave) QCs, may also benefit from a higher-than-
circuit-level model.

These ideas take yet another twist when quantum error
correction (QEC) becomes practical, since the circuit cost
model for QEC is dramatically different from today’s noisy
intermediate-scale quantum (NISQ) computers. In fact, the
gates that are challenging in a NISQ context, e.g., CNOT,
are relatively easy in QEC, while the gates that are easy in a
NISQ context, such as R, (f), are challenging in QEC [3], [4].
In a possible future of Very Large Scale Quantum Integration
(VLSQI) in which devices reach thousands of logical qubits
supported by millions of physical qubits, both issues will only
be exacerbated: problems will be too complex to represent as
verifiably correct circuits, and (possibly simultaneously) too
vaguely expressed to optimize in the context of a given QC.

C. Opportunity

The quantum computing community has an opportunity to
change the foundation of our software ecosystem. We need
to design quantum hardware around software. The sooner we
have a concept of the high-level models that programmers will
use, the sooner we’ll build useful hardware. We believe that the
circuit model is inadequate for computational scientists to pose
problems (application layer) or for software tools to deliver
full performance from QCs (hardware layer) as the number of
quantum bits scales to VLSQI. Hence, we seek to find better
models, models that help computational scientists reason
about solutions to real-world problems while allowing tools
to map software onto QCs with high performance.

Our view is that programming QCs must become a widely
practiced skill for the QC industry to succeed. We compare
to the history of GPU programming. CUDA was introduced
in 2006. Since then, a hardware/software codesign process has
driven innovation so today, over 15 years after its introduction,
GPU programming is a skill expected of an HPC programmer
(with 2 million registered CUDA users in 2021). It may take
more than a decade for QC to match the widespread use of
GPUs, but we believe that order of magnitude of users must
be our design target.

While the innovations in CUDA have been driven by a
single commercial entity, we envision an open, community-
driven process for the far more complex problem of hardware-
software codesign in quantum computing. The community, by
working together now, has an opportunity to create the layered
stack of abstractions that will foster the emergence of a QC

software ecosystem. This would only occur if we can support a
separation of responsibilities. Reasoning in terms of low level
elements, such as circuits, should be the task of computer
architects. Such separations of responsibilities are well known
in digital computers, for which computer organization details
are hidden from the view of application and even most
compiler developers by instruction-set architectures.

For the application layer in QC, we are faced with an excit-
ing intellectual challenge. Once again, reasoning from analogy
with classical computing, computational scientists often think
in terms of linear algebra distinct from any specific implemen-
tation; having devised an algorithm in terms of linear algebra,
they can then readily implement it for classical computers,
knowing that high-performance implementations of common
linear-algebraic functions are widely available. We have an
opportunity to create such a conceptual model for quantum
programming and implement it while quantum hardware is
maturing, hopefully guiding hardware developments so they
will be capable of running such models effectively.

D. Assessment

Success for this research can be measured by three criteria.

o Application diversity: How many application domains
are covered by software written for quantum computers?

o The developer community: Who are writing these ap-
plications? Biologists should write biology applications.
Chemists should write chemistry applications. Program-
ming models are a failure if only specially trained quan-
tum computing experts write applications.

« Performance: All the performance available from a quan-
tum computer must be exposed. High level models that
can only generate low performance code are a failure.

Finally, these criteria must be met across all key commercial
QCs. A research agenda should be ambitious so the goal
should be a layered stack of models that support programming
systems that deliver productivity, performance, and portability.

E. Timeliness

Numerous companies are using QCs for small proof-of-
concept projects that anticipate future industrially relevant
applications. These efforts have been hindered by the necessity
of working at the circuit level. Circuit models may, with
Herculean efforts, succeed for the first few demo-applications,
but for QCs to reach their full potential and impact US
national security and economic interests, we need hundreds
(or thousands) of applications that solve a variety of problems.
We need better software stacks that deliver performance on
industrial QCs. Finding expressive high-level models that
can extract high performance from QCs might take many
years of hard work with close involvement from hardware,
compiler, runtime system, and application developers. With
the availability of practical, fault-tolerant QCs expected by
the end of the decade, we need to redouble work on these
application-level models now.
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Challenge

The capability of quantum computing to solve certain types of computational problems much
more efficiently than its classical counterpart [5] has resulted in an impressive amount of theoretical
and applied research. And even though large-scale fault-tolerant quantum devices are not yet
a reality, promising applications of quantum computing to very diverse fields such as quantum
simulation [6], machine learning [7], and natural language processing [1], among many others, have
emerged. However, the ad-hoc tools and techniques of the different fields make it difficult to transfer
results and insights from one to the other, thus hindering the development of a robust, integrated
quantum computing ecosystem.

For example, when trying to prove the correctness of quantum programs, some of the main
difficulties of such a task arise not only from the complexity of the quantum algorithms that these
programs are supposed to implement but also from the fragility of the quantum information on
which they are supposed to operate. Debugging a classical program by analyzing its state is a
powerful technique in classical computing. However, it is ineffective in a quantum context since
observing the state of a quantum program collapses the state. Thus, we are faced with the challenge
of developing more encompassing abstract frameworks in which quantum and classical information
processing can be modeled and reasoned about simultaneously.

Opportunity

The continuous discovery of new applications and insights in quantum computing requires
improved theoretical foundations to tame the ever-increasing complexity of the field and provide
a more uniform framework in which different application domains can interact seamlessly. Thus
further research on the core logical, mathematical, and computational assumptions and techniques
used in quantum computing is appropriate and necessary to push the field forward. Hence our
community is presented with an opportunity to perform foundational work that has the potential
to impact all areas of quantum information processing significantly.

Until today, the design and specification of programming languages and the analysis of programs
written in them have mainly relied on classical and intuitionistic logics. Moreover, the expected
arrival of scalable quantum computers in the not-so-distant future has propelled the development
of quantum programming languages [4], for which classical and intuitionistic logics are insufficient.
For these languages to be adequate for quantum computing, they must be able to manage quantum
information as a non-duplicable resource to prevent violations of the no-cloning property. As a
consequence, linear logic [2], being a resource-sensitive formal system, has emerged as the leading
logical framework for specifying and studying quantum programming languages. However, as the
expressiveness of these languages increases, so does the sophistication of the logical systems needed
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to reason about them and the categorical structures required to model them. Thus, further research
in substructural logics, of which linear logic is an example, and corresponding categorical semantics
is needed to ensure the robustness of current and future quantum programming languages and the
quantum software stack built with them.

Other relevant recent applications of substructural logics and categorical semantics, in terms
of typed grammars and compact closed categories, respectively, have materialized in quantum
natural language processing (QNLP)-the application of quantum computing to natural language
processing tasks. At the field’s core is the Categorical Compositional Distributional (DisCoCat)
model, a powerful abstract framework that uses category theory to unify the compositional nature
of grammatical structures and the distributional theory of meaning of natural languages. The
framework is quite flexible and has found applications as diverse as protein analysis, question
answering, and even music composition, to name a few [3]. These applications further highlight
the need for more foundational research on the logico-categorical structures that enable them.

Assessment

There are several ways to evaluate success in this context. One of them would be the contin-
uous development of high-level, correct-by-construction quantum programming languages that are
expressive enough to significantly facilitate the implementation of quantum algorithms from their
descriptions, as found in the literature. Another measure of success would be expanding formal
verification tools to the quantum computing ecosystem. However, the most relevant measure of
success would be the construction of richer logics and mathematical models geared not only to
support but to expand the languages, tools, and applications mentioned above.

Timeliness

The rapid development of quantum computing and applications has resulted in many ad hoc
frameworks and approaches. While successful in their fields of application, transferring results
and insights from one application to another can be quite challenging. Hence, a more principled,
unifying, and formal approach to the area is needed now to reduce the current landscape of siloed
applications and algorithms. This methodology would account not only for a more coherent and
robust quantum computing ecosystem but also for a more profound knowledge of the power, limi-
tations, and potential applications of quantum computing itself.
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Challenge: Significant research and industrial efforts are focused on developing noise-aware
quantum circuit compilation techniques to boost the performance of quantum algorithms. The
compilation stack includes gate decomposition, circuit optimization, and quantum circuit mapping.
They target minimizing the gate count, the circuit depth, or maximizing the fidelity of the physical
quantum circuit by considering different noise models (e.g. [1]). Noise-aware compilation tech-
niques typically rely on error rates computed using randomized benchmarking due to its scalabil-
ity [2]. However, they fail to accurately predict the impact of quantum hardware errors on the output
fidelity when executing circuits of different structures. As a result, existing noise-aware quantum
compilation techniques informed by these noise models may provide a limited improvement in the
output state fidelity of the quantum circuit. Table 1 illustrates an example of five different physical
implementations of a quantum circuit, which share the same initial qubit assignment, executed on
IBM Q Jakarta during the same calibration window. It shows that optimizing the circuit depth (D),
the number of CNOT gates (#C X), or the Estimated Success Probability (F'SP) based gate and
readout error rates do not yield the highest output fidelity (F'1D).

While error mitigation techniques such as noise tailoring via T1able 1: Quantum circuits exe-
cuted on IBM Q Jakarta.

randomized compiling, which suppresses coherent errors [3, 4], & T Fp D | #CX | ESP

and dynamical decoupling of idle qubits [5] have been shown |7, 177305 (28 | 19 | 0.72
to improve the output fidelity they still can benefit from higher- | M, | 67.58 | 25 | 27 | 0.68
level noise-aware compilation techniques that take into account | Ms | 70.90 | 36 | 17 | 0.74
the hardware noise to minimize the interaction with the quantum M, | 65.14 ) 351 21 1 0.72

: ) : Ms | 67.87 | 25 | 23 | 0.70
hardware. For example, while dynamical decoupling protocols are
used to suppress idling errors, recent research has shown that the performance of different DD
sequence approaches on different quantum algorithms is still unknown [6, 7] motivating the need
for an adaptive approach to selectively insert the DD sequences into a subset of qubits to improve
the output state fidelity of the quantum circuit. There is a need to integrate accurate and scalable
quantum circuit fidelity predictor and noise modeling into different levels of the compilation stack
to guide principled approaches to designing reliable quantum circuits, rather than treating errors
as an afterthought; thus, maximizing the potential of quantum computing systems.
Opportunity: Heuristic methods are based on manually-crafted decision rules, which can change
depending on the physical features of the hardware. Recent research has shown that Machine
Learning (ML) can unlock more opportunities in compiler optimization by replacing complicated
heuristics with ML policies. Recent efforts have focused on building ML models, i.e. reliability
models, to predict the quantum circuit output fidelity based on Deep Learning including these
models that can preserve the circuit topology and therefore can outperform noisy quantum circuit
simulation in terms of scalability while maintaining high accuracy [8—11]. As a result, new efforts
to integrate these models into the compilation stack have been demonstrated [12—14]. These
approaches not only reduce the design space exploration but also better predict the reliability of
the circuit to achieve better fidelity. We argue that embedding the circuit topology information could
enable the models to reason about code with higher accuracy. Finally, the exploration of quantum
ML-based compilation approaches can also accelerate the training and inference of classical ML
methods. To this end, extensive collaborations between ML/Al and quantum computing experts
will result in significant progress in enabling different quantum computing applications.
Assessment: Several metrics can assess the ML-assisted noise-aware compiler including repro-



ducibility, output fidelity, scalability, cost-function-dependent metrics, entanglement entropy, and
the run time of the compilation approaches. The reproducibility can explore the correlation be-
tween the quantum circuit output and the device characterization. The output fidelity measures
the difference between the ideal and the noisy output. The scalability can be assessed by mea-
suring the correlation between the model prediction accuracy and the size of the quantum circuits.
Since quantum circuits that are designed to suppress quantum hardware noise may not neces-
sarily provide the best application-specific success metric (e.g. barren plateaus in parametric
quantum circuits), a cost-function-dependent metric is also required to evaluate them. Entangle-
ment entropy can be used to study how entanglement can affect the optimization of quantum
circuit performance.

Timeliness or maturity: This research direction addresses Quantum and Al Initiative Acts by
advancing quantum computing using Al and Al using quantum computing, respectively, and by
preparing a quantum and Al-smart workforce. It is also aligned with the current advancement in
building intelligent compilers for classical computing to improve system performance and the Al
transformation into a more accessible technology.
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Photon-matter quantum interfaces for scalable and networked quantum computers
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Challenge: Quantum computation promises unprecedented computational power and capability for tackling certain
problems, which cannot be solved by conventional computation. The recent technical advances have resulted in the
first proto-type quantum processors with up to a few hundred qubits and gate fidelities above 99% using different
platforms. Despite this impressive progress, the realization of practically useful quantum computers is challenging
due to limitations on the number of qubits (several thousands high-fidelity qubits are needed) concurrently
featuring high-fidelity operation, and the lack of light-based interconnection to the envisioned quantum-internet
nodes. Our vision is to address these two challenges based on the tools and concepts of quantum communication,
exploiting photon-matter quantum interfaces for remote entanglement between matter qubits at macroscopic
distances from millimeters to hundreds of kilometers.

Opportunities: Establishing remote entanglement in both “propagating” and “stationary” forms is the key for
quantum networking. This task can be accomplished with photon-matter quantum interfaces, allowing the
generation and transfer of entanglement in/to the forms of photon-photon, photon-matter and matter-matter for
distribution, storage and on-demand use [1]. Exploiting such capabilities of remote entanglement, photon-matter
interfaces offer important opportunities for quantum computing technologies, which currently rely on advancing
the quality, speed and number of local entanglement operations.

One of these opportunities is to develop modular quantum processors with photonic interconnects to overcome the
scalability problem that currently all quantum computing developments face [2]. In this context, regardless of the
nature and type of the platform, increasing the number of qubits in a single processing device causes more errors
due to various types of cross-talks and noise. For example, for trapped ion based processors, adding more
ion-qubit in the system increases the chance of cross-talks between the collective vibrational modes of ions (which
are in the essence of local entangling operations), and it also reduces the speed of the gate operations, leading to
more decoherence. Although neutral atom processors, relying on Rydberg interactions for local entanglement, have
an advantage of putting many qubits together without such effects, trapping and addressing qubits in large arrays
with high-intensity laser beams bring unavoidable cross-talks and limitations in terms of power dissipation.
Similarly, as the number of qubits is increased in superconducting quantum circuits, unwanted (capacitive or
microwave) coupling between qubits, higher chance of faulty or bad-quality qubits (lowering the average
performance severely), and complexity of wiring the circuit to control electronics outside the cryogenic
environment become major issues, restricting the qubit number to a few hundreds in the most advanced processors.

Fortunately, these limitations can be circumvented by adapting the modularity concept together with the versatility
of photonic interconnect between modules. This approach leads to retain reasonably small numbers of qubits in any
quantum processor module, while allowing for scale-up by linking processors through photon-mediated
entanglement distribution, as shown in Figure 1. In this way, building large-scale quantum computers relies on
managing photon-based quantum links between high-performance small-scale processor modules, which are within
the reach of current technologies.
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Figure 1. Modular quantum processors with photonic interconnect: Two processor units, each consisting of 5 qubits, are entangled via
photonic Bell-State measurement, following a cavity-enhanced photon-emission of the communication qubit in each unit. The established
remote entanglement may be combined with local entanglement operations for scaling up the processing capability of the units. Quantum
frequency conversion (QFC) from infrared-to-telecom wavelength allows for long-distance remote entanglement over fiber-optic links.



Furthermore, photon-mediated entanglement between qubits within the same processor module can be used to
enhance the qubit connectivity beyond the range of local entangling interactions, and thus such a network can
reduce the number of gate operations for executing quantum algorithms [3,4]. Similarly, photon-mediated
exchange of entanglement from a processing qubit to a long-lived memory qubit can be leveraged for reducing the
number of physical qubits [5]. This approach becomes particularly attractive with the use of temporally and
spatially multiplexed quantum memories, which can lead to novel architectures requiring substantially less number
of physical qubits compared to the traditional ones [6].

While the incorporation of photon-matter quantum interfaces offers a path towards achieving scalability and
reduction in the required number of physical qubits and gate operations as described above, it provides a natural
way to construct a network of quantum computers [7]. In this context, quantum repeaters, which also need
photon-matter interfaces, can be directly utilized for long-distant applications of quantum computers for a future
quantum internet [8]. Finally, the realizations of heterogeneous architectures of different kinds of quantum
computing platforms (e.g, trapped ion and neutral atom systems) would be possible via photon-assisted remote
entanglement between the platforms of interest.

Assessment: The practical use of photon-matter quantum interfaces in quantum computation relies on remote
entanglement to be generated at high-rates and high fidelities while storing it sufficiently long [2,9]. While the
entanglement generation rates must be much faster than decoherence rates of the processing units, the fidelities
must be, at least, in the range of 80% for a subsequent entanglement distillation process with optimal resources
[15,16]. Long-distance applications (over kilometers) impose additional constraints to these parameters [10];
memory lifetimes must be much longer than the photon propagation time across communication links, and the
entanglement generation rates must also dominate over photon loss-rates and single-mode communication rates
with the supplement of temporal and/or spatial multiplexing.

The state-of-the-art experimental demonstrations have already shown the feasibility of reaching these benchmark
parameters with the use of quantum processing modules [10-14]. While implementations with trapped-ion and
neutral-atom based quantum processors have an inherent advantage of optical photon-interface with the possibility
of telecom operation for large scale networking [12,13] superconducting qubit platforms can utilize short-range
transmission of microwave photons inside their ultracold habitat (dilution fridges at ~10 mK) for building modular
quantum processors [14].

Timeliness or maturity: Moving forward from proof-of-principle experimental demonstrations to actual
realizations requires combining quantum communication and computing technologies, which have been seemingly
two independent branches so far. In this regard, the utilization of well-established integrated photonics is critical
for developing high-performance photon-matter interfaces for quantum computing. In particular, incorporation of
chip-scale and robust photon cavities in the quantum processing units will be an enabling technology. In parallel,
pursuing extensive theoretical research activities that explore the advantages of photon-mediated entanglement for
scalability is timely important towards developing new architectures for the next generation distributed quantum
computers. At the current stage, the active players of the quantum computing industry have not strategically
prioritized the quantum networking aspect, but we believe that shifting some effort to this direction will accelerate
the development of scalable and networked quantum computers.
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Challenge: Quantum information science promises new technologies based on various quantum systems, each
offering an unique advantage. Combining these technologies, a future quantum internet will likely rely on distant
nodes, composed of different types of quantum matter platforms, interfaced with optical photons [1]. Optical
interconnection of such nodes over long distances is challenging due to the incompatibility of the platforms'
wavelengths with low-loss spectral window of fiber-optic and free-space channels as well as mismatch between
the wavelength and bandwidth of the quantum systems [2]. While the traditional tools of quantum photonics offer
efficient optical wavelength-conversion techniques over a wide spectral range for alleviating the wavelength
mismatch and lossy transmission, there is a vast temporal wavepacket-length mismatch between the commonly
studied qubit platforms. Therefore, it is necessary to find solutions to match the length of single-photon
wavepackets via coherent conversion processes which optimize the interference visibility in heterogeneous
quantum networks [3].
Opportunities: Well-known qubit platforms, including trapped ions, neutral atoms, solid-state defect centers,
feature optical photon interfaces in the visible and infrared range with Fourier-limited bandwidths from several
kilohertz to terahertz (microseconds to picoseconds in the time domain). Such a spectral mismatch between the
systems may be circumvented by coherently stretching or compressing temporal profiles of photons while
equalizing their carrier frequencies in the same process or with an independent process following/preceding the
bandwidth conversion.
To this end, two different approaches have been proposed and experimentally demonstrated for optical pulse
compression/stretching. The first one relies on the concept of a time lens, requiring a highly dispersive optical
medium in conjunction with time-dependent phase modulation, see Fig. 1a [4-8]. The role of the dispersive
medium is to introduce a frequency dependent group-delay (resulting in stretching of pulse duration/compressing
of bandwidth) while the phase modulation allows for compensating or re-distributing the spectral/phase profile.
This approach has been implemented using various dispersive platforms (e.g., engineered optical fiber, chirped
fiber grating) together with phase modulation methods relying on electro-optic elements and three/four wave
mixing processes in non-linear media. The minimum compressed bandwidth (or the maximum achievable
compression/stretching factor) is given by the amount of the delay-time difference in the dispersive media, which
can, in practice, lead to conversion between the GHz and THz bandwidths without too much loss. This feature
brings the possibility of reducing the bandwidth of the inherently wide spectrum of photons from certain
solid-state-based platforms to a level closer to the bandwidth range of atomic platforms (Fig. 1c).
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Figure 1. Conceptual descriptions of bandwidth conversion: a. An input signal is sent to a dispersive medium, which introduces a

frequency dependent delay and hence stretches the duration of the pulse. Phase modulation recovers the original frequency/phase profile,
resulting in the bandwidth compression. b. A three-level system, comprised of an optical level [e> and two ground spin/ vibrational levels
|g> and |s>, is used to map coherence from an input signal to spin/phonon excitations via an optical field (write) .After a certain time, the
stored state is converted back to an optical signal via another optical field (read) with a duration longer than the input, resulting in stretched
temporal profile. ¢. Typical operation bandwidth ranges of widely employed matter and photonic qubit platforms. SPDC : Spontaneous
parametric downconversion.



The second approach uses atomic or optomechanics platforms via the implementation of a light-matter interaction
protocol (e.g. electromagnetically\optomechanically induced transparency) for reversible mapping of optical
coherence to spin or phononic (mechanical) modes, respectively, as shown in Fig 1b [9-12]. In this approach, an
input optical signal with a certain initial bandwidth is coherently stored in the form of spin/phonon excitations.
After a desired time, the stored coherence is mapped back to an output optical signal with a target bandwidth that
can be set to be wider or narrower than that of the input. An inherent advantage of this approach is that the very
same mechanism can also serve as a quantum memory as well as a frequency conversion unit. Furthermore,
dynamic controlling the bandwidth allows for compressing and stretching in a flexible manner from the kHz to
GHz regime [8,12] provided that the light-matter coupling is sufficiently large, both in the adiabatic as well as in
non-adiabatic interaction regime. Optomechanical systems provide additional flexibility for tuning optical
wavelengths to arbitrary values and thus renders the wavelength matching with the widely studied qubit
platforms.

Assessment: Efficiency, fidelity, and initial/target bandwidths are the main parameters that determine the
performance of the bandwidth conversion process. While the dispersion engineering approaches suffer from
propagation losses for long group-delays required for GHz-range target-bandwidths, near unity efficiency is still
within the reach for larger bandwidths. The efficiency for atomic ensemble- and optomechanical-based
approaches is mainly determined by light-matter coupling strengths and can approach unity with large atomic
densities and fabrication of nano-optomechanical devices, respectively.

Fidelity is another critical parameter that may be limited by photonic noise arising from strong optical fields to
mediate the conversion process. In this respect, some of the dispersion-based approaches do not involve a pump
field in the process and hence promise high-fidelity operation. In addition, optomechanical devices need to be
cooled down to their ground states in order to eliminate thermal noise of mechanical modes, which may be
technically challenging due to heating effects arising from strong pump fields. While ensembles of cold atoms are
considered to be free from thermal noise, suppressing the pump-field noise may be difficult due to unavoidable
four-wave mixing effects at large initial or target bandwidths (~GHz).

Finally, the initial and target bandwidths should be as far separated, especially for interfacing solid-state and
atomic qubit platforms, which typically operate at several GHz and kHz bandwidths, respectively. Fulfilling this
demand requires a conversion system, concurrently featuring a large time-bandwidth product (100>) and a large
dynamic-operation range (e.g., MHz-GHz). The challenge is to combine such a large time-bandwidth product and
dynamic range with an efficient (>90%) and high-fidelity operation (>90%).

Timeliness or maturity: The state-of-the art experiments have already reached the above-described benchmarks
in separate implementations. However, significant work remains to be done for practical converters that are able
to interface qubit platforms without degrading their performance. Developing such technology is both important
and timely as several national and world-wide initiatives have started establishing quantum network test-beds
based on different qubit technologies. In this direction, following a systematic evaluation of the existing
techniques, a multidisciplinary effort needs to be put into engineering customized systems that can interface
specific platforms (e.g., trapped ions and color-centers). This effort could be further extended towards the
development of more general quantum optical processors with multi-tasking capability, combining
frequency-bandwidth conversion, storage and multiplexing.
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TOPICS

Visualization of uncertainty for noisy states in quantum computing, Quantum error mitigation,
Impact of noise, Quantum computing application and performance modeling

CHALLENGE

Noise in the quantum computers today presents a main challenge to the users despite the rapid
progress. We have seen two techniques, quantum error correction and quantum error mitigation,
for addressing the noise so that the quantum computers provide stable output for high performance
computing. Quantum error correction requires a large number of qubits [Acharya et al. 2023]
which is not present in quantum computers today. To make it worse, errors could grow with the
number of qubits. The other technique, quantum error mitigation, approaches the noise problem in
such a way that the effect of the noise in the output is mitigated. In order to make our quantum
computers more viable, we need to mitigate the noise in such a way that the impact of the noise in
the output is less critical. Recent work [Ravi et al. 2023] has demonstrated reducing the impact of
error by separating negative gradients and positive gradients configurations, but we have not come
across any works that has attempted to isolate noisy and non-noisy qubits. One of the challenges
in quantum computing is reproducibility. Unlike reproducibility in classical computing, quantum
computing is not reproducible due to the dynamic changes in noise landscape. Quantum machine
learning algorithms when tested on a quantum computer yields varying outputs across various
quantum computers.

OPPORTUNITY

Currently, there is no adequate framework to convey noisy and non-noisy basis states in quantum
computers. Such a lack of framework can be addressed through researching novel visualization and
analysis techniques that can effectively and efficiently communicate the noisy and non-noisy states
to the users. One of the reasons for noise in quantum computers is noisy qubits. Not all physical
qubits are noisy, and noisy qubits could be differentiated from non-noisy qubits. Visualization
techniques can help in simplifying the task of decoding noise in quantum computers, and without
access to visualization tools, it will be difficult to understand noise in quantum computers. As
illustrated in Figure 1a, our prototype visualization can aid in analysis of noise in 128 basis states for
7 qubits quantum computer IBM Nairobi. Further, noise distribution across different states can be
efficiently compared through visualization of pairwise KL-distance among various quantum states,
as shown in Figure 1b. We hypothesize that visualizing the noise in basis states is a critical step in
the direction for a meaningful quantum error mitigation. To achieve this goal, novel statistical and
classical machine learning techniques are required to be researched for visualization and analysis
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Fig. 1. Importance of visualization for analysis of noise in quantum computers. (a) Statistical visualization of
state frequencies provides an insight into the median frequency in yellow. The blue bands indicate uncertainty
around the median observations. (b) The heatmap of a pairwise KL-distance between state distributions
highlights (yellow) states with significantly different distributions compared to others.

of high-dimensional quantum state data. Further, the complexity of analysis of quantum states
grows exponentially with the number of qubits. Thus, researching novel scalable visualizations is
essential to conveying noise in quantum computers for large number of qubits.

ASSESSMENT

Once noisy qubits are identified using visualizations, it is important to test the quantum machine
learning model on non-noisy qubits and then use a confusion matrix to measure the accuracy
of the model. A confusion matrix summarizes the performance of a classification algorithm. The
confusion matrix of quantum computer data should be compared against the confusion matrix
obtained from ground truth quantum-simulator data. This way a sound assessment can be carried
out to ascertain our error mitigation methodology.

TIMELINESS

We have seen a rapid development [IBM 2020] in the past few years building quantum computers. It
was only a few years ago when IBM allowed the general public to use its quantum computers with
fewer than 7 qubits. Today, we see companies like IBM have started offering people access to 400
plus qubits quantum computer. It is a high time that we work around with the noise in quantum
computers to make it a highly stable and viable tool for high performance computing. With our
idea of visualizing noise in quantum computers, users could potentially avoid using certain noisy
qubits that may effect the output.
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Topic: Quantum Networking Models and Applications

1. Challenge: Integration of regional quantum networking infrastructure.

The landscape for scalable quantum processing is rapidly evolving with the development of quantum
computers and the emergence of future science enablers, such as distributed quantum computing and
hybrid computing scenarios where quantum and classical computing assets work cooperatively. Quantum
entanglement distribution is also advancing with multiple regional quantum networks and testbeds
maturing across the nation. These quantum networking testbeds typically include multiple access points
with a heterogeneous mixture of capabilities interconnected by fiber spanning anywhere from tens to
hundreds of kilometers; many such networks incorporate a classical networking framework. Alongside
these quantum connectivity advancements in the infrastructure, the maturation of quantum sensing
technology presents an opportunity to expand the body of quantum networking use-cases that are
presently possible. Along these lines, bridging the present collective progress in quantum computing and
quantum networking will enable us to develop new use-cases. One such use-case is enabling future
quantum computing applications via integrated regional quantum networking infrastructure in
neighboring locations like New York and Maryland, both states are home to robust classical and quantum
networking capabilities. To enable near-term distributed quantum computing applications via the practical
integration of regional quantum networking infrastructure, free-space optical links via satellite
communications will be essential to avoid the exponential loss commonly observed with fiber
implementations [1]. There is both an urgent need and a practical justification for pursuing such
space-based integration scope now.

2. Opportunity: Quantum Applications using space-based quantum networking.

It is paramount to develop applications that can take advantage of the special nature and non-locality of
entanglement. Present applications include blind quantum computing, unprecedented space-science data
processing algorithms to advance fundamental physics research, and the ability to break all current forms
of cryptography that are not post-quantum hardened. Additionally, applications in quantum sensing are
already emerging. Ultimately, the advantages that exist for classical space communications will be
enhanced by the novel resources and insights that these quantum applications will provide. To effectively
enable such quantum applications over long distances, legacy classical optical communications must be
adapted for space-based quantum networking scenarios. In order to achieve first realizations of
space-based quantum links, it will be necessary to develop new quantum-ready components, to design
integrated classical/quantum systems performance, to envision novel concepts of operation and enhanced
end-to-end data flow paradigms, and to address flight/orbital dynamics challenges and precision pointing,
acquisition and tracking needs for ground segment telescopes. In the near-term we can envision an
extension of classical networks to include the ability to pass quantum entangled data through the network.
In this scenario, the “heavy lifting” in terms of data rate, and performance should be confined to the
classical channels. The quantum channel should be used for functions such as entanglement and
entanglement swapping. Additionally, augmenting the Open Systems Interconnection (OSI) protocol
stack will be required to accommodate the inclusion of quantum data flow in the network. Furthermore,
network security, including quantum and post-quantum cryptography methods must be designed into all
the network elements. Further progress can be achieved by further developing quantum devices such as
quantum memories and entanglement sources, which exist primarily in laboratories and testbeds, into
miniaturized systems that can be implemented in spacecraft with a reasonable size, weight, power, and
cost (SWAP-C) within a reasonable timeframe. These challenges can be investigated at the laboratory
level now and national programs should incentivize the near-term demonstration of these solutions in the
context of space-based projects. The future of such space-based quantum-network missions will also




depend on the ability of legacy optical communications commercial off the shelf (COTS) sources,
detectors, and optics to be used with little or no modifications. Therefore, an intentional
commercialization strategy must be an additional spin-off of lab- scale and/or larger-scale
quantum-networking research and national investment programs. By reducing and eventually removing
the overhead of non-recurring engineering for key quantum networking components and systems
designed to perform over target functional ranges, quantum local area networks around the country will
be able to scale up their network capacity and availability in an efficient manner and thus accelerate their
readiness for integration and intracontinental operations aided by space-based optical communications
links. The ability to space qualify key components and parts is also a challenge to overcome.

3. Assessment: Establishing LEO or MEO space- based optical quantum communication.

A targeted and nationally supported program is needed to enable the practical tasks associated with
defining, developing, testing, evaluating, and operating a free-space connection to interface regional
quantum networking access points where quantum computing assets can either be remotely leveraged or
physically co-located to implement science enabling distributed quantum processing tasks. Success of
such a program would be defined as the ability of the New York and Maryland collaborations to
communicate via network protocols that include exchange of quantum entanglement via a LEO or MEO
space- based optical communications flight asset with ground terminals coupled to terrestrial quantum
networking infrastructure in each state [2].
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4 Maturity: Achieving operational competency in spaced-based quantum networking.

It took several decades to mature the current world-wide internet from its origins in the ARPANET
program. This maturation process was accelerated by the development of Ethernet, TCP/IP, UDP, and
other data communication protocols. Simultaneously, the physical layer infrastructure had to be laid into
place. The same situation exists today regarding the development of spaced-based quantum networking
and distributed quantum computing. The United States has spent years maturing key quantum
components, devices, systems, executing studies, analysis, while also building quantum-enabling
infrastructure. Furthermore, there is a wealth of classical networking infrastructure and approaches widely
used now that could serve as a guide to where adaptations are needed. The ability to form spatially
diverse worldwide quantum optical communications networks will involve free space communications
through the atmosphere to earth orbiting relay satellites, which can use our well established abilities to
build and operate earth orbiting relay satellites and ground stations and to operate effective mission
control. Within this framework, collaborations between domestic organizations with government support
should help achieve national operational competency in spaced-based quantum networking. The impact
of success would be a tangible demonstration of intracontinental quantum computing along the east
coast of the United States, realizing a subset of the objectives set forth in the national quantum strategy.
[1] Science 356, 1140-1144 (2017), [2] EPJ Quantum Technology 5, 6 (2018).
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Topic Compilation, error correction and mitigation.

Challenge Quantum error correction (QEC) is known to introduce significant overhead. A deep
understanding of this overhead is essential for identifying quantum algorithms that can provide com-
putational speedups over classical state-of-the-art. For example, a series of recent results suggest that
the overhead of surface code makes quadratic speedups unlikely to provide computational advantage
for early fault-tolerant superconducting quantum computers [1, 2]. However, the optimization of QEC
protocols for non-fixed-qubit architectures is a far less explored subject and, thus, these results may
not be applicable for such architectures. Hardware platforms such as trapped ions and cold atoms
have hardware features, most notably all-to-all or otherwise beyond 2D nearest-neighbor connectivity,
that unlock alternative avenues for achieving fault tolerance [3, 4]. These capabilities introduce two
challenges: (1) quantifying the extent to which such hardware features reduce the overheads of QEC,
and (2) understanding the extent to which these reduced overheads enable quantum advantage with
quadratic or otherwise low-degree polynomial algorithmic speedups. A precise understanding of what
is and is not a “promising” speedup is of central importance to the quantum computing community,
as it informs the directions that researchers pursue.

Opportunity Recent theoretical developments in quantum low-density parity-check codes (LDPC)
codes (e.g., [5-7]) as well as experimental advancements in non-fixed-qubit hardware (e.g., [8, 9]) create
an opportunity to re-evaluate common assumptions about the overheads of fault tolerance and, in turn,
the induced limitations for achieving practical algorithmic speedups with early fault-tolerant devices.
Codes leveraging long-range interactions have been shown to reduce qubit (space) overheads by orders
of magnitude compared to the surface code [4] and can similarly reduce time-complexity overheads [6].
For example, a 3D qubit topology enables the execution of codes with “single-shot” fault tolerance
[10], meaning that the time overhead of QEC does not grow with the code size, in contrast to the
typical implementation of the 2D surface code. Such features of quantum error-correcting codes have
been traditionally sidelined or otherwise considered merely speculative, reflecting a perspective largely
centered on fixed-qubit architectures with nearest-neighbor planar connectivity. In addition, Ref. [2]
found that the classical processing overhead of decoding is a limiting factor for quantum speedups
based on surface-code QEC. However, the longer coherence times of trapped ion and neutral atom
platforms relax the requirements for classical decoders, as evidenced by the experimental realization
of real-time error correction with trapped ions [11, 12]. In general, longer coherence times relax the
latency constraints between interacting classical and quantum classical devices facilitating conditional
branching and adaptive quantum circuits allowing for highly dynamical QEC protocols [13, 14] as well
as allowing for the reduction of needed syndrome extraction rounds during logical memory [15], all of
which further reduce the overhead of QEC. Combined, advances in theory and hardware present an
opportunity to re-evaluate the common wisdom about the overheads of QEC and overcome the bias
towards fixed-qubit architectures present in the resource estimation literature.

§ Corresponding author. Email: ruslan.shaydulin@jpmchase.com



Assessment A successful program would provide a quantitative, full-stack evaluation of the QEC
overhead of novel LDPC codes enabled by different hardware approaches, as well as the algorithmic
speedups compatible with such overheads. This evaluation should include a detailed, hardware-specific
resource analysis for implementing novel LDPC codes, taking into consideration such factors as, e.g.,
the overheads of moving atoms with optical tweezers or shuttling ions in a QCCD architecture. Other
factors such as parallelization, physics-aware noise models, and concrete decoding schemes should be
taken into account since the performance of codes and classical compute time overhead will be affected
and, thus, influence the choice of QEC codes and qubit-time overheads. To identify and mitigate risks,
the resource analysis should evaluate the impact of various assumptions about hardware improvements
and future capabilities such as multi-qubit gates, degree of connectivity needed, and shuttling times. To
translate the resource analysis into practical implications for quantum algorithms, successful programs
should additionally identify the conditions that QEC codes have to satisfy to make certain kinds of
speedups (e.g., quadratic) practical, which includes identifying no-go results for algorithmic speedups
from fundamental limitations of QEC.

Timeliness or maturity The maturity of surface code and vendor roadmaps for scaling fixed-
qubit architectures have enabled end-to-end resource analyses, connecting the overheads across the
quantum stack to produce high-confidence conclusions about the algorithmic speedups necessary for a
quantum computational advantage. In a similar vein, LDPC codes have recently seen major theoretical
breakthroughs, including the discovery of so-called “good” LDPC codes with constant rate (logical per
physical qubits) and linear distance (growing with the number of physical qubits) [5], and the revival
of LDPC code concatenation as a viable pathway to scalable QEC [6, 7]. These developments have
the potential to dramatically reduce the physical overhead required for fault-tolerant QEC. At the
same time, trapped ion and cold atom devices with 10s—100s of qubits are coming online, and vendors
are laying out concrete and realistic roadmaps for future hardware developments. These devices have
demonstrated critical features such as low memory errors, high-fidelity mid-circuit measurements and
qubit resets, low crosstalk, and dynamic circuits [9]. The developments in non-fixed-qubit hardware
platforms, and the flexibility that these platforms provide for implementing a broad range of quantum
error-correcting codes, makes end-to-end resource analyses of viable quantum algorithmic speedups not
only possible but urgently necessary to guide further hardware development efforts and inform near-
term demonstrations of fault-tolerant QEC primitives. Further, such analysis is crucial to the field of
quantum computation to inform quantum algorithm developers whether hardware with less stringent
connectivity constraints provides a route for quadratic or low-degree polynomial speedups for future
large-scale fault-tolerant computation, or whether it is better to shift research to other algorithms.
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A. Challenge

Addressing noise in quantum systems is critical for realizing useful quantum computing. The development of
quantum error correction (QEC) and discovery of codes with high thresholds has given a plausible trajectory toward
fault tolerant quantum computing. Well-studied codes like the surface code provide a guide for hardware development,
setting specifications for connectivity and error rates. Despite this, fault tolerance is out of reach of near term quantum
computers. At the same time, quantum systems are now available at a size that is beyond exact classical simulation.
These devices motivate research on near term quantum algorithms and the search for problems that could be solved
on such devices.

Current research typically takes one of two tracts: demonstration of error correction subroutines such as preparation
of logical states, or near term applications research that disregards noise in quantum circuits. But given that we have
devices with over 100 qubits and capable of circuits depths that go beyond classical diagonalization, we need to find
ways to extract useful and reliable measurements from these noisy devices in reasonable runtimes [1].

In the near term this requires error mitigation techniques and problems that involve expectation value measure-
ments. Problem-agnostic error mitigation techniques such as Probabilistic Error Cancellation (PEC) and Zero Noise
Extrapolation (ZNE) [2, 3] have now been demonstrated for simple test circuits [4, 5]. Over a longer time horizon, we
need more practical ways of implementing error correction; we need better error correction codes with lower overheads.

There are several challenges associated with the continuous improvement of error handling techniques and identifying
useful problems capable of being solved on near term quantum computers:

e Verifying the outputs of error mitigated circuits: when circuit sizes become large enough that we cannot simulate
outputs classically, we need alternative methods to give us confidences that mitigated results are correct.

o Constructing accurate noise models: error mitigation methods such as Probabilistic Error Cancellation (PEC)
and Zero Noise Extrapolation (ZNE) rely on having good models of the device noise and making reasonable
assumptions about the nature of the noise. As device errors become smaller, validating these assumptions is
critical.

e Reducing overheads: PEC offers guarantees that the mitigated estimator is unbiased as long as the noise model
is accurate, but it comes at an exponential sampling overhead cost. ZNE appears heuristically to have lower
overheads but at the risk of introducing larger bias. Extensions or simplifications of these techniques could have
significant impacts on overall runtime of error mitigated quantum circuits. In parallel, we need further theory
exploration on QEC codes to bring down the number of physical qubit required.

e Finding use cases: for these techniques to be useful in the near term, we need to find problems that are amenable
to the types of circuit structures and observables that can be mitigated. The availability of quantum hardware
and capabilities that can run mitigated circuits should lead to new research questions in quantum computational
science.

B. Opportunity

The possibilities for novel research abound in this new frontier for quantum computing. Continuing to improve
the reliability of mitigated measurements through more accurate noise modeling and error mitigation techniques
with lower sampling overheads remains the task of quantum information researchers, but there are opportunities
for interdisciplinary collaborations. Accessing larger circuit sizes will likely spur on classical algorithms researchers
to compete and drive development of classical approximation methods like tensor network simulations. Dedicated
effort in this area would benefit quantum research by both allowing us to verify quantum results in regimes that are
classically simulable and to identify circuit conditions that are challenging classically and therefore useful to study
with quantum computers.

The intersection of quantum computational science and applications research with quantum capabilities development
also provides opportunities for collaboration. Connections between these researchers should lead to feedback loops
where better quantum hardware and error mitigation techniques inspires new use cases, which in turn help define
classes of problems that should be targeted for near term value.

Optimizing these error handling tools and making them accessible to users requires software efforts targeting
multiple levels of the stack. Software needs include efficient compilation of circuit samples, integrated noise resilience
tools, accessible diagnostics, and automation for application-focused end users.



We now have a tradespace to explore within error mitigation and error correction techniques — we can look at
how best to combine the outputs of circuits in classical postprocessing, or introduce encoded qubits to mitigated
frameworks. This opens up a new avenue of research for quantum error correction before fault tolerance. Are there
problems we could address sooner if we could lower effective errors rates through combinations of error mitigation
and error correction?

Ultimately we want to chart a path towards fault tolerance, but this path can consist of gradual improvements in
error handling overhead. The field is now seeing a burst of activity in new codes research, and early work on good
quantum low-density parity check (LDPC) codes indicates that there are opportunities to reduce resources required
for error correction [6, 7]. For the long term outlook, we should be aiming to codesign hardware with more efficient
error correcting codes.

C. Assessment

We expect that the combination of quantum hardware with over 100 qubits and capabilities for extracting reliable
measurements will naturally open up these new areas of research. We should see applications development focus on
problems that can be addressed at this scale. Full stack quantum systems that contain the tools for providing noise
mitigated estimators of observables should stimulate the search for use cases.

Success in this effort would include extensions of current error mitigation methods, a growing collection of example
use cases that are at or beyond the threshold for quantum advantage, and an outline of the error rates and capabilities
required to access more complex problems in the future. We should see advances on existing error mitigation techniques
become integrated into software stacks and become more seamlessly integrated into workflows.

D. Timeline and maturity

PEC and ZNE have already been tested experimentally and shown to give reliable results and dramatic improve-
ments over unmitigated data. While these methods do not apply to the many quantum algorithms that require single
shot data, these results show that one can obtain good values from noisy quantum computers when limited to expec-
tation values. These types of measurements correspond to some of the most attractive early use cases of quantum
computers like measuring properties of quantum systems for chemistry or materials science.

As the performance and scale of commercially available devices keeps improving, we should be investigating what we
can do with these systems now and how we can extract the highest quality data. We are beginning to see extensions
and combination of existing error mitigation techniques in practice [8, 9]. We have theory proposals for frameworks
that use error mitigation within an error corrected framework [10] and proof of concept demonstrations of techniques
that borrow subroutine from error correction to go beyond averaged measurements [11]. Research into noise handling
capabilities before fault tolerance is already bearing fruit, and it will only become more necessary as we pursue useful
applications of quantum computing in the coming years.
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Abstract—This work describes a method to prepare the
guantum state of the Heisenberg spin-1/2 Hamiltonian for the
Kagome Lattice in an IBM 16 qubit quantum computer with a
fidelity below 1% of the ground state computed via a classical
Eigen-solver. Furthermore, this solution has a very high noise
tolerance (or overall success rate above 98%). With industrious
care taken to deal with the persistent noise inherent to current
quantum computers; we show that our solution, when run,
multiple times achieves a very high probability of success and
high fidelity. We take this work a step further by including
efficient scalability or the ability to run on any qubit size
quantum computer. The platform of choice for this experiment:
The IBM 16 qubit transmon processor ibmg_guadalupe using the
Variational Quantum Eigensolver (VQE).

Keywords— Quantum, VQE, Kagome

I. WHY THE KAGOME LATTICE AND QUANTUM?

Kagome lattice is an arrangement of atoms in 2-D pattern
commonly found in minerals. This lattice is studied in
condensed matter physics because of its geometry: When
atoms in the lattice are anti-aligned by spin, the triangular
shape creates a frustration (right side of figure 1), that is, the
atom on the right doesn’t know what to do. This type of
frustrated system is believed to be of great importance in the
study of spin liquids and superconducting materials at high
temperatures [1]. Modeling this type of frustrated system
requires a tremendous amount of memory, and that’s where a
quantum computer can help.

Figure 1 Kagome lattice unit cell (left). On the right, an example of a
frustrated system with atoms anti aligned by spin.

Il. THE MASSIVE POWER OF QUANTUM

For a long time, physicists have been modeling the ground
and excited states of molecules in search for better materials
and superconductors at high temperatures. A few years ago,
supercomputers were the only game in town because of the
gargantuan memory requirements to model even the simplest
of molecules. That changed after 2018 when IBM opened up
their new state of the art quantum computers to the scientific
community. Only a quantum computer has the exponential
power to tackle the state preparation of heavy elements:
Consider a 400 qubit processor. It is capable of consuming
2400 states in parallel, far ahead of the capabilities of most
supercomputers in existence. Coupling this fact with the
advantages provided by quantum mechanics: superposition of
states and entanglement, here we have all the tools we need to
model these heavy elements.

I1l1. STATE PREPARATION IS TRIVIAL, MANAGING NOISE IS NOT

Our experiment begins with a 4 ingredient recipe: The
Variational Quantum Eigen Solver (VQE), an Ansatz (Initial
state), a Hamiltonian, and the optimizer.

VQE is the de-facto algorithm of choice for modeling ground
states (see figure 2). It contains three parts: An Ansatz or initial
guantum circuit made of a set of rotation gates over the Y, Z
axis of the Bloch Sphere parameterized by random angles. The
Ansatz works with a cost function whose task is to evaluate the
Hamiltonian to produce an energy value. A classical optimizer
attempts to minimize this energy, by updating the angles of the
Ansatz using sophisticated techniques: gradient descent,
heuristics, and others. At the end, this sequence repeats for a
number of cycles, ideally reaching the ground state. The energy
values are collected to produce a final plot of the energy
minimization process. These values are compared with a
classical eigensolver to estimate the fidelity (or accuracy) of



the experiment.
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Figure 2 Layout of the VQE algorithm including the Ansatz, cost function and
optimizer. Note that the Ansatz is the only piece executed in a quantum
computer, the rest are classical steps.

There are two things to consider when picking an (Ansatz,
Optimizer) combo which will determine the shape of the final
curve:
1. The combination of Ansatz, Optimizer: It produces
a different curve type. Consider figures 3 and 4
which show different shape types from experimental
results.
2. Number of cycles in the optimizer: Some
optimizers default to an excessive number of cycles.
In figure 5, Univariate Marginal Distribution
Algorithm (UMDA) defaults to 1200 cycles. This
will balloon the execution time of the experiment,
and worst of all, it will increase the odds of failure by
memory exceptions or bugs in the server side. As a
matter of fact, the experimental result from figure 5
was run in IBM’s 27 qubit Cairo processor and took
more than 5h to run.
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Figure 3 shows the shape of the curve using the efficient SU(2) Ansatz[2]
made of two layers of single qubit SU(2) rotations and linear entanglements.
It is coupled with the Gaussian-smoothed Line Search (GSLS)[3] optimizer
based on Gaussian-smoothed samples of a sphere. The experiment ran for

about 4h in the 27 qubit Hanoi processor.
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Figure 4 shows a bizarre shape with a very large number of cycles run in the
27 qubit Cairo processor using the Univariate Marginal Distribution
Algorithm (UMDA), a stochastic search from the family of the evolutionary
algorithms. [5]. This experiment took an excessive 5+h of run time.

After careful simulation our experiment settled with the
following preparation:

1. Ansatz of choice EfficientSU2: It uses a well-
known heuristic pattern to prepare trial wave
functions common in classification tasks for
machine learning (figure 5). For the sake of
simplicity, and to avoid noise accrual, a single
repetition of the gate sequence is used.

2. Optimizer: NFT - This is the Nakanishi-Fujii-
Todo algorithm [6]. In our simulations, when
combined with EfficientSU2, it produces the best
curve of the lot: It descends quickly with a
relatively low number of cycles (see figure 6).
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Figure 5 EfficientSU2 Ansatz for 3 qubits with linear entanglements. Note
that the RY-RZ-CX pattern repeats an arbitrary number of times
(implementation specific).
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Figure 6 NFT optimizer combined with EfficientSU2 descends quickly to the
ground state with a low number of cycles. This experiment was run on IBM’s
Guadalupe processor and produced a very high fidelity of 0.05 below 1%.

The Heisenberg spin ¥ Hamiltonian is the final piece of the
puzzle (see figure 8). It is made up of interaction of the Pauli
Matrices X, Y, Z over neighbor qubits. It expands to 54 terms
of observables each made of the product of a Uniform
Interaction (initialized to the unit weight of the edge of the
lattice) times a 16-tensor product of Identities (1) and Pauli
Matrices mapged to the quantum processor qubit layout,
producing a 2™° square density matrix. The Uniform interaction
plays a critical role in error mitigation in our solution.

H= %% ;s XX; + VY, + ZZ; ()

IV. IN NOISELESS SIMULATION, IT RUNS LIKE A DREAM

Initial experiments in the noiseless simulator were very
encouraging. We couldn’t go wrong with such high fidelities,
as they will counter even the noisiest of environments. Our
assumption was wrong, the more we run on hardware, the more
our joy turns into dejection.

V. ON HARDWARE: NOISE IS KING

We got lucky a few times on Hardware achieving high
fidelity, however the more runs we tried, the affair started to
look a lot like gambling at the casino: Get lucky a few times,
but lose your shirt at the end. During the 4 months spent in this
project, the noise accrued from two sources: entanglements
(CX gates), and readouts (measurements). See figure 7.
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Figure 7 Averages for the two main sources of noise for the 4 month period of
this experiment. Readout errors crept up around twice the level of CX gates.

Average noise levels appear low: between 1-3% in CX and
readout. However, the amounts accrue with a large number of
qubits (12 readouts in our case) and 11 CX gates for a 1 rep of
the EfficientSU2 Ansatz. Wrangling the noise became the
toughest part of the experiment.

VI. IQUANTUM RESILIENCE: NO SILVER BULLET

Qiskit already features a sophisticated quantum
resilience architecture [7] which was included in our initial
design. However, it made little difference if any. Table 1
shows results for the three levels of resilience available:
Twirled readout error extinction (T-Rex), Zero Noise
Extrapolation (ZNE), and Probabilistic error cancellation
(PEC).

Table 1: Quantum resilience failure rates for 114 experiments on stage 1.

Method Failure Success

T-Rex 20 2
ZNE 84 7
PEC 1 0

VII. INITIAL EXPERIMENTAL RESULTS WERE VERY NOISY

We were disappointed when the final metrics were
collected from hardware (see Table 2 Figure 8). Besides the
high error level and disappointing fidelity, the noise tolerance
was bad: From a total of 114 experiments, 104 failed. A great
deal of effort was put on collecting this data, with an average
wait time of 4 days in the execution queue and a staggering
170K jobs totaling 228h of quantum time.



Table 2 Metrics collected with Quantum resilience over a span of 4 months.

Total experiments 114
Failed 104
Avg # of VQE 150
cycles/experiment

Total Jobs 17000
Avg execution time (h) 2
Total Quantum time (h) 228
Avg Queue wait time (days) 4

Success Rate for 114/~2h Runs,
17K jobs w/ Quantum
Mitigation

-

91%

M Success

Failed

VIII.ERROR MITIGATION BY CLASSICAL MEANS?

We faced a difficult task: Find a way to reduce not
only the noise of a single experiment, but build a solution that
is noise tolerant over multiple runs. Error correction codes:
such as Steane[8] or Shor[9] are out due to the high number of
ancilla qubits required to stabilize a single physical qubit.
Classical post processing techniques such as Fourier analysis
were not feasible due to time constraints. The only choice
available was to try some sort of algorithmic post processing:
Instead of massaging the data, massage the logic that
consumes it.

IX. ALGORITHMIC MITIGATION TO THE RESCUE

Using tried and true Object Oriented Design
Techniques, we tried a last ditch attempt to wrangle the noise.
A fundamental Object Oriented design principle states that
objects should be immutable (this means, they cannot be
changed after allocation). This has the benefit of preventing
mistakes in highly concurrent environments. Thus, in our
solution, arguments sent to the VQE (Ansatz, Hamiltonian,
and Optimizer) are immutable by default. However, for this
situation, the Hamiltonian was turned into a mutable object
within the VQE so it can be corrected dynamically by
applying four simple algorithmic rules. To understand this,
imagine a gambler at the casino. He can get:

1. Lucky: If a point falls below the desired fidelity
or error threshold of 1%, abort the process and
return the collected data.

2. Too lucky: If a point falls below the target
ground state by some delta (the distance between
the point in the curve and the classic ground
state), dynamically decrease the uniform

interaction (UI) of the Hamiltonian, then
continue. This has the effect of driving the curve
upwards to the ground state.

3. Unlucky: if the point falls above target by delta,
do the inverse: Increase the Ul & continue. This
drives the curve downwards to the target ground
state.

4. Recurse: If at the end of the optimization cycle,
the point ends above the target, continue from
the last point: The optimization resumes towards
the ground state. As a failsafe to prevent infinite
recursions, a max 5 recursive calls is allowed. If
at the end, the ground state is not reached, the
experiment fails.

These four rules work in tandem with the probability of rule
one being triggered at any stage of the process. This seemed
like an unorthodox solution; nevertheless it flipped the script
180 degrees! The results were pleasantly surprising (see Table
3 Figure 9).

Table 3 Final metrics collected with algorithmic mitigation.

Total experiments 76
Failed 1
Avg # of VQE 100
cycles/experiment

Total Jobs 7600
Avg execution time (h) 1
Total Quantum time (h) 76
Avg Queue wait time (days) 6

Success Rate for 37/~1h Runs, 4K
jobs w/ Quantum/Classic Mitigation

3%

W Success

M Failed

X. CONCLUSION

All in all, our solution for the Kagome lattice
achieves high noise tolerance (it reaches a fidelity or relative
error below 1% of the classical Eigen solver, 99% of the
time). It does this using simple object oriented algorithmic
post processing (as a matter of fact, the magic code that does
the trick is less than 50 lines). When you run our experiment,
it zigzags through the quantum noise with a high probability
of success. Noise played a huge role in this project with the
lion share of the time spent in error mitigation alone (see
Table 4). It is critical to find a feasible solution to this
problem. You don’t want to spend 80% of your time dealing
with errors.




Table 4 Time distribution (h) for this project over a period of 4 months.

Design 24 (6.7%)
Implementation 6 (1.7%)
Testing 12 (3,4%)
Documentation 4 (1.1%)
Noise Mitigation - Design 30 (8.4%)
Noise Mitigation - 280 (78.7%)
Implementation
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Challenge

Today's physics-level models for describing coherently connected quantum systems face significant
challenges as quantum network technology advances rapidly towards modular, integrated circuits. The
guantum network community has adopted the Scattering, Lindbladian, and Hamiltonian (SLH) model,
originating from Gardiner and Collet's open quantum system model [1] and developed by James and
Gugh [2], to simplify the complex quantum networks comprising multiple interconnected quantum
systems. While the SLH formalism has successfully described and predicted the performance of various
guantum network systems (primarily free-space connected quantum systems), it lacks several essential
features that are particularly relevant to integrated photonic quantum circuits. These shortcomings make
it difficult to apply the existing SLH formalism to state-of-the-art connected quantum systems on
photonic chips. The missing features include appropriate handling of time delays and dispersion in
connection lines. However, the most critical aspect that the SLH formalism currently lacks is the
treatment of non-Markovian baths, where the environment's timescale is not much faster than the
primary quantum system's, rendering the memory-less bath assumption inapplicable [3]. As we
increasingly move toward integrated photonic and phononic circuits [4], addressing the small bath and
its associated memory effects becomes increasingly crucial. At present, our understanding of an SLH-like
formalism for non-Markovian baths remains limited.

Opportunity

To address the diverse needs of quantum network modeling, it is crucial to incorporate features such as
time delays, dispersion, and non-Markovian baths while deriving network reduction rules like
concatenation, series, and feedback. The integration of time delays and non-Markovianity can make the
feedback reduction rule especially challenging due to the complex dynamics involving memory effects.
Nevertheless, several classical control theory approaches show promise in tackling these issues.

One such approach is the receding-horizon framework, which gradually truncates the memory effect
over time [5]. Additionally, quantum model reduction techniques can be employed, where mean-field
approximations replace average dynamic behaviors while preserving the most prominent quantum
features through perturbative quantum noise [6]. Combining these techniques with the fundamental
treatment of time delays using cascaded cavities [7] and the direct derivation of non-Markovian
connected quantum systems [8] may lead to a comprehensive approach for practical connected
quantum systems. As a result, the reduced quantum system could effectively predict the dynamics and
performance of quantum networks.

Assessment

The new SLH-like framework, which now integrates time delay, dispersion, and non-Markovian baths,
can be experimentally tested. For instance, Fig. 1 presents a schematic of a feedback network consisting
of an optical parametric amplifier light squeezer and a dispersive time-delay element. By measuring the
squeezing spectrum of the output field, one can compare the experimental results with predictions from
the enhanced model based on this novel SLH-like framework.



Parametric squeezer

To test the non-Markovian bath, an

cavity
inputvacuum / \ Output field integrated photonic circuit can be utilized.
NU]]]]H]]l]_]mﬂﬂm / AN In this circuit, the intermediate waveguide
‘c’,”y';:f“ (bath) connects two primary quantum
photonic systems (e.g., cavities) and is
Circulator .
o) generally short, although its length
o significantly exceeds the light's
Time-delay wavelength. Consequently, it is anticipated
Dispersion that the bath in typical photonic circuits
AN may display non-Markovian features, such
N / as the memory effect. One can fabricate a
Fig. 1. Schematic of a test experimental setup to photonic circuit resembling the schematic
examine the effect of a dispersive connecting bath with depicted in Fig. 1. Comparing the
a time delay on the output squeezing spectrum. experimental results with predictions from

the enhanced model will help evaluate the
efficacy of the new SLH-like quantum network framework.

Timeliness or maturity

The significant progress in integrated quantum photonic circuits has enabled coherent connections
between quantum systems, allowing them to achieve complex quantum dynamics and functions that
were previously unattainable in single quantum systems. In particular, we are now witnessing large-scale
guantum networks with multiple connected qubit memories and gates. This recent advancement
highlights the need to develop new network modeling capabilities that incorporate previously neglected
features in existing network theories.

Moreover, the rapid emergence of new insights into non-Markovian systems and advancements in model
reduction techniques make it a timely endeavor to address the challenging problem of non-Markovian
guantum networks with dispersion and time delays.
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Challenge: Standard (classical) methodology for characterizing quantum systems can be cumber-
some and inefficient. With classical methodology, characterizing an experiment requires construc-
tion and testing of a system model that often takes years of effort. Methods such as spectral esti-
mation, process tomography, and scattering (among many others) are all used, potentially in com-
bination with a feedback loop between experiment and theory, to determine the precise properties
of the system. The exponential scaling of these techniques with the size of the quantum system
makes it challenging to implement them for realistic systems of interest for quantum computing
and quantum networking. It is therefore incumbent on us to consider, design and implement new
quantum methods with better scaling for full characterization of complex laboratory-scale quan-
tum systems if we wish to understand the capabilities and limitations of current quantum technol-
ogy and prepare for a future of fully connected quantum networks of quantum computers.

Opportunity: With the advent of new con-
cepts from the field of quantum information
science, investigators have begun to study
whether quantum algorithms are useful to ac-
celerate our capabilities for system character-
ization. Crucially, in contrast to the cl/assi-
cal descriptions provided by conventional
tomographic methods, quantum algorithms
can be used to learn quantum (i.e. circuit
based) descriptions of experimental processes
(see Fig. 1). This shift in approach provides a Fig. 1: A OML algorithm for characterizing a quantum
means of sidestepping the exponential com- system. OML is used to learn a parametrized quantum
plexity of standard process tomography. Key model, V(6), of an experimental photonic system, U.

to this approach is the observation that quantum computers, as inherently quantum systems, are
much more naturally suited to modelling other quantum systems. New advances in quantum ma-
chine learning (QML) have further shown that entanglement, a natural resource in many photonic
experiments, can be used to reduce the amount of training data needed to learn the full dynamics
of'a quantum system. In particular, quantum entanglement can be used not only to model the target
quantum process but also as a resource to enhance the learning efficiency. These approaches have
not yet reached the implementation stage and are only being currently considered for simple (few
parameter) quantum systems; however, they could be very valuable in order to push quantum tech-
nologies such as quantum algorithms for sensing and computation forward in laboratory-scale and
even larger, networked, experiments.

These novel quantum system characterization approaches are compatible with different quantum
systems. Among them, continuous variable (CV) quantum optical systems, a primary candidate
for quantum computation, provide a path forward as they provide deterministic operation, scala-
bility, and quantum error mitigation schemes [ 1, 2]. The novel QML methods considered here have
been shown theoretically to offer an advantage for quantum system characterization of complex



CV quantum systems [3]. Such methods open up new approaches to characterizing the properties
(e.g. the processes implemented) of novel optical materials. More generally, these algorithms
could be used as a subroutine in more complex algorithms intended to learn effective Hamiltonians
to understand the emergent properties of quantum materials. Furthermore, the resources needed to
scale up quantum system characterization to more complex systems, such as CV quantum optical
systems, are also of use for quantum networks and quantum computing, thus offering opportunities
for co-design toward larger, fully connected, quantum networks of sensors and computers.

A second platform where QML-based characterization algorithms could be of use is neutral atom-
based quantum simulators, of interest for their long coherence times [4]. Here, smaller systems of
entangled probe atoms could interact with a large, quantum many-body system of interest. Extract-
ing useful information from this interaction requires extending the technique to characterizing a
quantum channel [5], an important task for any generalized quantum network with loss or deco-
herence. The unifying feature is the connection of many-body dynamics and emergent phenomena
(an analog quantum computing task), with a lossy quantum channel and techniques for its charac-
terization.

Assessment: The goal of QML-based characterization is to learn a quantum model formulated in
a quantum circuit that could be used to fully reproduce the behavior of an experimental quantum
system. Performance may be evaluated by direct comparison of the learned quantum model with
the experimental system via a cost encoded in the learning algorithm. Metrics of success would be
1) the ability to efficiently minimize an experimentally realized cost function to evaluate the fidel-
ity (or other appropriate measure) between the experiment and model and 2) the demonstration of
the efficiency (i.e. polynomial scaling with the size of the quantum system) of quantum-enhanced
characterization methods (in contrast to exponential scaling of conventional tomography). How
well entanglement can be realized must be assessed for the quantum system used to implement the
algorithm if entanglement is used to compute the cost. The successful extension to configurations
with more entangled modes/systems for characterization of a complex quantum system will also
serve as a metric of success, as well as the scaling with system complexity of the required quantum
resources.

Timeliness or maturity: The congruence of recent progress in quantum machine learning with
advances in entanglement generation in experimental quantum hardware gives us a realistic and
timely opportunity to realize an exponential improvement in the efficiency of characterization of
complex quantum systems. The success of this effort will accelerate progress on quantum compu-
ting platforms and the deployment of quantum networks and quantum computing hardware.
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Challenge

Quantum networking hinges on the capacity to enable dis-
tributed quantum communication between various systems,
spanning from quantum processors within a single dilution
refrigerator to those separated by hundreds of miles. The
precise method for achieving efficient and concise commu-
nication between processors remains an unresolved issue,
although distributing maximally entangled states between
nodes appears to be a promising strategy for facilitating com-
munication. One method of communication is distributed
entanglement for gate teleportation, a practical approach for
realizing distributed communication between processors. In
particular, gate-communication protocols that utilize Bell
state consumption in conjunction with classical communica-
tion enable the execution of controlled operations between
two physically distant systems.

The efficacy of these communications largely depends on
the availability of a high-purity distributed Bell state. These
states are generated usually via a probabilistic entanglement
generation process. Executing remote quantum gate opera-
tions over vast distances, with multiple possible connection
paths, on a microsecond timescale, presents a considerable
challenge. Establishing a quantum network infrastructure ne-
cessitates the creation of a time-sensitive resource that en-
sures consistent high fidelity, adapts to varying demand and
production, and navigates a complex web of connections.
Achieving this while maintaining practical hardware objec-
tives poses a formidable task.

Opportunity

Entanglement Distillation (1-4) facilitates the purification
of low-fidelity entangled pairs into a reduced set of higher-
fidelity pairs. In theory, perfect gates and long-lived quan-
tum states would enable purification to reach unit fidelity.
However, the practical implementation of these protocols en-
counters various obstacles, such as the generation rates of
corresponding Bell pairs, initial Bell pair fidelity, and idle
errors during the wait for a communication request. In a
recent paper (5), photon heralded entanglement generation
schemes are considered. With the modeling of microwave-
to-optical transduction process, the Bell states fidelities and

generation rates are calculated. As illustrated in Figure 1,
the raw Bell pairs’ inadequate fidelities for distributed com-
munications are brought to light. Moreover, the probabilistic
nature of the entanglement generation scheme underscores a
primary challenge in the physical implementation of entan-
glement distillation protocols: the task shifts from purifying
a large set of low-purity entangled pairs into a smaller, high-
purity set, to continuously distilling a stream of low-purity
entangled pairs while managing their demand and striking a
balance between load and performance.

Regarding distillation performance, as depicted in Figure 2,
the ideal distillation process necessitates two pairs of the
same fidelity, resulting in an exponential distillation cost
since each purification round consumes two pairs to produce
one (1). Nonetheless, when noise is present, pairs that de-
cohere to lower fidelities can be combined with earlier pu-
rification rounds to maintain a consistent fidelity level. This
can be conceptualized as distilling a Round 3 pair (Fidelity
F = 0.98) with a Round 6 pair (F = 0.98) to generate a
Round 4 pair (F' = 0.99).

In the past, superconducting systems featuring transmons ex-
celled in high gate fidelities and fast gate execution. How-
ever, transmons’ lifetimes are relatively short, ranging from
hundreds of microseconds to a potential future span of a few
milliseconds (6, 7). This limitation poses a significant chal-
lenge for networking, as it prevents Bell pairs from being
buffered during communication between nodes and hinders
the creation of a stable connected quantum network.

Recently, multimode cavities paired with SNAILs (8) and
transmons have demonstrated not only exceptionally long
lifespans on the order of tens of milliseconds but also the
capability to store multiple qubits within a single cavity (9).
Furthermore, using quantum error correction codes to encode
the microwave cavity field, the lifetime can be further ex-
tended (10). This development presents a valuable opportu-
nity for communication buffering.

The recent proposal of HetArch (11) introduces a toolbox
for designing Quantum Heterogeneous Microarchitectures. It
suggests the use of chiplets tailored for specific tasks, includ-
ing a sample entanglement distillation module, which relies
heavily on these multimode cavities. Adopting a similar ap-
proach for quantum networks could yield significant bene-
fits. In terms of buffering Bell pairs, a microarchitecture akin
to HetArch’s Entanglement Distillation Controller could be
employed, incorporating alternative micro-controller logic.
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Fig. 2. Distillation Performance of the Deutsch-Josza distillation protocol (2) based
on an initial Werner State fidelity of 0.90 and generation time of 1 ps.

While HetArch’s controller distills up to a target point and
outputs the pair, an opportunity arises to reconfigure the con-
troller logic to accommodate the variable demands of quan-
tum networks.

To ensure high-fidelity connections between each node in
quantum networks, nodes should be capable of requesting
Bell pairs on demand. Prolonged wait times for communi-
cation can lead to decoherence and idling errors, burdening
local compute nodes along an avoidable axis. Such issues
can be mitigated through more effective network engineer-
ing. The challenge lies in harmonizing network demand with
distilled Bell pair generation, understanding the role of distil-
lation in network scheduling, and addressing the myriad de-
sign considerations when constructing large-scale networks.

Assessment

To assess the performance of how well we can buffer Bell
pairs and perform remote communication relies on under-

standing the limitations of buffering and distillation over a
network. Increased distillation reduces the potential buffered
Bell states availability at a given moment, however provides
increased communication fidelity. Assessing a quantum net-
work will require abstractions of system layers. Performance
analysis of the local buffering controller, local network topol-
ogy, and global network topology requires investigation. La-
tency and fidelity characterize each layers performance. In-
creasing fidelity comes at the cost of increasing latency, as
lower generation rates and increased number of distillation
rounds both can increase fidelity, however at the cost of time.

Timeliness or maturity

Recent key developments in superconducting quantum com-
puting, specifically multi-modal cavities, have allowed for
relatively long lifetimes, a key requirement for buffering. Al-
though the long lifetime is insufficient to guarantee long-
lasting distributed quantum states across multiple quantum
nodes, it enables entanglement purification and other error
correction and mitigation techniques. Furthermore, Hetero-
geneous Quantum Computing has recently sparked much in-
terest due to technology-specific advantages, with HetArch
proposing an Entanglement Distillation Module comprising
multi-mode resonator memories coupled to transmons’ to
generate high fidelity Bell states.
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In this position paper, we discuss the challenges and oppor-
tunities for Quantum Machine Learning (QML), which is
categorized in Quantum Algorithms. We populate six main
challenges and organize our work accordingly (Figure 1).

A. Challenges

1- Quantum advantages: There are significant doubts re-
garding the reported quantum advantages in the QML literature
[1]. The doubts concentrate around if (hybrid) QML can be as
successful as the modern industrial-scale classical ML, such
as deep learning (DL) [2]. Such claims are typically achieved
under non-practical settings or assumptions. Moreover, the
success stories with small-scale datasets and simulations are
not sufficient, although, at the moment, it is not possible to be
test or simulate large-scale QML.

2 - The barren plateaus: As the number of qubits and the
size of quantum parameterized circuits increase, novel prob-
lems occur in the loss function landscapes. Barren plateaus [3]
are exponentially flat landscapes in the number of qubits or
circuit size/depth. That is, the gradients vanish exponentially
as the number of qubits and circuit sizes increase. This makes
finding a global minimum exponentially expensive in terms
of the number of shots (or the resolution) required to make
progress in the optimization. As a result, barren plateaus seem
to nullify potential quantum advantages.

3 - The impact of quantum noise: Currently available and
near-term quantum devices are and will be noisy [4]. Existing
QML studies mostly ignore the impact of noise. However, it is
reported that noise can induce the barren plateau problem [5],
and corrupt the loss landscape by exponentially suppressing
or erasing the relevant features [6].

4 - The lack of large-scale fully quantum datasets:
As the latest research seems to suggest that achieving a
quantum advantage in QML with classical data is very hard.
Alternatively, QML with fully quantum data might enable
an advantage relatively easier. However, there exists only a
handful of small-sized fully quantum datasets [7], [8]. Large-
scale fully quantum data is missing.

5 - Data encoding and feature maps: Efficient data
encoding methods, i.e., feature maps, are crucial for processing
classical data on quantum computers as well as the success of
variational quantum learning [9]. Developing high-performing
encoding methods remains an open problem.

6 - Theoretical understanding of QML: Gaining a deeper
theoretical understanding of the QML fundamental principles

and limitations is vital for guiding the development of new
algorithms. Theoretical studies typically do not get the ap-
propriate investment due to the prioritization of deliverable
products and short-term goals. Moreover, the difficulty and
uncertainty about the progress/gain/return with the investments
seem to discourage theory-oriented studies.

B. Opportunities

1 - QML foundations: As it is not possible to obtain and
test a quantum advantage at scale right now, some research
focus can instead be developing the building blocks for QML
similar to the perceptron of classical neural networks. It may
also be beneficial to investigate the other aspects in QML, such
as different cost functions, architectures, and types of feature
reduction methods.

2 - New algorithms and efficient co-design: Theoretical
studies on barren plateaus, their causes and mitigation are
urgently needed. In addition, understanding the computational
complexities and power of hybrid quantum and classical QML
can shed light on the performance scaling and its feasibility.
Moreover, efficient integration between hybrid quantum and
classical hardware can also targeted.

3 - Novel noise-aware technologies and algorithms:
Noise-resistant QML algorithms are needed to be developed.
At the very least, studies need to evaluate and report the
impact of quantum noise on the performance of their solutions.
Hardware providers can enhance their technologies to limit the
effects of quantum noise.

4 - Fully Quantum Datasets: Large-scale fully quantum
datasets and tools need to be developed.

5 - New data encoding methods and technologies: New
encoding methods for classical data may unlock quantum ad-
vantages if the methods are linear or sub-linear. To implement
such methods, new hardware and software technologies will
have to follow.

6 - Advanced theories and collaborations in research:
New theories explaining the expressive power of QML meth-
ods as well as their computational complexities will help drive
new algorithmic solutions to the existing problems such as
performance scaling, the need for efficient algorithm designs,
and the seemingly road-blockers such as barren plateaus. At
the most general settings, a unified theory of QML will help
us understand the fundamental and common properties and
principles across different QML algorithms and approaches.
It will also help us to incorporate our prior knowledge into
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new solutions. Classical DL has already got powerful unifying
theories such as [10].

C. Assessment

1- The success for this challenge would result in QML
architectures (circuits) that are robustly trainable and scalable.
The performance of these architectures would show verifiable
quantum advantages in terms of metrics such as asymptotic
run time. Moreover, a (preferably simple) building block,
similar to the classical perceptron in neural networks, or self-
attention in transformers, would be attained and employed
across various architectures and/or learning tasks.

2- The barren plateau problem would be mitigated. This
would mean even at large scales, QML architectures would
be trainable. Hybrid QML would scale well and be efficient.

3- The long-term success for hardware technologies in this
challenge would be quantum computers that are fault-tolerant
just as the commercially available personal computers, those
in data centers or supercomputers in national laboratories.
The midterm success would be quantum devices that have
high-fidelity circuits, and experience uncorrected noise / errors
less frequently than today’s quantum devices do. In terms of
software and algorithms, uncorrected errors would not always
lead to corrupt data or program crash since there would be
software-based mitigation to counter the errors.

4- Reproducible large-scale training and testing based on
fully quantum data would be available. We would be able to
test and validate quantum advantages with real-world quantum
data. The QML progress in terms of new applications would
be faster and scalable.

5- Provided that efficient data encoding techniques are
developed, hybrid quantum and classical QML would exhibit
quantum advantages over classical ML.

6- A unified mathematical framework would be available to
explain why QML methods and algorithms work the way they
do or the way they perform. Such a framework would guide
new designs and solutions that achieve a quantum advantage.

D. Timeliness

Quantum computing hardware and technologies are con-
stantly improving. As a result, QML has just recently become
testable and simulatable at small-scales. Similarly, quantum
noise in these technologies has started to get much needed
attention. With our first exposure to hybrid quantum and

classical QML, researchers and scientist are converging to a
consensus that a quantum advantage in hybrid QML seems to
be very hard, if not infeasible. Consequently, the need to build
fully quantum datasets has become urgent. Moreover, barren
plateaus have been discovered in 2018 - relatively recently.
We are at the conjunction that the existing quantum computing
hardware enables meaningful research and deep learning, with
its immense success, has yielded critical algorithmic and theo-
retical advances, and unforeseen approaches and applications.
Now is the time to leverage relevant applicable ideas for QML.

If the success of deep learning can be repeated in QML,
then it is very difficult to even imagine or predict what we
could do. Likely, we do not know about some capabilities that
we would obtain with large-scale trainable QML.

E. Concluding Remarks

We presented our assessment of the challenges and oppor-
tunities for QML. We posit that this is the right time to invest
in QML to explore its potential and to see if it can achieve
the immense success of modern classical ML and DL.
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Challenge Quantum computing presents the alluring prospect of an exponential reduction in resources
in application areas as diverse as computational chemistry or linear algebra. Crucially, this is enabled by
the exponential state space of many-body quantum systems: Merely n qubits can explore and encode an
exponential number N = 2" of data items. Yet, any exponential advantage may shrink away in the face of
data loading. Loading N data items (eg. for preparing a general n-qubit state with N amplitudes) generally
requires at least O(2") gates and/or ancilla qubits, annihilating any exponential advantage.

To achieve favorable run-times with an exponential advantage, quantum algorithm proposals sometimes
invoke QRAM [1], which has a small circuit depth, i.e. run-time O(n). However, QRAM requires an exponen-
tial number of gates to be executed simultaneously on exponentially many ancillary qubits; the exponential
resource requirement is in space rather than time. Alternatively, QROM [2] does not have an exponen-
tial ancillary qubit requirement, but an exponential circuit depth. The select-swap network [3] allows an
interpolation between these regimes.

State preparation can be based on the data loading oracles mentioned above, or use other circuits im-
plicitly loading the data; those methods also incur exponential space-time complexity [4]. Trotterization
can be viewed as another implicit form of data loading; the cost increases with the number of data items
(coefficients in the Hamiltonian).

Strategies to reduce data loading are compressing and approximating the data:

Truncating a basis expansion Truncating small amplitudes in the computational basis results in small data
items close to 0 being ignored [5]. The Walsh basis is also cheap to prepare on a quantum computer
and can be used [6].

Factorizing and truncating In quantum chemistry, a popular route to compress the data has been factorizing
the Hamiltonian in different tensor factorizations, and then truncating an intermediate rank (see single
factorization [5], double factorization [7], tensor hypercontraction factorization [8]).

Polynomial approximation If the data follows an analytic function, it can be compressed by approximating
with a low-degree polynomial. Instead of loading the data, the polynomial can be implemented with
QSVT [9].

Compressing repeated values If the data has a symmetry or otherwise contains values that are repeated or
related to each other in a structured fashion, they only need to be loaded once [10], [11].

Neglecting small gates In a quantum circuit encoding the full data, rotation gates by small angles that are
close to the identity are removed [12].

Statistical loading Only part of the data is loaded in each shot of the circuit [13], [14].

Opportunity New research directions to reduce the overall cost of data loading include:

Other truncation bases Other bases like the Fourier basis are efficient to prepare on QPUs and could result
in stronger truncation.

Matriz-product states Tensor networks like matrix product states provide an efficient description for entan-
gled many-body quantum states. Efficient data loading circuits based on these techniques could be
developed.

Classical shadows Data readout has been accelerated by the powerful technique of classical shadows [15].
Related ideas for the inverse problem of data loading could be explored.

Classical-quantum changeover In hybrid quantum-classical algorithms, data readout and data loading occurs
at every changeover between classical and quantum information processing. The overall data loading
could be reduced by moving more computation from CPU to QPU.

For all directions, collaborations with experts from the subject areas could be fruitful. New software tools that

automatically transform input data to an efficient quantum circuit selecting various of the above strategies

could also be useful for the quantum computing community.

Assessment Reduced data loading should be evaluated from several perspectives:

Classical compute Preprocessing (like factorizations) and circuit synthesis can add significant classical cost.

Data loading oracle circuit length The QPU run-time for a single data loading oracle.

Repetitions of data loading oracle Due to the no-cloning theorem, if access to the data is required multiple
times in a single circuit, the data loading oracle must be repeated. For example, in quantum chemistry



the Hamiltonian is required in every iteration of quantum phase estimation, or in solving linear systems,
the matrix to be inverted is required in multiple steps. Then, data loading is not merely an additive
contribution to the algorithm’s complexity, but multiplicative, directly affecting the asymptotic cost.
Number of circuit runs Hybrid quantum-classical algorithms require multiple circuits, increasing the overall
data loading throughout execution of the algorithm.
Reasonable qubit requirement Ideally, circuits should be able to run on early fault-tolerant quantum com-
puters with a limited number of logical qubits.

Timeliness or maturity In the quest for exponential speedup in applications based on linear algebra
tasks, QRAM is often invoked as a necessary means to avoid the exponential run-time associated with data
loading. However, its exponential ancillary qubit requirement makes it unfeasible for early fault-tolerant
quantum computing devices with limited qubit count. As such, it is imperative to further study data loading
if an exponential speedup is hoped to persist in practice.

Dequantizations results [16] promise a classical exponential speed-up and rely on a non-standard classical
data access model, arguing that quantum advantage is related to quantum access to the data. Better
understanding and improvements in quantum data loading is paramount to understand any room for quantum
advantage [17].

Data loading’s sister problem is called data readout. If all amplitudes of an output state are required, ex-
ponentially expensive full-state tomography must be carried out. Recent breakthroughs on classical shadows
[15] indicate that for many observables, the cost can be reduced tremendously.

Data loading is a bottleneck even in quantum chemistry. For n orbitals, quantum computing allows
to perform the ground state energy calculation in the full 2” dimensional Hilbert space. While only a
polynomial number of data items O(n?) is required to specify the Hamiltonian, the data loading is still a
dominant contribution to the overall cost of the algorithm. Recent breakthroughs in quantum chemistry are
due to reduction in data loading, both in oracle circuit length and repetitions [5], [8].

Ultimately, to retain exponential quantum advantage, it might be necessary to conceive applications and
algorithms that do not require exponential data loading. Shor’s algorithm avoids this problem entirely be-
cause of its small input. In quantum chemistry, the Hamiltonian is polynomial in the number of orbitals. Can
we find useful applications of quantum linear algebra for “small data” rather than relying on an exponential
amount of data?
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Abstract—Semi-device-independent (semi-DI) quantum ran-
dom number generators (QRNGs) are gaining more awareness
more and more, presenting a high level of security with an
uncomplicated experimental requirement. In this paper, we study
a semi-DI protocol based on a minimum error rate of energy-alike
coherent states built on the prepare-and-measure scheme with a
straightforward experimental requirement where the measure-
ment device is untrusted. Furthermore, the security estimation
is based on lower bounding the guessing probability, which is
numerically optimized by utilizing semi-definite programming.
Finally, a comparison of different encoding and decoding schemes
is presented.

Index Terms—Quantum random number generator, Assurance
of quantum random number generators

I. INTRODUCTION

Owning high-quality and secure randomness is a necessary
step to initiate most of the cybersecurity protocols. The level
of security is subject to several theoretical and experimental
factors. Accordingly, it is essential to ensure that the random
numbers are generated securely to prevent illegal access and
obtain testable randomness. In general, random number gen-
erators can be classified into three main categories: pseudo-
random number generator (PRNG), hardware random number
generator (HRNG), and quantum random number generator
(QRNG). The PRNG and HRNG are based on deterministic
phenomena making them predictable. At the same time, ran-
domness is a fundamental feature of quantum mechanics that
originated from its probabilistic nature. Relying on the level
of assumptions and experimental conditions, QRNGs can be
divided into three sub-groups: device-dependent (DD), semi-
device-independent (semi-DI), and device-independent (DI)
QRNG. DD QRNGs are easy to implement and performant,
while dishonest producers, imperfections, or any deviation
from the ideal situation can compromise security. On the
other hand, DI QRNGs offer the highest security, but the
experimental realization of DI protocol is very challenging,
causing them to be less practical. Semi-DI protocols, however,
present an excellent trade-off between security and practicality,
making them a perfect candidate for practical uses.

II. PROTOCOL

This semi-DI protocol is based on the prepare-and-measure
scheme where the preparation device is partially trusted,
inspecting the single condition of the protocol, which is trans-
mitting energy-alike states. On the other hand, no requirement

is assumed on the measurement device, and it can be treated
as a black box.

We consider the simplest encoding technique, binary state
preparation, two coherent states represented by two circles in
Fig. 1 (A), guaranteeing the states have similar energy; in this
case, we can also bind the states’ energy to be a-close to the
vacuum state, discrimination of such states always comes with
an error, see Fig. 1 (B). Basically, the state’s indistinguisha-
bility detection imposes a minimal rate of unresolved events,
namely error probability P, > 1 — /1 — 2, where § is the
scalar product of the states (6 = (t;|t/;)). As shown in Fig. 1
(B), the error probability is maximum when the states overlap
is equal to one (1 = 0), and it decreases with increasing the
energy of the states. Otherwise stated, the ambiguity in states
discrimination increase when the state’s energy decreases; the
closer to the vacuum state, the more ambiguity. Note that the
states” energy cannot drop to zero as the system becomes
single-choice, transmitting vacuum states all the time. The
same reasoning applies to more inputs; as long as the state
has the energy-alike constraint, the measurement comes with
an error.

Suppose that the source takes an input i, chosen inde-
pendently from the source and the detector, and prepares
a physical system in one of the possible quantum states.
Later, transmitted to the measurement part, where a detector,
which could be either in the continuous or discrete variable
domains, e.g., single-photon detector, homodyne, or hetero-
dyne detector, returns an output string o. Randomness can
be certified by analysing the input-output probabilities p (i|o),
given that the states obey the energy-alike constraint. As
shown in [1,7,8,9], specific input-output correlations indicate
genuine quantum randomness in the sense that the device’s
output cannot be perfectly predicted, whatever the underlying
quantum representation cause it. In spirit, this is comparable
to the violation of Bell inequalities which witness genuine
randomness independently of the devices’ implementation.
Owning the measurement outcomes together with the inserted
values to the preparation box, we can compute the input-output
correlation p (o|i):

ploli)y = p(N) (@7 [I3]v7) M
A
where p? are the propagated states, \ represents the possible

strategies of an attacker, and Hi‘ are the POVM determining
the measurement method. The conditional min-entropy (CME)
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Fig. 1. (A): Schematic representation of coherent state with overlap, the dashed and dotted green and orange lines show the distribution of the states over X.
(B): The detection error probability as a function of mean-photon number (u) of states (u = \a|2).

is employed to estimate the system’s entropy, put it differently,
CME calculates the quantity of extractable genuine random-

ness which reads:
m—1

ZpZZp,\max{ Z Tr
(2

p; is the probability of transmitting ¢, while A is arbitrary,
Pyyess 1s the guessing probability, which is the probability
that an attacker can guess the outcome, given the input.
Pyycss should be optimized over all possible measurement and
preparation strategies, making it complicated to be solved an-
alytically. Following the approach presented in [2,3,4,5,6], we
use a numerical tool (semi-definite programming) to solve the
optimization problem and estimate the amount of extractable
randomness.

Hmin = IOgQ

quess

III. PREPARATION AND MEASUREMENT

The preparation device transmits quantum states with lim-
ited energy; this constraint can be seen in the context of
energy-bound or overlap assumptions depending on the user’s
choice. The energy bound is a tighter bound which imposes
an inevitable overlap of the prepared states. In any case, the
source can be a weak coherent source or a time-bin single-
photon source as long as the experiment energy-alike condition
is satisfied.

Here we demonstrate the phase encoding scheme exploiting
a weak coherent light, meaning that the states are encoded
based on their phase. This provides the possibility to increase
the number of inputs straightforwardly, as shown in Fig. 2
(A); infinite possible states can be encoded in this way, while
the states are located within limits, dashed circle. On the
measurement side, in general, any scheme can be employed;
here, we study heterodyne detection as it gives information
on both light field quadratures simultaneously, enabling track-
ing the states’ phase. The heterodyne detection describes

the probability density of getting detection proportional to
% from an optimal simultaneous measurement of field
quadratures X and P. This kind of measurement is undoubtedly
non-ideal, considering that the field quadratures X and P do

H }not commute. The heterodyne detection corresponding POVM

reads;

I (zy) = |8) (Bl 3)
Where |3) is the coherent state with complex amplitude §.
Having the POVM, we can compute the conditional probabil-
ities:

“

pla) =

1/n / [ {alB) 2 dB?

Fig. 2(B) represents the conditional min-entropy as a function
of the number of outcomes for the heterodyne detector for
binary and ternary encoding schemes. As shown, the entropy
improvement for the binary case, even for higher outcomes, is
negligible, but for the ternary case, the gain is more evident.

Note that increasing the number of outcomes can be done
in the post-processing stage without touching the actual ex-
perimental setup. Indicating that more randomness can be
extracted from the same optical device only by changing the
data processing stage.

IV. CONCLUSION

In conclusion, this paper studies a semi-DI QRNG with
various encoding and decoding schemes, particularly phase
encoding and heterodyne detection schemes were investigated
in detail. It is shown that by increasing the number of
inputs and outcomes, the extractable randomness increases
accordingly, meaning more accessible randomness needles for
changing any experimental component.
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Fig. 2. (A): Encoding technique using weak coherent phase; in this way, one
can generate infinite inputs using different phases to encode the states. The
central dashed circle represents the experiment constraint, and the two dotted
lines exemplify the binary phase keying scheme. (B): The conditional min-
entropy as a function of the number of outcomes for heterodyne detection
with binary and ternary phase shift keying encoding schemes.
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1 CHALLENGE Topic: Compilation; Error Correction and Mitigation;

Fully fault-tolerant quantum computation will take a significant amount of resources. Therefore, one of the current focuses
in quantum computation is to establish the utility of small-scale, error-prone, or “noisy intermediate-scale quantum”
(NISQ), machines. In NISQ machines, the application of quantum gates, as well as measurement operations, can introduce
errors. Further, the amount of time a qubit register can maintain its state (coherence time) is short. So, to enable progress
in quantum computation, there are two challenges: (i) develop strategies at various levels of abstraction to increase the
noise resilience of the quantum circuits in NISQ Machines, (ii) develop the resource-efficient design of quantum circuits
that can have applications from NISQ to Fault-tolerant quantum computation. With the ultimate goal of enabling practical
applications of quantum computing, there is a need to develop new circuit-level techniques and design automation tools
for mitigating errors and optimizing the use of computational resources in quantum circuits.

2 OPPORTUNITY

Approximate computing is a novel computing paradigm that produces imprecise results by relaxing the need for fully
precise or completely deterministic operations; such error-tolerant applications include multimedia, data mining, and image
processing [1]. Approximate computing often utilizes statistical properties of data and algorithms to trade away quality
for improvements in other figures of merit (such as energy, area and power reduction in classical computing). In quantum
computing, approximate computing can trade circuit accuracy to optimize other parameters such as noise fidelity, quantum
depth, and resource utilization. This approach is particularly useful in applications domains of quantum computing where
exact results are not required, such as machine learning, signal processing, and image processing. Among quantum circuits,
quantum arithmetic circuits serve as the building blocks for complex applications. Creating their approximate libraries can
be particularly helpful in error-tolerant applications such as quantum image processing and quantum machine learning.
Also, there is a need for design automation tools that can produce: (i) approximate quantum circuits that achieve higher
accuracy than the baseline circuit when executed on NISQ machines, (ii) approximate quantum circuits that are resource
efficient compared to the baseline circuit when executing on Fault-tolerant quantum machines. Table I provide details of the
characteristics and implementation of several approximate circuit design techniques. It contains the name of the method, a
reference to the work the technique was introduced in, and a description of the technique.

Nature-inspired algorithms, many of which are inherently approximate, are already very common in quantum synthesis,
due to their adaptability and tendency to find good solutions to complex problems. These algorithms have also been
applied to great effect in approximate synthesis applications [2], [3]. Existing works in this direction are still only able to
handle relatively small problems, and the scalability of these algorithms is generally not well-characterized (although it is
generally expected to be exponential in the number of qubits). Further, error-aware design takes into account the error rate
of underlying hardware when designing and laying out a quantum circuit. This is a useful design methodology for NISQ
design in general but is particularly beneficial for noise-resilient approximate design. Unfortunately, this methodology is
still in its infancy, but existing work has shown very promising results [4].

Further, the development of standardized quantum libraries for approximate math functions will help domain science
experts to experiment and develop new noise-resilient and resource optimized quantum simulation algorithms and
applications. Recently, five designs of approximate quantum adders designed to reduce depth while making them noise-
resilient at the same time are proposed. For various noise models compared to exact designs of quantum ripple carry adder,
the approximate quantum adders have improved fidelity ranging from 8.34% to 219.22% [5]. Creating these approximate
math libraries of all arithmetic and scientific functions can be particularly helpful in error-tolerant applications such as
quantum image processing and quantum machine learning.

There is an opportunity to advance quantum approximate circuit design by developing new design methods and
tools able to generate good results for large circuits. As an example, the Tree-based Directed Acyclic Graph (TDAG) [6]
partitioning for quantum circuits, a novel quantum circuit partitioning method that partitions circuits by viewing them as
a series of binary trees and selecting the tree containing the most gates is a step in this direction. Novel nature-inspired
algorithms should be invented and applied to address the increasing size of quantum circuits and to succeed in producing



TABLE 1: Quantum Approximate Circuit Design Techniques

Name/Method | Reference | Approximation Technique

QUEST [2] Partition circuit into blocks, perform approximate synthesis on each block, combine
approximate blocks using simulated annealing to form many dissimilar approximations

QAQC [3] Determine circuit structure using simulated annealing, find gate parameters using a

gradient-based or one of two gradient-free methods with a Hilbert-Schmidt test; for
large circuits, use an ansatz to determine circuit structure to avoid the large structure
search space, use a localized variant of the Hilbert-Schmidt test which is more stable for
large circuits

Optimization via Energy Minimiza- [7] An ansatz forms the structure of the circuit, and a constant input value has been

tion provided; use energy minimization to determine the parameter values for the ansatz,
use the “lure” method to iteratively produce a series of mappings which satisfy the
requirements

MPS Approximation [8] Given a target matrix product state and a fixed circuit structure, set the parameters in
the circuit using gradient descent with a localized error function

NACL 14] Given a cost function based on the circuit specification and a noisy simulation of the

target hardware, produce an approximate circuit which minimizes the cost function,
including the effect of hardware noise

circuit structures where other methods fail. Further, the integration of error awareness into approximate circuit design has
the potential to improve the circuit performance on NISQ machines by directly focusing on result fidelity.

3 ASSESSMENT

The following metrics can be used to assess the reliability of the proposed quantum approximate circuits: (1) Fidelity: The
fidelity computes the closeness of the two quantum states. Fidelity equal to 1 means that two states are equal. An increase in
noise reduces the fidelity because there is a deviation in the actual output. Therefore, the higher the fidelity of a quantum
circuit, it is better in terms of reliability. (2) Probability of Successful trial (PST): PST evaluates the reliability of NISQ
applications by computing the ratio of the number of error-free trials to the total number of trials. PST metric is widely
used as evident from the existing works. (3) Inference Strength (IST): IST evaluates the ratio of the frequency of error-free
output to the number of most frequently occurring erroneous output. If IST > 1, the system will infer the output as correct
otherwise the incorrect answer(s) will dominate the correct answer. Further, we can measure the impact of introducing
approximation on the accuracy of the quantum application by using the error metric of Normalized Mean Error Deviation
(NMED). NMED is calculated by taking the mean of the absolute error deviation divided by the theoretical maximum
value for the given input set. A figure of merit called Quantum State Fidelity Ratio (QSFR) [9] to measure the closeness
of the correct output to the top output is also proposed recently. QSFR quantifies the degree of improvement needed to
advance the intended output to the top position. In addition, circuit approximations can be evaluated using Total Variation
Distance (TVD) and the Jensen-Shannon Divergence (JSD).

Resource cost measures that can be used in evaluating quantum approximate circuits include but are not limited to the
number of qubits, the number of gates, the depth that is the maximum number of gate layers in a quantum circuit, etc.

4 TIMELINESS

In the current stage of quantum computing, we have quantum hardware that scales better but with persistent noise issues.
More qubits open the field of quantum computing to more applications. As more applications utilize quantum computers,
noise fidelity gains priority. Approximate computing can be a promising way forward to increase noise fidelity, as it
reduces depth together with complex dependencies among qubits. Resulting in quantum approximate circuits showing
greater flexibility to physical layout. As approximate computing inherently introduces some error, it is suitable to enable
inherently error-tolerant quantum applications. Quantum approximate computing is uniquely useful for NISQ applications
since it improves accuracy by reducing resource usage and improving speed. When fault-tolerant quantum computers are
ready to be deployed, the quantum approximate design will remain useful as they can be used to save quantum resources
and improve depth (timing/delay).
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Topic: Algorithm and Models

Challenge: Quantum Artificial Intelligence (QAI) is a rapidly growing area with both theoretical and
empirical quantum advantages. However, QAI has not been considered the privacy aspect of QAI much.
Here are use cases for secure Quantum Al:

e Biomedical Applications Modern AI/ML techniques provide a suitable toolset for analyzing large
volumes of medical data including medical images and electronic health records (EHR). The security of
these sensitive data is of the highest priority. Quantum enhanced AI/ML techniques can be applied to
institutes such as Veterans Affairs (VA) and the National Institute of Health (NIH) where a significant
amount of data is stored and yet to be analyzed.

e Smart Grid The rapidly increasing intermittent, undispatchable renewables and electrification of
transportation, building, etc. poses a great threat to the reliability, security, and stability of the
power grid. Situational awareness becomes increasingly critical to power operation and control, calling
for innovative data-driven and Al applications such as state estimation, prediction of grid dynamic
trajectories and stability, and data-driven modeling and control strategies while preserving the privacy
of data of different utility owners. QPPAI can provide a promising solution to such applications.

e User Facilities Some user facilities such as National Synchrotron Light Source (NSLS-II) and Center
for Functional Nanomaterials (CFN) provide significant help in designing novel materials. The process
of a large volume of high-resolution images poses great challenges to classical computing. Quantum
computing is a promising technology to provide high-throughput analytics for these valuable data.
However, certain users rely on these facilities to develop advanced and proprietary materials, which
should be protected as trade secrets and not disclosed to unauthorized third-party.

e Nuclear Safeguard The nuclear facilities in each country need to be inspected regularly and nuclear
safeguard data is important to build automated safeguard application but each country has different
policy and data sharing are often not recommended. Pooling such safeguard data together could help
us to build more powerful and secure nuclear safeguard Al models using quantum computing.

One of the common features of these successful ML models is that they are data-driven, from biomedical image
analysis to nuclear safety AI models and high-resolution images in material science. To build a successful
machine learning model a huge amount of data is required. Although there are several public datasets for
research purposes, most advanced and personalized models largely depend on the collected data from the
edge and IoT devices, such as mobile phones and other personal/commercial data (e.g., medical records,
browsing habits, images from proprietary synthesized materials, nuclear power plant operations and etc).
For example, ML/DL also succeeds in the field of medical imaging, speech recognition, autonomous vehicles,
etc. These fields rely critically on the massive dataset collected from the population and these data should not
be accessed by unauthorized third-party. With the rapidly growing field of quantum AI/ML technologies, we
expect these emerging techniques to be employed in various biomedical, scientific, commercial, and nuclear
security scenarios which largely depend on private or sensitive datasets. There are three major challenges
to guiding secure quantum Al:

e Ensuring no physical data sharing while training with all available data. Modern machine
learning models heavily rely on massive datasets, which inevitably contain personal or sensitive infor-
mation. For utilization of QAI with existing cloud-based quantum computers, it is desirable to train
AT models without sharing users’ personal or sensitive data in quantum computers.

e Secure data communication and storage. The widely used channel to exchange data with the
cloud service could be compromised, leading to the leakage of high-value personal or commercial data.
Even if a communication channel can be secured, cloud service providers contain potential risks as
malicious adversaries can potentially infiltrate computing infrastructures.

e Ensuring privacy from the trained model. Keeping private data is not enough. The adversaries
can still deduce a single data entry by attacking the trained model. It is therefore urgent to build



models immune to such attacks. Omne of the difficulties of such privacy-preserving optimization is
that it usually affects the model performance. It is still unknown to what extent such optimization
procedures would affect QML models and whether there are actually quantum advantages.

Opportunity: We propose mainly three research directions to cope with the aforementioned quantum
secure computing challenges:

e Quantum Federated Learning (QFL): QFL [1] is the computational framework consisting of an
array of quantum computers connected together to solve the problem of interest. The main feature
of QFL is that the data is kept in one quantum computer but not shared with others. The potential
research direction is to study an efficient way to distribute the computational load among different
quantum computing machines, each with heterogeneous computing capabilities and data repositories.
In addition, the method for efficient model aggregation with both classical and quantum network are
of high interest.

e Secure Quantum Multi-Party Computation: Homomorphic Encryption (HE) allows computa-
tion under encrypted data while the results of computation remain encrypted [2]. Secure Quantum
Multi-party computation provides secure protocols for the communication and computing between
multiple quantum computers. In particular, how to securely communicate data between multiple and
decentralized classical and quantum computers are of high interest as in the near-term, the hybrid
quantum-classical paradigm will play a major role in the quantum computing community. This con-
cept is to be integrated with our proposed quantum federated learning.

e Quantum Differential Privacy (QDP): Differential Privacy (DP) [3] ensures each individual data
leakage from the trained model and we propose the quantum version of DP for Al models, so that the
trained model would not be attacked. Promising research directions include the efficient optimization
algorithms for such quantum-DP models as well as the aggregation methods for distributed quantum-
DP training. In general, DP training will degrade model performance and therefore it is an interesting
research direction to investigate whether the quantum advantage suppresses DP training loss or not.

We expect the combination of these three techniques would greatly boost the security, scalability and relia-
bility of the QML application on NISQ machines and beyond.
Assessment: We identify the following metrics to quantify success and evaluate potential solutions.

e What are the quantum advantages and overheads of quantum federated learning over classical federated
learning?

e Can a quantum differential privacy trained Al model be equipped with a better probabilistic privacy
guarantee than the classical one with the same level of accuracy?

e Can data be encoded into quantum subsystems in a way to avoid privacy risks (e.g., using Machine
Unlearning [4])?

Probing the potential of quantum advantages over classical PPAI is essential. Under general application,
the improvement of security protocol and resilience during the privacy attack is a key assessment criterion.

Timeliness or maturity: With the advancement of quantum internet, quantum sensing technologies,
and rapidly growing logical qubits, the quantum research community is advised to commence on QPPAI
investigation as the privacy is one of the stumbling blocks of the actual deployment of QAT applications.
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1 Introduction

Quantum networks are at the forefront of scientific research with promising applications in secure com-
munications, advanced computing, and sensing. One of the major challenges of co-designing a scalable
and multi-purpose quantum network is to reversibly map quantum information between stationary qubits
(typically matter) and flying qubits (those that traverse fiber or free-space channels), or between flying
qubits (when using photons with different encoding schemes). Furthermore, it also requires the mapping
of qubits between photons of different energies, a closely related task. Moreover, photons must be indis-
tinguishable in their degrees of freedom to interfere, which is the necessary requirement to create remote
entanglement. Quantum frequency conversion (QFC) is an essential resource to solve this problem by
enabling the conversion of photons between different frequencies while, if performed in an efficient and
noise-less fashion, preserving the quantum state of the original photons. We argue that QFC is a key
technology to enable communication between multiple qubit platforms, effectively enabling heterogeneous
distributed quantum computing and sensing.

A typical approach for QFC [1] uses parametric wave mixing based on x® and x® optical nonlinear-
ities in solid-state crystals and fibers. This approach is compatible with a variety of wavelengths, allows
broadband conversion, operates at room temperature, and does not suffer from strong noise processes
introduced by near-resonant transitions, cf. four-wave mixing in atomic ensembles [4]. This approach
requires combining a strong classical pump with the input photon both to bridge the frequency gap and
permit efficient conversion. However, the strong optical pump may generate undesired noise photons
due to far off-resonant interactions and photon emission due to additional nonlinear interactions with
the pump (see Challenge below). To mitigate the noise, an alternative, yet closely related, approach to
perform the frequency conversion involves creating entangled photons with the pump and performing
quantum teleportation of the photonic qubits. However, this process is somewhat inefficient due to low
probability of entanglement creation. These trade-offs must be considered, and optimized for, to operate
the quantum network for a particular application (see Opportunity below).

2 Challenge

Although there has been significant efforts in the research community to develop QFC technologies, an
efficient, low-noise QFC interface has not been developed. Efficient conversion requires careful control
of the impact of material dispersion on the relevant photon fields, and thus QFC has been explored
in a variety of materials including KTP, BBO, and LiNbQO3. Cavity and waveguide based approaches
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have been considered to enhance the QFC conversion efficiency, as well as the possibility to engineer the
phase matching using polarization matching and periodic poling. Further challenges involve efficiently
interfacing the converter with the channel and matter qubits. Yet, the ultimate goal of realizing efficient
conversion of a photon into a particular spatio-temporal mode without additional noise is still outstanding.
Until now, efforts have focused on optimizing over an ensemble of certain parameters [2] like internal
conversion efficiency, fibre coupling to the waveguides, mode properties of frequency-converted photons,
and noise rates. However, research needs to be pursued towards optimization of figures of merit that
enable an heterogeneous quantum network.

3 Opportunity and Assessment

A survey of the research community and relevant industry partners must be performed to identify the
most relevant approaches for QFC towards the development of quantum networks. In particular the
QFC approach must be optimized for the overall functioning of the network, which involves taking into
account specific protocol designs and functionalities, flying and stationary qubit properties including
hardware specifics, detectors, and use-cases e.g. direct vs teleportation-based conversion. Realization of
the needed QFC will require extensive technical engineering advancements such as efficient device design,
high-quality crystal or fiber growth, high efficiency fiber coupling and miniaturization of devices [3]. This
requires collaborations from all the key research and relevant industry partners. Successful collaboration
will be able to deliver theory-guided QFC hardware for each of the targeted conversions.

The assessment of quantum frequency conversion (QFC) devices involves evaluating several critical pa-
rameters, including conversion efficiency, noise introduced, compactness, ease of integration, and resource
requirements. High conversion efficiency is desirable to minimize the loss of photons during conversion,
and noise must be minimized to maintain the fidelity of quantum communication protocols. Compactness
and ease of integration are important to reduce the size of the overall system and enable integration with
other quantum technologies. Resource requirements such as power consumption, cooling, and mainte-
nance should also be considered to ensure practicality and scalability. By evaluating these parameters,
researchers can identify promising QFC devices for further development and advancement towards the
widespread adoption of QFC technologies.

4 Timeliness or Maturity

The timeliness of QFC research and development is significant, as it is an essential resource needed for
the co-design of a multi-purpose quantum network. As quantum networks continue to gain attention
and funding, there is an increasing demand for QFC devices that can efficiently convert photons between
different frequencies while preserving their quantum state. Continued research and collaboration between
academia and industry will be essential for realizing this potential and bringing QFC devices to market.
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Topic: Quantum Networks Applications & Quantum Internet Stack

1. Challenge: Define classical applications than can benefit from quantum communication.

Quantum Networking and Computing are perceived as futuristic technologies with commercial adoption
and use-cases expected beyond the 5-year horizon. While that holds true for several topics that fall within
the scope of quantum computing and networking, there are many applications of quantum networks that
could be attainable in the short term. These short term applications can be developed using classical
computers assisted by quantum network connections. Within this context, quantum communication
attributes can enable new classes of applications, as well as simplify the operation and logistics of existing
applications. Our hypothesis is that several such quantum-network-assisted applications exist, and a
concerted effort is necessary to further identify, develop, and demonstrate such applications.

Among the unique attributes of quantum networks, that quantum network-assisted applications can
benefit from, we list: (i) Unbreakable Security, which is based on quantum principles such as
superposition, entanglement, and non-cloning, enabling the generation of secure keys, usable in one-time
pad or symmetric encryption, (ii) True randomness, which is used in many quantum communication
protocols to generate quantum-certified streams of random numbers and qubits and provides the
possibility to be used in distributed Monte Carlo simulations, and (iii) 7eleportation-Assisted Wide Area
Connectivity, which is established by distributing multipartite entangled states across many nodes, and
can be used to drive teleportation events servicing links between classical computers.

To benefit from these quantum attributes in conjunction with current communication networks, a few key
challenges must be overcome, such as: (1) Slow Speed of Quantum: current quantum-protected key
generation and entanglement distribution schemes can achieve rates of a few MHz, which must be
matched to operate together with classical services that operate at GHz speeds, (2) Denial of Service for
Quantum: quantum data flow can be disrupted by a variety of attacks, including blinding and noise
addition, which must be mitigated to be part of larger and more reliable classical communication services,
and (3) Infrastructure Requirements for Quantum: quantum communication hardware is restricted in the
short-term to sites having large laboratory facilities, thus, it is imperative to explore the deployment of
quantum equipment in communication data centers, to facilitate coexistence and parallel operation with
classical optical networks.

2. Opportunity: Using the the socket layer abstractions together with quantum attributes.

We believe that these challenges must be addressed by bringing together a cross-disciplinary set of
researchers. To date, the focus of quantum networks has been on the development of the physical layer.
While that effort should continue and has made substantial progress, building a suite of practical
applications that exist on the upper layers of the quantum network protocol stack will require additional
efforts from networking software engineers, as well as computer science theorists and programming
language experts. Along these lines, there exists a need to assess and define new network abstractions that
by design include quantum communication attributes as a part of the operation of classical networks.
These abstractions can be envisioned in three different configurations: (i) a system interconnecting
multiple classical computers using in-network quantum attributes, (ii) a quantum internet network
interconnecting multiple quantum computers, and (iii) a hybrid quantum/classical network
interconnecting a mixture of classical and quantum computers. Among the applications that can be built
from these abstractions, we mention distributed quantum computing and blind quantum computing as
known perspective applications of (ii) and (iii). However, due to the lack of scalable operational quantum



computers, these applications remain on the long-term horizon. Nonetheless, we see a clear opportunity to
develop (i), by using the socket layer model, including the verifiable byte stream, unreliable datagram,

and secure socket abstractions, in combination with the quantum network attributes described above.
Quantum Network Assisted Applications

In this configuration, a possible set of

abstractions %s shown iﬁ the diagram | App 1 | l App 2 | | App 3 | I App 4 |
on the right. Here, quantum channels @?@@ T
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and classical communication packets. | Quantum-Aware Overlay |
We envision a quantum-aware  Random Bit Stream Message Bit-pipe
overlay, created as an abstraction on 10001101000101011] T E ooorto tooo10
top of these channels, which can | Quantum Streams | | Classical |

combine quantum-secure keys and
PQC techniques to offer secure communications or just take advantage of the true randomness of the
quantum streams to provide truly random numbers to applications on the network [1-2]. Quantum-assisted
software applications can then be written atop this abstraction.

3. Assessment: Development and demonstration of quantum-network-assisted applications.

Success would entail successful development and demonstrations of quantum-network-assisted
applications running on hybrid classical/quantum networks. Among the applications that can benefit from
the abstractions defined above, we envision enterprise applications running atop a messaging protocol or
an Enterprise Service Bus, large scale Monte Carlo simulations, parallelized Las Vegas algorithms,
probabilistic machine learning approaches, and genetic algorithms, as well as enhanced security
mechanisms such as moving target defense, and enhanced optimization methods. Additionally, this
abstraction can also be useful to implement more advanced applications, such as quantum secure direct
communication [3] and secure optical communication using quantum alarms [4]. These applications can
find first use-cases and short-term practical use in ensuring security of several energy delivery sites that
need to provide a public facing presence. These sites may need to exchange confidential information with
each other, while also avoiding attacks from malicious insider attacks from within or externally.

4. Timeliness/maturity: evaluation of improvement/advantage with respect to classical networks.
Qubits streams and entanglement distribution are at an early stage of development for long-distance
operation. However, first generation quantum networking systems are ready to begin integration with
software systems running over classical computers. Maturity of such novel systems must be evaluated
using empirical or theoretical analysis of why the approach assisted by quantum networks is better than
the approach using only classical networks. The improvement/advantage may be measured in terms of
metrics such as application latency, application throughput, or application ease of deployment.
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Topic: algorithms—classical algorithms and software systems to simulate quantum computers and net-
works, including tensor network and Monte Carlo simulations.

Challenge: As remarked in the pre-workshop report!, quantum computers (QCs) are expected to vi-
olate the strong Church-Turing thesis? and hence have the potential to outperform any classical com-
puters by using exponentially fewer resources. In general, the exponential cost makes simulating QCs
a formidable task with today’s classical computers. For example, using 1 byte (B) (so-called 8-bit mini
float) for each matrix element of a 40-qubit quantum state vector, the memory cost alone would be com-
parable to 2*°B~1TB, the typical size of data used to train large language models (LLMs). In addition
to this exponential wall, the larger the system is, the higher precision the matrix elements need to be
represented in computation to obtain the correct final answer—resulting in the insurmountable com-
puting cost referred as Van Vleck catastrophy®. Nevertheless, if the problem instances and quantum
processes executed on QCs have certain structures that can be exploited, such as constrained entangle-
ment growth and/or conserved symmetries, they are simulatable with realistically available classical
resources measured in terms of the length of compute time, the amount of memory, and the number
of processor units (CPUs, GPUs, TPUs, etc.). How to make the best use of the classical resources to
simulate these structured problems on QCs at a nontrivial scale as large as possible, remains a great
challenge. Conquering this Herculean task* is invaluable to the design, characterization, and verifi-
cation of quantum hardware and to empirical prototyping and evaluation of quantum algorithms and
protocols implemented on the hardware.

Opportunity: To illustrate the exploitation of problem structure for efficient algorithm and compu-
tation, consider the elementary problem of summing the arithmetic progression Y.}_; k = n(1+n)/2.
Directly adding each term one by one has O(n) complexity while the sum formula on the right has
O(1) complexity. The structure of this problem is the symmetry of the series: when all terms are plot-
ted as dots along the real axis, they form a lattice with inversion symmetry with respect to the center,
a property that can be used to derive the O(1)-complexity sum formula. We believe that exploring and
exploiting the problem structure is the guiding principle of opening new opportunities for simulating
QCs. For the problem of simulating quantum circuits executed on large QCs (> 100 qubits), currently,
the only viable methods are matrix product state (MPS) simulator based on tensor network (TN) and
stabilizer simulator: the former exploits the confined entanglement in space and the latter stabilizer
group symmetry. On the other hand, simulating quantum dynamics described by general quantum cir-
cuits with minimal bias (less approximation) and manageable resource is still a hard problem for these
simulators or any others. Finally, simulations of noisy quantum circuits are especially expensive, as they
require simulating or sampling from a density matrix (a difficulty also appears in simulating quantum
dynamics), with resource costs that significantly exceed similar simulations of noiseless circuits. How-
ever, to assess progress, evaluate performance, and understand behaviors of modern quantum devices
and algorithms with tens and hundreds of qubits, we must find ways to model and simulate large, noisy
quantum circuits.

Assessment: A performant classical algorithm to simulate quantum dynamics should scale well in
space (memory cost) and time complexities. Even though there have been efforts to mitigate the mem-
ory issues by parallel programming with smart memory allocation in a high-performance environment,
better algorithm development is still needed to remove problems such as proper basis truncation in the
history of time evolution to avoid keeping track of wave amplitudes at all times, which is the current
bottleneck for the approach. In addition, handling mixed states in the simulation is necessary for in-
cluding thermal and environmental decoherence effects. A possibility is to adapt the quantum trajec-
tory approach>® that has been proven equivalent to the density-matrix approach and can incorporate



fast quantum noise and the collapse of the quantum state into other states to different environments
through measurement.

Although tensor-network simulations have been used for example in laptop simulations of random
circuits like the quantum supremacy experiments, with comparable fidelity to those experiments’, the
fidelity metric that is used to truncate these tensor networks does not have a straightforward relation-
ship to computationally expensive noise models that are typically used to characterize devices and al-
gorithm performance. Thus, tensor-network simulations need to be able to address the influence of
noise models on the effects of tensor-network truncation. This could provide a way to capture realistic
features of near-term quantum circuits, such as limited entanglement and exploration of Hilbert space,
in a way that benefits from the noise in these devices rather than being hindered by the typical expense
of noise modeling.

Timeliness or maturity: With the rapid hardware development of GPU/TPU®® based technologies
due to AI and data science, classical simulation for quantum computing can be pushed to a different
level after a decade of accelerated progress in computer technologies. With potential advances in adap-
tive basis truncation techniques and technology upgrades for the state-vector simulation, we believe the
classical simulation can become a respectful partner for quantum computing at an intermediate scale
to address quantum computing issues in the NISQ era and beyond, such as understanding performance
and limitations of current and future quantum computers.
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Charge transfer and exciton migration in electronics and photonics play a critical role in their
performance regarding energy harvesting and conversion efficiency [1-3]. Computer simulations
of these quantum dynamical processes can provide atomic level description and fine time
resolution that are not always accessible through experiments [4,5]. As the quantum particles and
excitations are embedded in a thermal bath, their accurate descriptions require the approaches of
open quantum systems [6]. Although important progress has been made in developing classical
algorithms for simulating such processes [7-9], the simulations on classical computers remain
resource intensive due to the delocalized nature of quantum mechanics. Quantum computers, on
the other hand, are naturally suited for quantum simulations. Therefore, it is beneficial to
investigate the potential quantum speedup of using quantum computers to simulate open quantum
system dynamics that underlies the fundamental process of many energy materials.

Challenge: Although there are approximate algorithms for the quantum computer simulation of
open quantum system dynamics, such as using the Kraus operators for the Lindblad equation,
numerically exact quantum algorithms for such simulations have not been developed. There are
known classical algorithms that can produce numerically exact results, such as quasi-adiabatic path
integral (QUAPI) [7], hierarchical equation of motion (HEOM) [8], and multi-configurational
time-dependent Hartree (MCTDH) [9], but how much they can be adapted to implement on a
quantum machine is unknown. In addition, the open quantum systems evolve under non-unitary
operations. What are the feasible mathematical methods to convert non-unitary operators into
unitary ones is an open question. Specially, the question to which scheme can lead to hardware
efficient quantum circuits remains to be answered. A follow-up question would be how to use
measurement to retrieve the relevant information related to the non-unitary operation after it is
encoded in the unitary one.

Opportunity: As we are seeking practical applications of quantum computing, quantum computer
simulation of open quantum systems remains an important area of investigation. Fundamentally,
a quantum computer naturally eliminates the exponential scaling problem on a classical computer.
Although there has not been a quantum counterpart of the successful classical algorithm outlined
in the challenge, the classical algorithms can serve as starting points to build the quantum algorithm.
In addition, the successful quantum algorithms applied to other areas such as variational quantum
circuit [10], imaginary time evolution [11], and quantum signal processing [12] might be adapted
and retooled for open quantum systems. There are great opportunities for interdisciplinary
involvement in this endeavor of algorithm development, engaging mathematicians and computer
scientists to prove the complexity of the problem and the degree of the quantum speedup. It also
invites the codesign process between the hardware and software team.

Assessment: The success of the quantum algorithm will be capable of addressing important
dynamical properties of open quantum systems such as the non-Markovian process and finite



temperature effect. The successful algorithm will also take consideration of the symmetry in the
system and produce hardware efficient quantum circuit that can be implemented on the NISQ
devices. It will not have significant classical overhead. Gate counts and circuit depth are important
metrics for a successful algorithm. The quantum speedup can be assessed based on the query model
and the gate model.

Timeliness or maturity: With the number of qubits on quantum computers grow each year, it is
the time to utilize the large dimension Hilbert space these qubits can provide to simulate open
quantum systems. With inspirations from the algorithm development in neighboring fields,
numerically exact quantum algorithm for simulating open quantum systems can be developed. The
algorithm will have the capacity to treat multi-level and multi-site dynamics directly relevant to
charge transfer processes in semiconducting devices and exciton migration in light harvesting
complexes. Capable of conducting classically intractable simulations, quantum computers will
offer critical insight into the functional mechanisms of the energy materials and inspire the rational
design.
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Topic: We propose a new paradigm of the design and programming of quantum algorithms based on the ab-
straction of Hamiltonian evolution, rather than the conventional quantum circuit model. Circuit-based digital
abstraction has been successful in scaling up the design and implementation of modern classical computing
chips, however, under the condition of the abundance of computing resources where correctness becomes
a major issue for scalability. However, the limitation of computing resources is a major bottleneck for quan-
tum computing in the near future. The current compilation pipeline from circuit-based quantum algorithms to
pulse-level implementation on quantum hardware often incurs huge overheads. Moreover, the circuit abstrac-
tion also ignores the low-level but native programmability of underlying quantum physical devices and hence
fails to fully leverage them. On the other side, quantum Hamiltonian evolution is a native abstraction for both
low-level hardware control (programming and compilations) and many high-level applications (algorithms).

Thus, we propose to use quantum Hamiltonian evolution as the central object in end-to-end quantum
application design: by designing Hamiltonian-based (i.e., to use Hamiltonian evolution as the first class ob-
ject in programming) quantum algorithms and developing software stacks for programming and compiling
quantum Hamiltonians natively to current or near-term quantum devices, we hope to significantly shorten
the timeline towards demonstrating useful quantum applications with a full-stack toolchain.

Challenges: The conventional quantum circuit model, although with the aforementioned limitations for near-
term applications, has long served as the well-recognized interface between theorists and experimentalists,
which has greatly influenced the research agenda for each associated community to quantum computing.
One major challenge in Hamiltonian-oriented algorithm design and programming is to identify such new
Hamiltonian-based computational models, serving as an intermediate layer between applications and quan-
tum hardware, which would be acceptable to both theorists and experimentalists. Ideally, we wish this ab-
stract Hamiltonian layer allows efficient compilation to native operations on the quantum hardware. Mean-
while, this abstract Hamiltonian layer must be expressive enough to represent a rich class of existing and
potentially new quantum algorithms. Achieving both requirements is challenging, which likely involves ac-
tive collaborations between theorists and experimentalists, and will take iterations.

One foreseeable challenge from the application aspect is the design of quantum algorithms without quan-
tum circuits. Although some quantum algorithms can be naturally formulated as Hamiltonian evolution
directly, e.g., quantum adiabatic algorithm and continuous-time quantum walk, it remains an open question
if we can convert other useful quantum routines (e.g., amplitude amplification, QFT, LCU, etc.) to Hamilto-
nian simulation in an intuitive and efficient manner. It is also equally challenging and exciting to discover
new quantum algorithms directly based on Hamiltonian abstraction, although we might need to investigate
unexplored application domains where computational tasks are more continuous in nature.

The challenge is also big in the development of software for controlling continuous-time quantum systems
focusing on low-level programming of pulse shapes. Programming languages for intermediate-scale Hamilto-
nians are rarely developed, restricting the users’ ability to design and implement Hamiltonian-oriented quan-
tum algorithms for their computational tasks. For example, QuTiP, one of the state-of-the-art programming
languages for continuous-time quantum systems, employs matrices to store data, which limits the system
size that can be expressed. Compilation from Hamiltonian abstraction to pulse-level control could be much
more sophisticated than the compilation for gate/circuit abstraction. Moreover, dealing with heterogeneous
architectures of various quantum hardware due to their drastically different physics and pulse engineering
techniques is also a big challenge.

Opportunities: Investigating the Hamiltonian abstraction is a concrete goal and a great opportunity for collab-
oration between theorists and experimentalists toward the purpose of hardware-efficient quantum application
design. Some recent developments could serve as the starting point for this kind of research: e.g., Leng et al.2
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developed the so-called Quantum Hamiltonian descent (QHD), which is proposed as the genuine quantum
counterpart of gradient descent, that can be implemented on the so-called Quantum Ising machine (QIM)
through newly developed Hamiltonian embedding techniques. Here, QHD is an example of new quantum
algorithms designed fully based on Hamiltonian abstraction and QIM is a candidate Hamiltonian modeling
of quantum devices that allows minimal overhead in compilation to native machine instructions. Thanks to
the QIM abstraction, QHD can be implemented nowadays on analog quantum simulators such as D-Wave
and QuERA machines. Other Hamiltonian modelings of (e.g., bosonic or photonic) quantum devices are also
worth investigating for hardware-efficient algorithm implementation.

In principle, any efficient quantum algorithm can be reduced to a (2-local) Hamiltonian simulation task be-
cause of the BQP-completeness of Hamiltonian simulation. However, this reduction comes with polynomial
overhead (which can be huge in practice) and it usually results in extremely complicated quantum Hamil-
tonian as the final product, preventing efficient programming and implementation. We will need creativity
in formulating existing quantum applications based on Hamiltonian abstraction (e.g., see an inspiring recent
example 3), and at the same time keep in mind that Hamiltonian abstraction might inspire novel quantum
applications for domains whose nature is less discrete and combinatorial but more continuous and analytical.

A programming language and compiler design based on Hamiltonian abstraction will be critical to quickly
deploy Hamiltonian-oriented quantum applications to various pulse-programming-enabled quantum plat-
forms (e.g., IBM via OpenPulse, QuERA, and Rigetti via Braket pulse), which just become available very
recently. An intuitive domain user experience, portability to various quantum platforms, efficiency, and over-
all productivity, will be important factors for the success of such programming infrastructure. A recently
developed domain-specific programming language for quantum simulation called SIMUQ # could serve as
a candidate framework for such infrastructure. In particular, the newly developed abstract analog instruc-
tion set (AAIS) abstraction provides a way to formally describe the native programmability of heterogeneous
quantum devices while allowing efficient compilation based on Hamiltonian abstractions.

Many developments can be built on top of such an infrastructure: (1) benchmark sets for evaluating the
performance of various applications and machines; or (2) toolchains that further facilitate domain applications
from high-energy physics, quantum chemistry, or even the design of the quantum computer itself. Such
an infrastructure will also significantly ease the collaborations between algorithm designers and hardware
providers, and as a result, facilitate the codesign of both algorithms and hardware architectures.

Assessment: The realization of existing quantum algorithms based on Hamiltonian simulation using the
aforementioned software tools will be the first step as proof of concept. Next, the emergence of Hamiltonian-
based quantum algorithms with large-scale implementations for real-world applications will be a major mile-
stone on our roadmap, marking the beginning of intense and regular applications of quantum computation in
scientific and commercial domains.

To assess the software tools, we could evaluate the programming and compilation infrastructure on bench-
marks based on metrics like run time, success rate, evolution fidelity, and energy consumption on real devices.
User experience and overall productivity should be investigated through the evaluation of, e.g., #lines of code,
coding times, or so with the language.

Timeliness/Maturity: Recent developments make pulse-level control of intermediate-scale quantum systems
feasible over quite a few quantum platforms (e.g., superconducting, neutral atoms, and trapped ions), while
scalable fault-tolerant quantum devices are still far from reach. We believe a promising pathway to deliver the
first wave of useful quantum applications is through the direct programming of Hamiltonians.

Indeed, recent experiments have demonstrated the use of quantum simulators to exhibit quantum phe-
nomena in an unprecedentedly feasible regime or to solve scaled-down versions of scientific problems from
high-energy physics and quantum chemistry. This makes the Hamiltonian-oriented algorithm design both
theoretically and practically feasible. Moreover, a lot of existing experimental demonstrations rely on the
manual realization of simulation algorithms on the circuit level, which is an error-prone and tedious proce-
dure, and incurs overheads in the final compiled pulse-level control instructions. This makes the development
of Hamiltonian programming languages and compilations both necessary and timely.

3Quantum simulation of partial differential equations via Schrodingerisation. https://arxiv.org/abs/2212.14703.
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Challenges: This position paper presents the QUANT-NET research team’s vision on quantum network R&D from
a network system perspective. A few challenges have been identified, which are grouped into two categories:

Toward practical deployment of quantum networks. Today, quantum networks are in their infancy. Like the
Internet, quantum networks are expected to undergo different stages of research and development until they reach a
level of practical functionality [1]. Existing quantum network testbeds and prototypes are typically implemented in
laboratory experiments with limited functionality and in a tightly coupled manner. To move from laboratory
experiments to practical deployment of quantum networks, a few challenges need to be addressed. (1) Quantum
network architectures and protocol stacks. First, as the sizes and complexity of quantum networks increase, it is
evident that quantum networks cannot be operated by manual control. The issues of quantum network abstraction,
scaling of network architecture and protocols, and software automation are becoming increasingly important. In the
OSI reference model, the communications between nodes are split into different abstraction layers. We believe that a
similar layer network stack is likely constructed for quantum networks. The open issues are how to assign functions
to each layer to realize quantum communication and networking. Second, entanglement is the fundamental building
blocks of quantum networks [2, 3]. Key entanglement-related operations include entanglement generation &
distribution, entanglement routing, entanglement swapping, and entanglement distillation. Therefore, how to build
up a quantum network stack that can support various entanglement operations is critical. Open questions such as

“how to scale the protocol stack to handle thousands of, or even more, entanglement in parallel?” need to be
answered. Third, quantum networks aim for high-fidelity quantum state transport. We anticipate that incorporating
quantum error correction into the quantum network protocol stack to achieve high-fidelity entangled links is critical
[4]. (2) Synchronization challenges. Quantum resources in quantum networks must be fully coherent and
synchronized [5, 6, 7]. Depending on quantum protocols to be implemented and underlying quantum technologies,
synchronization in time, frequency, phase, or their combinations are required. High-fidelity Bell state measurements,
an essential and important function in quantum networks, requires spectral, temporal, and polarization
indistinguishability. As the sizes of quantum networks increase, quantum network control tends to be decentralized
and distributed. Multiple synchronization references are likely to be deployed. Synchronization in such
environments is challenging. While many synchronization technologies have already been developed and deployed
in classical telecommunication networks, many of these still require significant improvements for quantum
networks. For example, the frequency drifts in the QUANT-NET testbed must be controlled within a few kHz range.
The temporal drifts in some quantum networks are required not to exceed a few picoseconds. These new
synchronization requirements are orders of magnitude more demanding than before.

Quantum networking and computing co-design. History tells us that the Internet experienced significant growth
after killer applications such as WWW and web browsers were developed. The significant growth of the Internet in
turn revolutionized the computing industry. We envision that quantum networks will follow the same path as the
Internet: quantum networking will be enabled by, and further stimulate, scalable quantum computing. Quantum
networking and computing co-design will accelerate the development of both fields. The co-design considers the full
quantum system stack from the top-level quantum applications to the bottom quantum networks. From the top,
quantum applications provide insights into quantum computing paradigms and quantum state movement patterns to
design and optimize the system. From the bottom, quantum networking issues and constraints need to be understood.
In the middle, the system design effort needs to optimize and tradeoff to build the most optimal quantum computer
considering both the top-down requirements and the bottom-up constraints. As a first step, two major challenges
need to be addressed. (1) Scaling quantum computers using modular quantum interconnects. It is well believed that
only when hundreds, even thousands, of logical qubits become available in a quantum computer can it do any useful



computing work which is impossible by using classical means. Therefore, there is an urgent need to scale existing
quantum computers to more powerful ones with many more physical qubits. To date, trapped-ion qubits and
superconducting qubits are two leading quantum technologies for universal quantum computing, seeing considerable
investments by industry. However, due to physical constraints (e.g., quantum noise) and control complexity, a latest
single quantum processing unit (QPU) can only support a maximum of dozens of trapped ion qubits or a few
hundred superconducting qubits although seminal work such as the multicore “QCCD” architecture has been
proposed [8, 9]. To further scale quantum computers, the next generation quantum computers are likely to feature
multiple QPUs, networked by modular quantum interconnects. Mechanisms and advanced technologies need to be
developed. (2) Quantum computing/networking programming interface. Scalable quantum computing requires a
quantum computing/networking programming interface in the software layer, allowing local applications to access
remote quantum resources through quantum networks. Little work has been carried out in this field. In the 1980s, a
group of researchers developed an application program interface for TCP/IP network communications called the
socket interface [10]. The socket interface defines a variety of software functions or routines for the development of
applications for TCP/IP networks, which significantly accelerate distributed computing and networking. We
envision that an equivalent quantum “socket” programming interface should be developed for quantum computing
and networking. Through this interface, quantum communication endpoints can be specified, and quantum QoS
requirements such as fidelity and entanglement generation rate can be negotiated or specified.

Opportunities: (1) Building a few quantum network testbeds with a layered network architecture and functional
protocol stack is key toward practical deployment of quantum networks. Because there are different types of
quantum qubit technologies (e.g., trapped ion and superconducting), with each having its pros and cons, and the
scales of quantum networks vary (e.g., LAN, WAN), different types of quantum network testbeds will likely be
constructed to evaluate and compare concepts and technologies. Thus, different flavors of quantum network
architectures and protocol stacks should be accordingly developed. To scale quantum networks to larger distances,
advanced quantum repeater technologies are required. Quantum repeaters must be considered in the quantum
network architecture and protocol design and development. In addition, quantum network modeling and simulation
offers alternative approaches to study and research quantum network architectures and protocols without having
physical networks. (2) Advanced technologies are required to ensure synchronization (time, frequency, phase, or
their combinations) in quantum networks. New synchronization requirements and standards for quantum networks
need to be established. (3) In terms of scaling quantum computers using modular quantum interconnects, advanced
technologies such as efficient and high-fidelity (>99%) quantum light-matter interfaces, and superfast and low-loss
switching fabric are required. (4) A new quantum computing/network programming interface needs to be developed.
Assessment: (1) Building a few quantum network testbeds with a layered network architecture and functional
protocol stack is an initial success toward practical deployment of quantum networks. (2) The initial success for
scaling quantum computers using modular quantum interconnects is to build either a trapped ion quantum computer
with 100+ qubits, or a superconducting one with 1000+ qubits, featuring near full connectivity with >0.9999
quantum gates. Such a quantum computer can perform some practical quantum computing tasks. (3) A success
criteria for the quantum computing/networking programming interface is that programmers can use this interface to
develop applications with wide applicability.

Timeliness or maturity: (1) Building a few quantum network testbeds with a layered network architecture and
functional protocol stack likely takes ~5 yrs. Practical deployment of quantum networks likely takes 10+ yrs. (2)
Building a trapped ion quantum computer with 100+ qubits, or a superconducting computer with 1000+ qubits may
take ~5 yrs. However, developing a full-fledged quantum computer that can solve real problems likely takes 15+ yrs.
(3) While developing an initial version of a quantum computing/networking programming interface may take ~3-5
yrs, it is likely that this interface will evolve with advances in quantum network architectures and protocol stacks.
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1 Introduction and Challenge

Scalable quantum networking is a critical scientific and technological milestone with a host of revolutionary
and strategic applications spanning quantum computing, secure communications, and fundamental science.
A key challenge that is required by all such applications is the precise synchronization of clocks across all
nodes comprising the network [1, 2]. This is not only to ensure that remote nodes of the network operate
in synchrony, but more crucially because quantum interference, which is required to produce entanglement,
relies upon synchronization of photons. Clock synchronization to sub-picosecond level would enable many
emerging technologies and improve protocols to be incorporated into quantum networks, such as those based
on single photon detection [3], which offer orders of magnitude improvement in communication rates, and
those utilizing spectrally distinct photons [4], which relaxes the requirements to achieve interference, as well
as enable quantum-classical coexistence.

2 Opportunity

Recent rapid developments in high-speed radio frequency (RF) electronics spurred on by both industry
needs as well as enhanced manufacturing processes have begun to standardize electronics in the tens of
GHz approaching 100 GHz, thus enabling for the first time signal processing at the sub-picosecond level.
In quantum network research and development, such emerging high-speed electronics have been recently
employed to distribute and synchronize clocks to the few picosecond level across distances of several tens
of miles, with clock signals coexisting in the same optical fiber as quantum signals. Concurrently, use
of state of the art radio-frequency-system-on-a-chip (RFSoC) FPGAs have enabled sophisticated real-time
control systems to be built and demonstrated for quantum network operations combining the fast and precise
timing capabilities with flexible user-defined protocol controls [5]. The recent rapid development in these
areas of electronics and control systems signals an opportunity to develop fully integrated control systems
for quantum network operations, e.g. using emerging thin-film lithium niobate [6], protocol execution, error
mitigation, and end-user quantum information delivery and handling.

3 Quantum Instrumentation Control Kit (QICK)

The QICK system was originally developed for Superconducting qubit experiments [7], but has since also
been used to demonstrate entangled photon pair distribution and detection with time-bin photonic qubits [5].
QICK has been deployed on several different versions of the Xilinx RFSoC development boards and has the
necessary versatility to adapt to many different types of quantum applications. Using the Xilinx RFSoC
generation 3 UltraScale+ device, which can provide up to 16 output DACs at a speed of 10 Gsps and up to 16
input ADCs at 2.5 Gsps, the QICK system is an ideal platform for applications in quantum network controls.
With a growing user base and rapidly developing firmware and software ecosystem, the QICK system is an
ideal candidate to achieve the desired network-wide clock synchronization and to integrate the operation and
controls of not only quantum networks, but also future hybrid architectures involving networked quantum
computers and quantum sensors.



4 Assessment

Successful implementations of network-wide clock synchronization and integrated control systems include
measurement and evaluation of metrics such as synchronization time resolution, synchronization and network
operation stability, fidelity of key quantum network protocols, and ultimately the accuracy and success rate
of quantum information delivery. In particular, the use of our control system is necessary to keep pace
with the reduction of timing jitter of single photon detectors, which is reaching ps-levels for superconducting
nanowires [8]. To further expand widespread quantum network usage towards the realization of the quantum
internet, it is also prudent to minimize the cost of building such systems in order to facilitate the scalability
of implementing quantum networks over a large geographical region and an increasing number of nodes.

5 Summary

A critical technological component of achieving state-of-the-art scalable quantum networks is clock synchro-
nization and control systems. As high-speed electronics becomes further integrated into versatile control
systems powered by increasingly powerful and customizable state-of-the-art FPGAs, it becomes possible
and desirable to implement these key functions into the same device. The QICK system is one recent, and
rapidly developing, highly successful example. Further progress and increasing success in this area of R&D
will not only fulfill essential needs of operating quantum networks, but will also decrease the costs of de-
ploying the necessary high-speed electronics by an order of magnitude compared to conventional solutions,
thereby accelerating the realization of scalable quantum network systems. Finally, the QICK system will
also find applications in other crucial networking technologies, ranging from quantum frequency conversion,
classical-quantum coexistence, to protocol optimization as outlined in other position papers that have been
submitted.
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1 Topic: Quantum networking: architecture, models, and algorithms

2 Challenges

The well-received Quantum Internet evolution roadmap indicates that quantum network will be of
a hybrid satellite-fiber quantum network system in the foreseen future [1]. With the ever expanding
capabilities of quantum computing, the roles of classical and quantum communication channels
(in-band or out-band) in the hybrid system will need to evolve accordingly in order to maximize the
benefits. However, current research on quantum networks treats classical and quantum networks
as completely separate networks, with the classical channel serving as the control plane for the
quantum network, as proposed by several SDN approaches [2].

The different architectural possibilities of the hybrid satellite-fiber quantum networks pose un-
precedented challenges in three areas: the control of the hybrid satellite and fiber quantum links,
the coexistence of traditional and quantum networks, and the fusion of classical network models
and quantum characteristics.

A significant challenge for this hybrid system is that the limited quantum channel capacity and
stability continue to be major obstacles, despite recent progress in QKD (Quantum Key Distribu-
tion) and entanglement hardware that has demonstrated promising results for transporting critical
information over distances [3, 4]. This calls for innovations in network modeling and optimal con-
trol in order to accelerate the progress towards the grand quantum Internet vision.

3 Opportunity

3.1 Hybrid Network Architecture and Use Cases

In such a system, quantum nodes are strategically deployed in chosen ground and satellite loca-
tions. There could be multiple variants of the hybrid network architecture.

* A classical control plane for the quantum network.

¢ A quantum control plane for the classical Internet. A QKD network can be extended to as-
sume the role of a secure control plane for the classical network at scale.

* A hybrid transport network with quantum segments and traditional Internet segments.

¢ Quantum Network. Due to the wide coverage, satellite quantum nodes can play multiple
roles, for example, Trusted relay, Quantum repeater, and Quantum memory. When the net-
work size scales up, the satellite quantum nodes can also play the role of cluster head for
partitioned control of the fiber quantum network on the ground.



3.2 Network Modeling, Optimization, and Topology Control

The burgeoning number of papers in quantum network in most recent years focused on the routing
problem, most of which are customized or heuristic extensions of existing path and network flow
algorithms. With the limited number of qubits the quantum device can generate, a quantum entan-
glement network is a capacitated network consisting of unreliable links due to the fast decoherence
phenomenon. Repeaters are imperative to extend the range of the network and multipartite entan-
glement may become the new normal rather than the traditional pairwise communication.

* Model. Adequate graph theoretical models, especially hypergraph models and probabilistic
graph models, are needed to abstract out the quantum physical layer.

¢ Optimization. The network optimization problem space in quantum network is much bigger
than that in the traditional network. In addition to the fundamental network design and
traffic engineering (TE) problems, quantum node and repeater location, network partition,
cross-layer, and fault tolerance are all prominent problems in various pure or hybrid network
architectures. These are inherently NP hard. It would be intriguing if the quantum computing
advancement in solving intractable optimization problems could be readily leveraged.

¢ Control. Difficulty in entanglement generation and low fidelity quantum links implies effi-
cient stochastic decision models and optimal control algorithms are needed for quantum link
formation and topology control.

4 Assessment

Simulation and emulation informed by the real testbed implementations will remain the main
pipeline to advance and measure the quantum network solutions. Network throughput, reliability,
and latency will be the key performance metrics. Network security concern may be completely
eliminated.

5 Timeliness or maturity

The substantial qubit capacity increase by the quantum computer and breakthroughs in photonic,
quantum memory and repeater devices foreshadow a percolation point of at-scale quantum net-
work that may be reached sooner than previously expected.
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Challenge: In recent years, the field of quantum computing has undergone exponential progress.
Notably, the current generation of Noisy Intermediate-Scale Quantum (NISQ) processors have sur-
passed classical counterparts and exhibited quantum supremacy on certain computational tasks.
Nevertheless, the ultimate goal of constructing fault-tolerant quantum computers still remains a
formidable challenge that has yet to be overcome. The quantum volumes of current NISQ proces-
sors remain significantly constrained by their noise levels, which hinders their potential to solve
complex real-world scientific problems.

Quantum circuit designs commonly rely on universal sets of quantum gates, which typically
consist of single and two-qubit quantum gates, such as the CNOT gate. However, certain algorith-
mic components, when transcribed onto a quantum circuit, may demand a vast number of few-qubit
gates from the universal set. This presents a challenge, as these few-qubit gates may not always
be the most natural operation that can be directly executed on the physical hardware, necessitating
an additional compilation step.

The two aforementioned layers of compilation inevitably impose an unnecessary burden on
the overall algorithm execution, often surpassing the limited quantum volume of NISQ processors.
Consequently, a pressing challenge is to explore viable solutions to circumvent this limitation and
elevate the functional capabilities of existing NISQ devices for practical applications.

Opportunity: Many quantum hardware devices have the ability to execute global quantum gates,
which entail gate operations that involve multiple qubits simultaneously. For instance, ion trap
qubits interact via the Mglmer-Sgrensen interaction (Ising-type interactions), allowing for the cre-
ation of an untargeted unitary across the entire array of qubits through a global pulse control [1, 2].
In contrast, implementing targeted few-qubit operations is generally more challenging. Integrating
these global operations as a native component into the algorithm design can significantly alleviate
the quantum volume required for the computation.

Let us take an example to see what global quantum gates can offer: Grover’s algorithm provides
a quadratic speedup for the unsorted database search problem. but it assumes a global, problem-
specific, oracle operation among all qubits. The implementation of this operation using few-qubit
gates may be so complex that it ultimately erodes the quantum speedup. In a recent work [3],
a novel solution to the number partition problem, which is an NP-hard problem with substantial
practical relevance, was proposed by employing the Grover algorithm as a critical building block.
Notably, the requisite oracle operation was implemented by applying a single global control to all
the qubits interacting via the Hamiltonian

n
_ i
H = E 80,0,
i

where s; are the integer numbers in the number partition problem, and o, is the spin-1/2 Pauli
matrix. The Hamiltonian is comprised of solely two-body star-like interactions, which can be con-
veniently realized using platforms such as Rydberg-atom or cavity-QED.

What is the complexity, or the scaling of the necessary resources to implement the aforemen-
tioned oracle? In [4], it was demonstrated that the oracle can be alternatively achieved by driving



the same Hamiltonian through a (quasi-)adiabatic evolution. Notably, the runtime scales logarithmi-
cally with the problem size, preserving the quadratic speedup of the Grover algorithm. Furthermore,
this adiabatic oracle is topologically protected, rendering it robust against small imperfections in
the control pulses and interaction parameters. This example illustrates how an algorithm and hard-
ware co-design that employs native global quantum gates can amplify the capabilities of current
NISQ platforms and advance practical scientific applications of quantum computation.

Recent developments in both theory and experimental techniques have presented a significant
opportunity to delve into this direction. Some of the challenges that need to be tackled include
characterizing the native set of global quantum gates that a given physical processor can execute,
conversion between standard two-qubit gates and global quantum gates, algorithm design tailored
to specific physical architectures, and more.

Assessment of success is multi-faceted. On the theoretical front, success would entail deepening
our understanding of the structure of global quantum gates. Additionally, the complexity of imple-
menting global gates, such as scaling of the operation time with respect to system size, needs to be
assessed. Moreover, it is crucial to evaluate the performance of algorithms using global quantum
gates compared to conventional approach using few-qubit gates. As for experimental evaluations,
the implementations of the global quantum gates must be assessed using various metrics and
benchmarking techniques, including fidelity, operation time, etc.

Maturity: The concept of utilizing global quantum gates is not a new one; few-qubit gates have
never been the only option for the universal set of quantum gates. While they are convenient for
expressing abstract quantum circuits, they may not always be optimal for physical implementations.
However, it is only recently, with advancement in experimental techniques leading to higher fidelity
of global unitary operations, that research on algorithms with global quantum gates has become
practically relevant. In the industry, corporations are investing to leverage the opportunity of global
gates as well, such as QuEra and Inflegtion (ColdQuanta). This has led to the emergence of a new
field of study on global quantum gates. To name a few recent references in addition to the work
cited above, global ease gates on ion trap qubits was considered in [5], constant cost realization
of global entangling gates was studied in [6], compilation of circuits with 2-qubit gates into global
gates was investigated in [7]. In our view, investing in this area is a timely effort. We therefore
propose it as a topic for discussion in the ASCR workshop on quantum computing and networking.
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Challenge

Over the last three decades, quantum algorithms have been developed to solve various challenging
problems. The majority of these algorithms are based on the circuit-based quantum computation
(CBQC) model in which the quantum algorithm is implemented by applying a series of single- and
two-qubit unitary operators followed by readout measurements at the end of the computation. Most
of these algorithms have been tested on current quantum hardware. However, there is a plethora
of quantum computing models. Measurement-based quantum computing (MBQC) (also known as
one-way quantum computing) [1] is a model in which a large, entangled state is prepared initially,
and computation is realized through single-qubit measurements on a subset of the qubits
comprising the entangled state. The unmeasured qubits undergo the desired evolution controlled
by the measurements. MBQC is advantageous compared to CBQC since generating a large,
entangled state is easier than implementing the large number of unitary gates needed for CBQC to
be performed, and this process does not change depending on the computation. In addition to this,
fault-tolerant quantum computing requires quantum error correction (QEC) and most of the QEC
schemes are based on consecutive measurements, thus relying on the same principles as MBQC.
Nevertheless, the research area of MBQC is underexplored.

Challenge #1: 1t was not until recently that MB versions of some fundamental hybrid quantum-
classical algorithms such as MB-VQE (Variational Quantum Eigensolver) [2], and MB-QAOA
(Quantum Approximate Optimization Algorithm) [3] have been proposed. The research area of
MB quantum algorithms and possible advantages they can bring is underexplored.

Challenge #2: There are plenty of metrics developed to quantify the characteristics and
development of the CBQC model, such as randomized benchmarking, quantum volume, and cycle
benchmarking. However, the MB counterpart of these metrics was not proposed until very recently
[4]. The research area of MBQC metrics and benchmarks is underdeveloped.

Challenge #3: Similar to algorithms and metrics development, software that enables MBQC 1is
scarce compared to CBQC software availability. Two example MB software are MCBeth [5] and
Paddle Quantum. MB software development is in its infancy.

Opportunity

Challenge #1: Development of MB correspondent of hybrid quantum-classical CBQC algorithms,
studying the resource overhead of these algorithms on near-term quantum hardware, and the effect
of quantum hardware noise during implementation of these algorithms to solve real-world
application problems.

Challenge #2: Development of metrics and benchmarks for the MBQC model and testing these
metrics and benchmarks on existing quantum hardware.



Challenge #3: Development of open-source MB software with simulator and hardware
implementation capability. Existence and availability of these software tools is also critical for
addressing challenges #1 and #2.

Assessment

Challenge #1: We define success as performing useful computation with less error and less
resource overhead compared to quantum algorithms that are based on the CBQC model or other
computational models, such as quantum annealing. To this end, developed algorithms need to be
tested in many application areas, such as solving challenging chemistry and physics simulation
problems, optimization in real-world application areas. These applications should be followed by
resource estimation studied for larger scale problems that are beyond today’s quantum hardware
capabilities.

Challenge #2: Initial step towards success in this area would be development of metrics that
specifically address characteristics of MBQC. These metrics need to be tested on current quantum
hardware in various quantum hardware architectures, such as superconducting, and photonics
quantum hardware. Development of some of the quantum hardware features, such as mid-circuit
measurement, is critical for realization of the MBQC model. Similar to CBQC, development of
application specific benchmarks in MBQC is also critical to track progress in the field.
Challenge #3: Success in software development would be the ability of seamless transition from
other computing models to MBQC, providing implementation in various quantum hardware,
availability of optimization tools for resource reduction, as widely adapted by the scientific user
community.

Timeliness and maturity

One of the most promising large-scale, fault-tolerant quantum hardware architecture is photonics
which is the natural platform for MBQC. Recent developments in photonic quantum hardware are
the biggest motivation for studying MBQC. For example, engineering of large cluster states with
continuous variables, and development of programmable photonics quantum hardware. Success in
MBQC can pave the way to fault-tolerant, large scale quantum computing.

© 2023 The MITRE Corporation. ALL RIGHTS RESERVED. Approved for public release.
Distribution unlimited PR_22-04067-2.
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1. Challenges

The prospect of a quantum internet [1], [2] with quantum entanglement between any points on the Earth’s
surface offers truly fascinating possibilities. When quantum computers become available and commercially
viable, then they will be able to solve problems that are exponentially difficult for classical computers. The
imminent question is how to interconnect distributed quantum nodes and network devices having quantum
state processing capability and manage a quantum network infrastructure for secure communication and
distributed computing. A quantum network could be built on existing fiber-optic infrastructure [3], [4],
however, despite some progress in developing quantum computing, networking, and related device
technologies, the quantum internet is far from reality, as the fundamental properties of quantum mechanics
forbid amplification, measurements or monitoring required for transportation, network control and
management. Here, the fragile qubits need to be routed and switched while guaranteeing their integrity with
some level of assurance in Quality of Transmission (QoT) and Quality of Entanglement (QoE). Furthermore,
when such a quantum networking technology becomes available, our past experience tells us that successful
transitions in networking technologies would require a strategy for seamless upgrades from today’s classical
networks to the new quantum networks with interoperability and possible co-existence of the two networks.

Many new challenging questions arise in considering the development and deployment of quantum
networks: (1) How do we place a control plane on quantum networks? (2) How do we manage quantum
networks? (3) How do we monitor the performance of quantum networks? (3) How do we switch, route and
achieve end-to-end transportation in quantum networks? (4) How do we stabilize polarization, and
synchronize payload and header during their transport? (5) How do we codesign and integrate quantum
protocols and algorithms in software stack? (6) Do we have simulation tools and experimental testbeds to
design, simulate, and operate quantum networks with quantum devices before actual deployment? (7) Once
we somehow manage to find solutions to all of the above, how do we interoperate and seamlessly upgrade
from today’s networks to future quantum networks?

2. Opportunities

The authors of this Position Paper recently invented Quantum Wrapper (QW) Networking[5]
[6]technology inspired by the architecture and the protocol of the Optical-Label Switching networks [7] In
QW networks, the Quantum Wrapper is composed of the QW Header and the QW Tail in the form of
classical bits to contain information pertaining to routing, multiplexing, timing, format, priority, etc. These
classical bits will ‘wrap’ (lead and follow) the quantum payload (qubits) to facilitate end-to-end transport
and switching of the quantum payload without reading or altering the quantum data payload until it reaches
the qubit receiver. This QW networking method potentially offers the following opportunities:

1. QW networking [5] [6] can be deployed independently or in co-existence with classical networks
while supporting full interoperability and backward compatibility with classical networks.

2. QW networking is a transparent optical networking technology utilizing classical quantum wrappers
without reading the quantum data payload (qubits). Because of this transparency, (a) QW networking
offers multi-user and multi-quantum-entanglement-state distribution functionalities, and (b) QW
payload (qubit) can be of any protocol and format [5] [6].

3. QW networking exploits much of the existing control plane protocols to allow backward
compatibility and seamless upgrades from today’s networks to the future quantum internet. As already
demonstrated in optical label switching, QW network enables a software-defined-network (SDN),
where an out-of-band data communication channel (DCC) can be used to communicate control
information between the quantum networking nodes and a network control and management (NC&M)
system over a Data Communication Network (DCN) in a centralized NC&M system[8], while QWs
themselves can offer distributed control of QW network nodes, similarly to IP networks. The QW



network control and management achieves interoperability and backward-compatibility with existing
or legacy telecom protocols including Ethernet, OTN, MPLS, etc.

4. QW networking utilizes classical bits in the QWs to conduct optical performance monitoring to infer
Signal-to-Noise-Ratio (SNR), QoT, Dispersion, Polarization Mode Dispersion (PMD), etc., without
touching the qubits. Here the QWs at relatively low speed can be used as a supervisory classical channel
to monitor the inferred quality of the copropagating quantum channels [9] used for, for example,
distributing quantum information, including entanglement.

5. QW networking does not require strict synchronization between the datagrams, and thus facilitates
development and deployment of the QW node systems (i.e. QW Switching Routers). On the other
hand, QWs themselves help synchronization and polarization stabilization for QW payloads (qubits)
for the qubit receivers due to the intimate integration of the QW header/tail with the QW payload.

6. QW networking can help develop quantum network TCP/IP due to the QW mechanisms that can be
correlated with the qubit receivers.

7. QW networking mechanism facilitates codesign and integration of compute and network stack,
which can be fully automated and software controlled.

8. QW network experimental testbeds can facilitate the development of realistic transmission and
quantum impairment models, as well as simulation tools under different noise settings. Creating tools
and mechanisms for communicating between different layer interfaces is necessary. The testbeds can
address understanding of key impairments as well as the utility of indirect monitoring techniques for
the required quantum bit error rates (QBER), and eventually the seamless upgrade scenario studies.

3. Assessment
Assessment by benchmarking various quantum networking techniques including QW would be important,
by both simulation and experimental methods. In addition to classical networking systems’ metrics of
evaluation (such as bit error rate, signal to noise ratio, throughput, goodput, latency, etc.), the state of
quantum bits requires assessment of coincidence count, fidelity, qSNR, qBER, Bell state measurement,
coherence, etc. It is essential that systems and processes external to the quantum data plane have visibility
into the state of the quantum network resources (e.g., wavelengths, quantum repeaters, etc.), and be able to
assess the quality (via performance monitoring) of quantum data flowing within that data plane.

4. Timeliness
Today, with recent advances in quantum computing technologies, quantum networking has emerged as
important area of research. There has been significant progress made in quantum network architectural
design [3]-[6], [10]-[14], entanglement distribution [4], [13], [14], repeaters [12], and many other
technologies, leading to development of experimental testbeds [4], [12]-[14], simulation tools, and detailed
theories pertaining to quantum networks. Time is ripe for us to pursue quantum networking at full speed.
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Topic: Quantum applications and compilation; We discuss our current and planned enhancements to the QCOR [1] program-
ming system, which is based on the C++ programming language and is retargetable to different types of quantum computers,
including 1) physical quantum hardware [2] and 2) quantum simulators [3] on conventional systems. Our enhancements are
focused on increasing parallelism in QCOR programs and future quantum-classical backends.

Challenge: There are multiple levels of parallelism in quantum-classical hybrid algorithms, but existing quantum-classical
programming models and these backends typically do not effectively support them. As a motivating example, we use Shor’s
algorithm. Algorithm 1 is a pseudo-parallel version of Shor’s algorihm, where SHOR is a quantum-classical task that invokes
the period-finding quantum kernel (SHORKERNEL) to estimate exponent r» and SHOR can be called multiple times until one
or more (non-)trivial divisors are found or the entire search space is explored. Also, async represents parallel task creation
and execution and foreach represents parallel loop creation and execution. Assuming these constructs are specified users or
compilers, one possibility of accelerating this algorithm is to run multiple instances of SHOR in parallel. Furthermore, since it
can require multiple shots to find r, it would be also possible to further parallelize the shot loop in SHOR (Line 11). Finally,
if the SHORKERNEL is executed on a simulator, there is a massive amount of parallelism as in [3]-[6].

In general, we identify the following multiple levels of parallelism in quantum-classical programs:

o Task level parallelism: multiple independent classical tasks that can include quantum kernels are executed in parallel.

o Shot level parallelism: multiple independent shots are executed in parallel.

o Inner simulator level parallelism: quantum simulators, including state vector and tensor network simulators such as [3]—
[6], are typically parallelized using OpenMP, CUDA, and the Eigen library to utilize a massive amount of parallelism on
CPUs and/or GPUs.

Therefore, we believe that exploiting different levels of parallelism in quantum-classical programming models on conventional

systems will 1) accelerate the development of a quantum-classical algorithm, and 2) facilitate porting an existing heterogeneous
algorithm to a quantum-classical one. However, there is no such quantum-classical programming model that aims to exploit
the full capability of conventional systems.
Opportunity: We focus on enhancing the QCOR programming system as it is one of the state-of-the-art quantum-classical
programming models developed at ORNL. Since QCOR is primarily written in C++, we look to enable user-level multi-
threading in QCOR in a way that is acceptable to both QCOR and C++ programmers. For QCOR programmers, our goal is
to minimize modifications to the code required for enabling multi-threading. For C++ programmers, our goal is to provide a
threading interface that is natural to use. To that end, we leverage C++’s standard threading constructs (std: :thread and
std: :async). However, in terms of general applicability, our discussions should apply to other parallel programming systems
for C++, such as OpenMP [7], Kokkos [8], and RAJA [9]. Also, to implement parallel-aware backends, we identify portions in
QCOR that can possibly inhibit user-level multi-threading. Essentially, these cases are focused on identifying potential sources
of data races when multi-threading is added.

We have made preliminary modifications to QCOR and our preliminary paper [10] shows that enabling user-level multi-
threading gives us performance improvements over the conventional baseline version in which each kernel is still executed by
multiple threads, but is executed one-by-one. We believe that there are further group collaboration opportunities with teams
working on quantum-classical algorithms to extend and advance this work for larger multi-threaded applications and test cases.
Assessment: We have recently measured the effectiveness of our enhanced programming model and its runtime system by
mainly measuring end-to-end performance, and we provide results in Figure 1 from [10] showing strong scalability of two
Shor’s kernels with the one-by-one and the parallel approaches on a 12-core, 24-thread AMD Ryzen9 3900X CPU platform.
The numbers are relative performance improvements over the single-threaded one-by-one execution. While both approaches
show good scalability, the parallel version always outperforms the baseline, which indicates that two-level parallelization
(concurrently running two quantum kernels with N/2-threads) is better than one-level parallelization (running kernels with
N-threads one after the other) in a certain case.

In future work, we look to use different quantum-classical algorithms such as VQE to demonstrate that specifying multi-level
parallelism accelerates prototyping and developing quantum-classical programs on conventional systems.

Timelines and maturity: We believe this multi-threading design for heterogeneous quantum-classical programming models
will open up an opportunity for rapidly prototyping and developing quantum-classical programs on conventional systems with



Algorithm 1 Parallel Shor’s Algorithm (Pseudocode)

Input: N: A natural number to be factorized.
Output: A non-trivial divisor(s) of N.
1: procedure MAIN(N)

Rl A

repeat
a + random(1, N); >l<a< N
K <+ ged(a, N);
if K == 1 then
async SHOR(N, a);
else
return K
until a divisor(s) is found or explored all

: procedure SHOR(N, a)

foreach s = 1, ..., nShots do
rs <= SHORKERNEL(N, a)

T 4= T1,...,Ts > Estimate r from the measurements
if r mod 2=1ora” mod N = —1 then

return ¢;
else

return ged(a”/2 £ 1, N);

2 Shor's kernels
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Speed up over 1 threads

Fig. 1: Scalability of the one-by-one and the parallel approaches: two SHOR(N=7, a=2) from Algorithm 1

CPUs and GPUs. Since QCOR has emerged as one of the state-of-the-art generic and heterogeneous programming models, we
anticipate that extensions to this initial design would be well utilized by researchers across the DoE, industry, and academia

for

(1]

(2]

(3]
[4]

(3]
(6]
(71
(8]

[9]

[10]

longer-term explorations of heterogeneous programming systems for future quantum-classical systems.
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Fig. 1. Common quantum programming languages and IRs plotted by both
their quantum and classical expressiveness. Qiskit [1] is notably missing
because it is a library, not a programming language; however, it produces
OpenQASM2 [2], an IR plotted above.

Topic: Quantum algorithms, applications, and compilation

I. CHALLENGE

Quantum computers promise to find solutions to important
problems exponentially faster, drawing their power from quan-
tum mechanics. We argue that current quantum programming
languages expose a level of abstraction largely unchanged
since the 1980s, holding back the full capabilities of pro-
grammers, compilers, and hardware. Specifically, realizing a
productive quantum-classical environment will require sig-
nificant leaps in quantum abstractions and programming
from the current state-of-the-art.

Current quantum circuit models provide useful theoretical
frameworks for small-scale evaluations but driving real quan-
tum hardware requires a programming language that is still
very close to classical hardware description languages (HDLs).
With a few exceptions noted below, quantum programming
languages thinly wrap the circuit programming model with
classical constructs for easier circuit generation.

To more precisely characterize the abstraction level of a
quantum programming language, we must consider both its
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quantum and classical expressiveness, since many quantum
programming languages support both quantum and classical
code. Fig. 1 plots common quantum programming languages
along these two dimensions and groups them into four cate-
gories that we discuss in the following sections.

A. Hardware-Specific Languages

Hardware-specific languages grant researchers low-level
access to hardware for experimentation but are often not
intended to be written by hand. For example, Jaqal (Just An-
other Quantum Assembly Language) is a gate-level language
specifically for ion trap testbeds, where each native gate is
an instruction [3], [4]. It includes high-level classical loop
constructs in the IR itself for building repetitive circuits; thus,
it is feasible to write Jaqal by hand, although not required.
JaqalPaw (Jaqal Pulses and Waveforms) is similar but instead
targets modulated lasers for an ion trap testbed at Sandia
National Laboratories [4], [5].

B. Intermediate Representations

Hardware-agnostic intermediate representations (IRs) im-
prove portability and overall convenience by expressing quan-
tum circuits composed of general, non-native gates. Indeed,
OpenQASM 2 [2] is perhaps the most common quantum
IR due to its connection with the widely used Qiskit SDK.
Its simple structure consists of a list of common gates and
measurements, but it has limited support for classical logic,
only supporting conditionally executing a quantum gate based
on a previous measurement. Quil [6] and QIR [7] address
the lack of support for classical logic in OpenQASM 2
by including some classical instructions. In particular, QIR
supports all classical instructions in LLVM IR (a popular
classical IR), leaving quantum operations as opaque function
calls with quantum side effects.

C. Today’s “High-Level” Languages

Purportedly higher-level languages promise to simplify
quantum programming with higher-level constructs, but they
still have limitations, especially for hybrid quantum-classical
systems. QCL is the original quantum programming language
[8], and its custom syntax allows programmers to write clas-
sical code that generates quantum circuits. Thus, QCL does
not allow programmers to express classical code that runs
during the qubit lifetime. Scaffold is similar except that the
classical language is C++, which is much more familiar to



programmers [9]. QCOR is also a quantum—classical language
also hosted in C++ [10], [11], but rather than outputting a
quantum circuit, it is hooked into the XACC compilation
framework for easier circuit execution [12].

Neither QCL, Scaffold, nor QCOR can express classical
computation during the qubit lifetime, since they focus on a
“flat-circuit” model, but both Q# [13] and OpenQASM 3 [14]
can. OpenQASM 3 is effectively a version of OpenQASM 2
with basic classical constructs such as arithmetic expressions,
conditionals (e.g., i f-statements), and loops (e.g., for-loops).
In effect, OpenQASM 3 juxtaposes higher-level classical logic
with low-level quantum gates. Q# attempts to more evenly
match its level of classical abstraction with its level of quan-
tum abstraction with a large library of helper functions for
generating quantum gates.

D. Highest-Level Abstractions: The Dead Zone

We call the region of quantum abstraction above gates in
Fig. 1 “the dead zone” since few programming languages
even attempt to address the problem of quantum program-
ming without requiring at least some knowledge of quantum
mechanics. While still in-progress, Aleph [15] makes a notable
contribution by requiring no physics knowledge from program-
mers. However, rather than exposing primitives for high-level
algorithmic design, Aleph exposes Grover’s algorithm itself as
a built-in subroutine. Consequently, Aleph functions more as a
tool for synthesizing circuits implementing Grover’s algorithm
than as a general-purpose quantum programming language.

II. OPPORTUNITIES

Work on high-level quantum-classical languages and tools
like QCOR/XACC, OpenQASM3, and Q# provide a good
basis for future work in raising the abstraction layer of
quantum programming by supporting IR translations from a
common high-level IR to different quantum hardware back-
ends. However, there is additional work that can be done to
further improve the programmability of future hybrid systems.

Similar to how recent high-level synthesis tools for Field
Programmable Gate Arrays like OneAPI and Vitis HLS allow
programmers to use GPU-like syntax to design and implement
low-level hardware implementations, we believe there is likely
a viable abstraction for a quantum Domain Specific Language
(DSL) that would be more approachable to the vast majority of
computer programmers and early-career physicists. This is a
codesign effort that requires intense effort in not just designing
higher-level abstractions but also in compiler techniques to
effectively lower these abstractions to gate-, pulse- and control
hardware-level quantum backends.

A stronger quantum programming language would allow
programmers to express not only the how of their programs
through low-level gates, but also the why. This why could
be some combination of specifying the higher-level linear
algebra ultimately expressed by quantum algorithms and ap-
plying algorithmic steps (e.g., phase kickback) from a set of
predefined library, similar to how most classical languages
define arithmetic or string operations.

III. ASSESSMENT

Potential success would be demonstrated by implementing
common quantum algorithms and small applications in a
fashion that requires minimal expression of the algorithm
with quantum-level gates. We estimate that these effects could
be measured with respect to current high-level languages
including OpenQASM3 and would be demonstrated with key
algorithms like Grover’s, Shor’s, as well as with common
scientific applications like Variational Quantum Eigensolvers
(VQEs) and Computational Fluid Dynamics (CFDs).

IV. TIMELINESS AND MATURITY

The timeliness of this effort is boosted by DoE’s recent
investments in the quantum software and compiler space led by
efforts like QCOR [10], [12] and Jaqal [5]. Current LLVM IR—
based tools provide the needed substrate on which to design
and implement an effective high-level quantum DSL, which
could have wide-ranging impacts on the further adoption of
quantum computing for scientific applications.
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Toward Packet-switched Entanglement Distribution Networks
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Topic. Under the “models” emphasis area, this position paper introduces a new quantum network model
and architecture for entanglement distribution networks (EDNs). The EDN architecture is built atop a novel
packet switching paradigm, drastically different from existing circuit switching-based quantum networking
and EDN architectures. We will argue that it brings significant benefits in terms of scalability, fault toler-
ance, throughput and efficient use of quantum resources, as well as many new challenges.

The central thesis of this paper is to argue that packet switching is likely to supersede circuit switching
and become a mainstream architectural paradigm for EDNs with near-term quantum devices. This opens
doors for exciting new opportunities but also substantial challenges prompting research and development.
Motivation. Distribution of entangled states (such as Bell states) is central to scalable quantum computing,
communication and sensing systems. The current practice follows an early circuit switching paradigm,
assigning fixed, dedicated resources (quantum channels along entanglement paths) to source-destination
pairs. Its inefficacy comes from the lack of statistical multiplexing, inability for fault tolerance, and overhead
for circuit (connection) management limiting scalability. While these generally hold true only in large-scale
classical networks, the first two limitations exist and have a substantial impact even in a small-scale EDN
with a few users and a few links. The core reason lies in the intrinsic probabilistic nature of quantum network
operations, e.g., the probabilistic generation process of spontaneous parametric down-conversion (SPDC)
and probabilistic Bell state measurement (BSM) with linear optics. A B T Pr{gen ] = 50%

Consider a small-scale EDN in Fig. 1 with two end-to-end tasks 'QL__Em== C |i Prlswap]=100%

A — C and A — D via repeater B. With circuit switching, each task OE’ED—E "D —E— CircuitA-C
occupies one channel on link A-B and a downstream channel on B-C h —E CireuitAD
or B-D. The expected end-to-end entanglement rate for both circuits ~ Figure 1: Two-hop EDN example.
is 2 x 0.5 = 0.5 (both channels must succeed in each circuit). With statistical multiplexing, tasks can
share entanglements successfully created on either channel along A-B, increasing expectation to 0.625 (25%
increase). If temporary storage of generated entanglements (i.e., quantum buffers) are available, the long-
term expectation can reach 1.0, marking an 100% improvement. This simple example demonstrates the
crucial advantage of both statistical multiplexing and buffering in building scalable EDNs.
Challenge. First, a new protocol stack needs to be designed to enable packet switching at various levels.
Roughly, a packet contains a single qubit that belongs to a bipartite or multipartite entangled state, plus
classical information for identification (entanglement ID, entanglement type, qubit index, etc.) and switch-
ing (e.g., swapping/routing). At physical layer, one packet contains one entangled photon as its quantum
payload, plus a classical wrapper (header and trailer) encoded as optical signal [1]. How to properly mul-
tiplex and demultiplex classical and quantum information on an optical link to avoid interference? The link layer
switching requires processing classical header while holding the quantum payload in storage. How fast must
classical processing be to avoid decoherence of the quantum payload and how to achieve it? And how well can near-
term quantum storage technologies hold the payload to wait for classical processing? The link layer distribution is
limited to a few kilometers in ground-based transmission, and will have to rely on either air/space-based
links (such as satellite links) or the network layer to achieve long-distance distribution.

Up from the network layer is where things are going much differently from classical networks. Because
of the no-cloning theorem, actual quantum operations such as quantum teleportation (or entanglement
swapping) must be applied to form entanglements over long distances. On a high level, this means con-
suming link layer packets to generate long-distance entanglements. Consider four packets belonging to two
pairs of Bell states. A swapping consumes two of the four packets, and upon success, forms an entangle-
ment between the remaining two packets that were previously not entangled. Interestingly, network layer
or up does not involve any transmission of quantum information carriers (such as photons), but is based on
merely local operation and classical communication (LOCC). This means that classical communication likely
becomes the bottleneck that must be addressed to ensure in-time coordination before entanglements decohere. Forming
a bipartite end-to-end entanglement applies swapping repeatedly along an “entanglement path”, leading to
the basic networking question: how to route entanglement generation along optimal paths to maximize efficiency
and quality of entanglement distribution? The answer commonly resides in a complex space given various
attributes of quantum links and nodes, such as probability of success, noise and error rate, node bulffers,
etc. A more general question involving multipartite entanglement would turn path finding into more general




graph problems for which little is known about either complexity or algorithmic solutions. Further, packet
switching offers the opportunity of freely sharing entanglements among connections (statistical multiplex-
ing) and buffering, leading to many new questions such as 1) how to enable distributed control and dynamic
routing of entanglement flows, 2) how to ensure high quality-of-service (QoS) such as high fidelity of the distributed
entanglements, 3) how to efficiently and intelligently manage quantum buffers at each intermediate node, and more.
The fundamental buffering issue further leads to the question of congestion control that classically resides
in the transport layer: how to dynamically adjust network-wide entanglement generation and swapping behaviors
to avoid excessive queueing (and hence decoherence) at repeater nodes. In the end, all above questions merge into
one question: how these pieces can be designed to support end-to-end entanglement distribution that can satisfy the
needs of various quantum applications — a question that must be answered with those applications in mind!
Beyond the stack itself, progress is needed in several critical enabler technologies to implement a packet-
switched EDN. Quantum memories (though classically addressed) are essential for both switching and buffer-
ing, and their size, success probability, storage time and storage fidelity have substantial impact on network
performance. Given inevitable noise and imperfect quantum devices, quantum error correction (including en-
tanglement distillation) must be conducted at all layers, even including the network layer where error control
is not concerned with in classical networks. The optimal EDN architecture depends on availability and capac-
ity of devices, efficiency of processes, and noise and error rate of the network environment. When the goal
is to simultaneously support multiple types of entanglement (bipartite, multipartite, entangled qudits or
continuous-variable) with one EDN, the co-existence, multiplexing/demultiplexing, storage/buffering, scheduling,
and transduction of multi-type entanglements pose a much larger class of questions to answer, especially when
any of these can happen during any stage of packet switching on-the-fly. Considering near-term quantum
devices, what is the achievable advantage of a packet-switched EDN compared to a circuit-switched one?
Opportunity. The devices (such as quantum memories and repeaters) themselves need both physics and en-
gineering efforts. On top of that, new advances are required in: mathematical models for devices, processes
across the stack, noise, network-wide operations, architectural characterization, and application require-
ments and demands; protocols and algorithms for efficiently and optimally controlling and coordinating
operations across the stack and among nodes; simulation and testing environments and benchmarks to
evaluate the efficacy of architectural and protocol designs. Each of these require a combination of highly in-
terdisciplinary expertise from several domains and across the stack: physicists (theoretical or experimental),
mathematicians, theoretical computer scientists, network and system researchers, and network engineers.
Assessment. Assessment of quantum network/EDN architecture itself is an open and important problem.
Expectedly, theoretical analysis and simulation-based study will be primary tools for assessment in early
stage, while emulation and testbed demonstration will become valuable when corresponding technologies
mature. While evaluation metrics should closely tie to the applications that the EDN supports, common
metrics including the entanglement distribution rate (EDR), the quality (fidelity) of entanglements, and
resource costs (such as buffer occupancy) are valuable indications of the success of an EDN architecture. It
is expected (and preliminarily validated in our study [2,3]) that a packet-switched EDN can achieve both
higher EDR and fidelity than circuit switching. More comprehensive study and development are needed.

Timeliness. The proliferation of quantum networking/EDN research was triggered by recent success in
building lab-scale quantum network testbeds. Prototypes of long-term optical quantum memories and
quantum repeaters are expected to emerge in a few years [4]. Much like in the initial decade of Internet
(ARPANET)’s invention, the study of scalable and efficient EDN architecture will set forth the foundation
of the real deployment and expansion of EDN into a fully fledged Quantum Internet. Any decision made
by vendors/standardization groups/the community at this stage will likely have a profound impact on
what it can eventually achieve and enable.
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Challenge: The increasing renewable generation introduces faster dynamics of the microsecond
timescale of power electronics devices interfacing the renewables with the grids. While
traditional supervisory Control and Data Acquisition (SCADA, usually taking samples every 2 to 4
seconds) and Phasor Measurement Unit (PMU, ~30 samples per second) types of measurements
have been available and applied for grid operation, for the grid operators and planners, having
access to higher resolution and time-synchronized measurements is not only beneficial but also
can be necessary to better understand the dynamic behaviors of the power grid. For example,
the emerging point-on-wave (POW) data technology (e.g., 256 samples/second or higher) [1] can
reveal more about local and wide-area conditions. However, only waveforms are the true
representation of the dynamic behaviors of systems and components [2]. In addition, the electric
power grid stretches across several thousands of miles, and the inherent data latency has always
been an issue in real-time applications. Given the grand challenges for better understanding the
fast dynamics and protection and control, it is envisioned that the existing sensing technologies
are insufficient for high-speed, time-synchronized, and wide-area applications. Next-generation
sensing and networking technologies are needed for the future power grid.

Opportunity: Quantum networking (QN) can facilitate the transmission of information in the
form of qubits between different quantum processors and/or types of quantum systems at
different locations. QN technologies will not only enable distributed computation and quantum
sensing (QS) but also enhance communication speed, safety, and security. Notably, emerging QS
[3] can achieve granularity beyond the limit of classical sensing technologies by defining the
measurement of physical quantities based on quantum objects, quantum coherence, or quantum
entanglement [4]. QS optimally estimates classical parameters encoded in quantum
transformations, offering unprecedented combinations of range, resolution, and sensitivity for
measuring parameters, enhancing the sensitivity, and providing the most authentic and granular
measurements for the parameters of interest in the physical process. A combination of scalable
quantum fiber-optic networking and distributed QS and algorithms can achieve superior
performance for temporal and spatial scales ranging, i.e., from seconds to femtoseconds (~10%°
seconds) and from thousands of kilometers to micrometers, offering a promising solution to
addressing the challenges in the power grid.

There are many needs and opportunities to use high-resolution, time-synchronized power
system data. Some potential applications are discussed here:

e The increasing penetration level of renewables and inverter-based resources (IBRs) poses
significant threats to grid stability. To better understand the dynamic behaviors of the
power grid and the coordination of protection and control systems of IBRs, high temporal
resolution measurements and waveforms across a large area will be needed due to the
fast IBR dynamics and the distributed nature of renewables. Differential protection



schemes can be a highly effective solution to addressing the protection issue under high
IBRs by comparing the currents at both ends of a transmission line. Its implementation
requires accurate measurements of currents.

e Sub-synchronous resonance (SSR) is coincident oscillation at a natural harmonic
frequency lower than the system’s nominal frequency (60 Hz) that can lead to devastating
impacts, harming resonating transmission elements, fracturing a generator shaft, and
causing cascading outages. SSR oscillations can only be observed in high-speed
waveforms. Harmonics and power quality analysis will be enabled on a much larger scale
with high-speed measuring devices.

e A geomagnetic disturbance may produce geomagnetically-induced currents (GICs) that
create high-frequency harmonics and voltage differentials at different electric
transmission ground points, leading to thermal stress and damage to grid components.
High-order harmonics and high-altitude electromagnetic pulse (HEMP) cannot be
captured and detected by the existing PMU technologies. This will be enabled and/or
facilitated by using electric and magnetic field quantum sensors such as SQUID
(Superconducting Quantum Interference Device) magnetometers and atomic
magnetometers [5].

There can be many more potential applications that are only possible by the QN and distributed
QS technologies and need to be identified. In addition, quantum algorithm-based methods and
tools need to be developed for implementing specific grid applications based on the QS data. This
also calls for innovative solutions in data storage, signal processing, and data analytics.

Assessment: The success of QN, algorithms and distributed QS applications can be measured in
terms of whether specific grid application goals can be affordably achieved only with the QN and
distributed QS technologies and the performance improvement (speed/latency, accuracy,
scalability, and security) compared to the state of practices.

Timeliness or maturity: The rapid transformation of the electric power grid will benefit from
better situational awareness driven by measurement data. Significant progress has been
achieved in QN and distributed QS technologies. For example, quantum sensors may be
commercially available in 3 to 5 years [5]. In addition, experience from many active applications
of QS and QN in areas such as X-ray microscopy, lidar, and telescope (astrometry) can be
leveraged. The QN, algorithms, and QS technologies may fundamentally shift the paradigm for
observability and controllability in the future grid.
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Making quantum error mitigation practical
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Useful applications of quantum computers require sig-
nificant reductions in logical error rates [1-6]. One direc-
tion to achieve this is to implement quantum error cor-
recting codes. Complementing quantum error correction,
are new techniques for quantum error mitigation [7-17].
These are algorithmic methods that are designed to be
less experimentally demanding than full quantum error
correction. However, this comes at the cost of being less
general and more heuristic.

I. Challenges in quantum error mitigation

There are several key challenges in making error mitiga-
tion practical.

Reducing error mitigation overhead. For ex-
ample, in some techniques, the number of samples N
required to approximate the expectation value output
from an ideal quantum computer to within an error
scales [18] as N o +2/62, where v is a constant that be-
comes larger as the quantum program becomes larger and
the quantum computer becomes noisier. The ~ values of
approximately 1.02 have been measured in IBM proces-
sors [19]. This exponential dependence emphasizes how
important it is to improve performance of different er-
ror mitigating techniques and to study their fundamental
limits [20].

Calibrating optimal techniques. While there are a
growing number of options available, this means the pro-
grammer must choose what techniques to use and with
what parameters. Making this choice well depends on
the hardware target and on having a good model of the
noise. Further, there is a tradeoff between spending valu-
able quantum computer time further calibrating the er-
ror migitation vs. exploiting the model that is currently
available. Additionally, while there have been shown
benefits to composing error mitigating techniques—such
as [13] where generalizing PEC and ZNE produces a more
robust method—there are open research questions about
how best to do this composition. These calibration and
composition choices need to be made scalable so that
they apply to larger QPUs whose output cannot be sim-
ulated and to problems where we cannot train on a pre-
viously known answer. Finally, several error mitigating
techniques require lower level access to control electron-
ics that is not always available from vendors. More ab-
stract techniques and the integration of error mitigation
at lower levels of the stack are needed to improve perfor-
mance.
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Error mitigation and fault-tolerance. How can
error mitigation be applied to accelerate the deployment
of error correcting codes? For example, Pauli twirling
can convert coherent errors into stochastic noise [21] that
could improve the performance of error correction. Fur-
ther, error mitigation can be extended into the fault-
tolerant regime where it can reduce overheads [22] and,
in some examples, improve the number of logical opera-
tions that can be applied by a factor of 1000X [23].

II. Opportunities for quantum error mitigation

These challenges are opportunities to both improve the
performance of today’s quantum computers and also ac-
celerate roadmaps across hardware modalities, including
quantum sensors and networks. If properly seized, then
error mitigation can provide a smooth ramp up towards
quantum advantage [19], making it easier for the quan-
tum technology industry to cross the chasm to valuable
applications. We describe three key categories of oppor-
tunity:

There is an opportunity to use open source soft-
ware, such as the cross platform error-mitigating com-
piler Mitiq [24], to study and automate the calibrations
needed for optimal error mitigation. Open source er-
ror mitigation implementations are accretive, allowing re-
searchers and programmers to take advantage of the state
of the art without needing to implement everything from
scratch themselves. The community using this software
can study and fine tune these techniques across hardware
platforms and upstream their learning.

Integrating these error mitigating techniques with
hardware design offers an opportunity for hardware-
software co-design. Here, error mitigating techniques
can be considered in both NISQ and fault-tolerant quan-
tum computer architectures. One could, for example,
tailor the noise channels towards ones that are easy for
mitigating techniques to calibrate and counter.

Research at the intersection of error mitigation
and error correction. As error correction becomes
more practical, it is likely that there are new error mit-
igating techniques that can be discovered that integrate
well with error correction.

ITII. Assessment and Timeline

Progress on error mitigation can be assessed using bench-
marks of performance such as effective quantum vol-
ume [25], improved performance of application level
benchmarks, or improvements in logical gate fidelity or
coherence. It is important for these assessments that per-
formance takes into account the cost and time of classical



post- and pre- computations used in the error mitigation.
Ideally these assessments of mitigation performance will
occur in the supremacy regime where it is non-trivial (or
impossible) to classically simulate the results directly. A
final assessment for software tools, such as error miti-
gating compilers, is their usage by the community with
metrics like downloads, github stars, citations, etc.

Now is a good time to focus on these error mitigation
challenges since (1) we have a stable pool of techniques
that are ready to be reduced to practice and (2) we have
a need from applications and fault-tolerant design to re-
duce error rates as quickly as possible. Success on these
challenges can meaningfully affect the timeline to useful
quantum computing across the whole field.
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1 Topic: quantum networks, models, algorithms
2 Challenge

Enabling quantum communication between any two locations on Earth is the primary objec-
tive of the quantum internet. To achieve this, the role of quantum routers is critical. However,
these routers are presently in their nascent stages and encounter several obstacles that need to be
addressed in the forthcoming years.

2.1 Adaptability to heterogeneous quantum resources is crucial

Several qubit platforms shown in Figure 1(a), have been proposed for constructing quantum
routers. Handling the varied hardware and software components poses a difficulty for quantum
routers. Presently, numerous quantum protocols adopt a monolithic model that obstructs scalabil-
ity and necessitates significant effort to accommodate the heterogeneous quantum resources that
the router possesses. With network topologies becoming more expansive and intricate, limited
resources like qubit memories and entanglements generated are prone to underutilization, which
may lead to inadequate performance of quantum networks.

2.2 Accommodating multiple concurrent entanglement flows that require high rates
and fidelity is vital

Quantum routers face a significant challenge in generating entanglement with high success
rates and fidelity. As network size increases, numerous entanglement flows require quantum router
service within a short coherence time window. The existing multiplexing schemes lacked the nec-
essary guarantees on entanglement fidelity. Although switching-based schemes enhance fidelity,
they can only accommodate quantum connections on the order of ten due to physical limitations,
which is inadequate for the exponential growth of quantum networks.

2.3 Large-scale networks that feature highly dynamic quantum links require efficient
entanglement routing algorithms

Quantum entanglement between neighboring nodes is probabilistic and has a fleeting lifespan.
The resulting dynamic nature of quantum links renders routing algorithms based on global infor-
mation or centralized control unsuitable. The OSPF routing protocol, which relies on the link states
of the entire network, is a case in point and underperforms over quantum links. As a result, novel
routing algorithms must be developed to operate effectively in large-scale quantum Internet.

3 Opportunity
3.1 Virtualization could facilitate the use of heterogeneous quantum resources

Virtualization is a powerful tool in classic networks, as it enables exclusive physical resources
to be concealed and assigned to specific functions. Schoute [1] introduced the concept of virtual
quantum links (VQL) to demonstrate shared entanglement. The VQL can be expanded into a Vir-
tual Link layer, as shown in Figure 1(a), allowing classical algorithms and protocols to address
emerging quantum challenges. Exploring the virtualization of quantum networks may lead to a
network overlay that employs advanced resource allocation and optimization techniques.

3.2 Quantum router capacity could be expanded by constructing local switching net-
work of small router modules

Lee’s study [2] showcases the successful development of a photonic integrated circuit (PIC) that

exhibits high fidelity and entanglement rates. To increase the practical capacity of quantum routers,



one promising avenue of exploration is to create several tiers of interconnections between these
chips, forming a local switching network (SwitchNet) in Figure 1(a). Popular network topologies
such as Clos and Benes have already demonstrated desirable properties like non-blocking and cost-
effectiveness when establishing connectivity for large-scale switches in traditional communication,
and could be further developed to build high-capacity quantum routers in Figure 1(b)

3.3 Exploring novel algorithms could advance entanglement routing

Before being implemented on the quantum Internet, routing algorithms originally designed for
classical networks have been re-evaluated. Researchers, such as Pant [3], have explored routing
schemes that utilize the diversity of multiple paths, which have shown to outperform single path
one in entanglement generating rates. Additionally, Shi [4] has investigated a group of distributed
routing algorithms that solely rely on link information from nearby neighbors in Figure 1(c). His
findings suggest that such algorithms exhibit significant improvements in performance compared
to classical algorithms that depend on the link state of the entire network. Furthermore, optimiza-
tion such as linear programming can also be employed to determine the optimal path for a given
quantum connection constraint.
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Figure 1: Quantum Router Design

4 Assessment

Quantum routers will undergo assessment of their functionality and performance using simu-
lations and Quantum testbeds. The tests will encompass different network topologies, sizes, and
noise levels, with crucial metrics being the end-to-end entanglement rates, fidelity, and capacity.

5 Timeliness or maturity

Currently, state-of-the-art quantum computers are equipped with processors containing over
400 qubits. However, quantum networks are predominantly designed for short distances and sup-
port only a restricted number of quantum nodes. Therefore, there is an urgent need to investigate
quantum routers that can facilitate large-scale quantum communication.
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I. TopriC

We propose Q-NAS, a software algorithm that effectively identifies optimal, noise-resilient quantum circuits (ansatz), which
shows promise in advancing variational quantum algorithms (VQA) [1] towards real-world applicability in the noise intermediate
scale quantum (NISQ) [2] era.

II. CHALLENGE

Quantum computing leverages quantum mechanical phenomena to provide computing advantages, thereby paving the way
for groundbreaking advancements across various domains, such as chemistry [3], fundamental software algorithms [4], and
machine learning [5]. VQA, a promising NISQ algorithm, has been pivotal in resolving classically intractable problems in the
aforementioned domains with its various applications, such as Variational Quantum Eigensolver (VQE) for chemistry, Quantum
Approximate Optimization Algorithm (QAOA) for approximation, and quantum machine learning for machine learning. VQA
is a long-running iterative algorithm that deploys a classical optimizer to train a parameterized quantum circuit on a quantum
machine. The circuit parameters are tuned in each iteration to approach the targets of application (usually minimization
problems), such as estimating the ground state energy of molecules.

However, the presence of noise in quantum systems hinders the practical implementation of VQA [2]. Qubits are susceptible
to noise from various sources, including environmental factors [6], manufacture device defects [7] and interactions with
other quantum systems [7], and imperfections in quantum hardware and control systems [8]. Noise errors from these sources
compound and accumulate, thus increasing the probability of erroneous outcomes in quantum circuits (ansatz). Fig.1 illustrates
the impact of noise over a circuit batch (25 identical circuits) from IBMQ Belem, where the average fidelity variation over
100 executions reaches 42.8%. The cumulative effect of noise errors on quantum circuits further compromises the reliability
of VQAs. A classification application using measurements on IBMQ Lagos and noise-free simulation in Fig.2 highlights two
key observations: (1) More parameters improve the ability of the model but also introduce more noise, offsetting benefits
(accuracy peak in a quantum device is at 44 parameters), and (2) quantum noise exacerbates performance variance. These
findings emphasize the necessity for noise-resilience ansatz search in designing robust circuits.

III. OPPORTUNITY

To facilitate higher-level optimization, our goal is to identify optimal noise-resilience quantum circuits and their corresponding
qubit mappings, thereby improving the performance of targeted tasks on specific quantum devices. This optimization poses
a significant challenge to algorithmic scalability, since solving a two-level optimization problem is computationally intensive
that requires iterative circuit sampling, parameter training, and evaluation within a vast design space. To tackle this problem,
we introduce Q-NAS, a novel predictor-based approach for co-searching ansatz and qubit mapping, as depicted in Fig.3.

This approach entails training a performance predictor on a limited number of samples. The predictor subsequently acts
as a surrogate model for ground-truth performance, guiding the ansatz search throughout the entire design space. The entire
framework comprises the following steps: (a) To create a comprehensive dataset covering an extensive search space, we stack
layers of various pre-defined parameterized gates to design ansatz and pair ansatz with different qubit mappings; (b) We
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Fig. 1. Noise errors on circuits (ansatz). Circuit data are collected by 100
continuous runs of a circuit batch from an experiment run on IBMQ Belem.
Each data point is the average expectation values of the circuit batch (25
identical circuits).

Fig. 2. Noise errors on classification application (run on noise free simulator
and IBMQ Lagos device), More parameters increase the noise-free accuracy
but degrade measured accuracy due to larger gate errors.
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Fig. 3. Noise-resilience ansatz searching. A predictor is first trained from sampled models. Then, evolutionary search is performed to find the most robust
ansatz.

randomly sample a set of models from the dataset, optimize their parameters, and assess their performance using noise-aware
simulators or real quantum hardware; (c) We employ a traditional loss function as the objective for predictor training on the
sampled models; (d) Utilizing the trained predictor, we apply regularized evolution to effectively probe the entire search space
and identify the top M models. We further select the best model based on its actual validation performance. We effectively
decouple the training and searching processes with this approach, which incurs the search cost only associated with training
a small dataset for the predictor. The predictor can then efficiently and reliably evaluate the entire dataset. Consequently, this
method substantially reduces the search cost while preserving high accuracy in the evaluation process.

IV. ASSESSMENT

The primary evaluation metric for the framework is the ability of its selected ansatz to deliver superior performance compared
to other ansatz’s when deployed on real-world quantum devices. This entails achieving higher accuracy and robustness in the
presence of noise. Another important criterion for evaluating the proposed framework is the associated cost of searching for
the optimal ansatz. This includes the number of circuits trained and the number of iterations required for each training process.
By minimizing these factors, the solution would demonstrate not only its effectiveness in terms of performance but also its
efficiency in terms of computational resources and time. In summary, the proposed solution will be assessed based on its
performance on real-world quantum devices and the cost-efficiency in finding the optimal ansatz. The combination of these
metrics will provide a comprehensive evaluation of the solution’s effectiveness and practical applicability.

V. TIMELINESS

Various technologies are proposed to actively address noise challenges in quantum systems, including quantum error-
correcting codes [9], noise-adaptive quantum program compilation [10], qubit mapping [11], instruction scheduling for crosstalk
mitigation [7]. Despite these advances, prior research has predominantly focused on the gate-level compilation for mitigating
the noise impact, leaving higher-level optimization for noise-resilient quantum circuits relatively unexplored. Our work aims
to address this gap by co-designing ansatz search and qubit mapping strategies to enhance the noise resilience of ansatz.

VI. CONCLUSION

In conclusion, VQA is poised to become a massive enabler for harnessing quantum power and driving significant advance-
ments. However, noise in quantum systems obstructs the practical deployment of quantum algorithms and the demonstration
of quantum computational supremacy. Additionally, current manufacturing limitations restrict our ability to address noise at
the hardware level. This restriction emphasizes the importance of designing software algorithms to mitigate noise effectively.
Our work shows promise in pushing NISQ era quantum machine learning toward real-world applicability.
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