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Abstract
Graph neural networks (GNNs) are a class of Deep Learning models
used in designing atomistic materials for effective screening of large
chemical spaces. To ensure robust prediction, GNN models must
be trained on large volumes of atomistic data on leadership class
supercomputers. Even with the advent of modern architectures that
consist of multiple storage layers that include node-local NVMe
devices in addition to device memory for caching large datasets,
extreme-scale model training faces I/O challenges at scale.

We present DDStore, an in-memory distributed data store de-
signed for GNN training on large-scale graph data. DDStore pro-
vides a hierarchical, distributed, data caching technique that com-
bines data chunking, replication, low-latency random access, and
high throughput communication. DDStore achieves near-linear scal-
ing for training a GNNmodel using up to 1000 GPUs on the Summit
and Perlmutter supercomputers, and reaches up to a 6.15x reduction
in GNN training time compared to state-of-the-art methodologies.
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1 Introduction
Desiging organic and inorganic compounds with desired functional
properties is crucial to several scientific applications supported
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by the US department of Energy (DoE). Such design process typi-
cally requires studying the behavior of the compounds at atomic
scales, which is necessary to assess the chemical stability of an
atomic structure of a compound, as well as to predict its electronic,
mechanical, thermal, and optical properties.

State-of-the-art atomistic modeling approaches require perform-
ing computationally expensive first-principle calculations to accu-
rately estimate the properties of compounds [10, 25, 34, 45, 48, 61].
However, the computational cost of these methods does not scale
well with respect to the numbers of atoms, and thereby precludes
an effective screening of large chemical regions of practical interest
in realistic scenarios, where the number of atoms in the structure
is in the order of thousands.

Deep learning (DL) has shown the potential to produce fast
and yet sufficiently accurate predictions of properties for organic
and inorganic compounds at a fraction of the time required by
first-principle calculations [5–7, 57, 62, 65], thereby enabling an
effective screening of large chemical regions. Among the differ-
ent classes of DL models for atomistic modeling, graph neural
networks (GNNs) [59] are especially promising for their expressive-
ness, which is enabled by the natural mapping of atomic structure
onto a graph, with atoms interpreted as nodes and interatomic
bonds as edges, and leveraging the graph structure to create mean-
ingful embedding features [13, 14, 19, 21, 24, 40, 50, 51, 56, 58, 60].
In contrast to social graph problems that involve one large graph
with millions of nodes (e.g., C-SAW [49]), atomistic modeling usu-
ally deal with a large number (in the order of millions) of relatively
small graph samples, each containing at most thousands of nodes
[12]. Therefore, large scale atomistic modeling datasets are charac-
terized by an inherent fine degree of granularity. In recent years,
the amount of large-scale atomistic information has expanded to
several terabytes and continues to increase.

As we need to explore a vast parameter space primarily dic-
tated by chemical composition, the number of atoms in the system,
and different atomic arrangements, the amount of data used to
train the GNN surrogate model must be sufficiently large to ensure
that the surrogate model maintains generalizability and robustness
throughout the entire design process. HPC systems have become
increasingly important for carrying out such data-intensive tasks.
To process large volumes of data, DL training must be free of I/O
bottlenecks and scale effectively on state-of-the-art HPC facilities.
While DL workloads have witnessed significant hardware accel-
eration over the past decade due to the evolution of new compu-
tational units such as multi-/many-core central processing units
(CPUs), graphic processing units (GPUs), and tensor processing
units (TPUs) [32], I/O components remain the slowest components
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of a system, thereby causing I/O bottlenecks in data-intensive work-
loads such as DL applications at scale.

In recent years, supercomputing architectures have evolved to in-
clude tiered memory hierarchy that includes node-local SSD-based
non-volatile memory (NVMe) devices in addition to device RAM. In
principle, the fine-grained nature of large-scale atomistic modeling
data accommodates an effective use of NVMe devices to locally
store a large chunk of data (many graph samples) on each compute
node of the supercomputing cluster. However, some state-of-the-art
leadership class supercomputing facilities are not endowed with
sufficiently large local memory devices yet. Therefore, there is a
compelling need to develop distributed technologies for I/O of large
volumes of fine-grained datasets that can efficiently use hardware
and memory characteristics of different supercomputing systems.

In this work, we leverage the distinctive I/O patterns observed
in GNN training and develop an in-memory distributed data store
optimized for DL training to accommodate effective and scalable
reading of large volumes of graph data for HPC and supercomputing
architectures. The new in-memory distributed data store (DDStore)
technology can be effectively deployed on a broad class of HPC and
supercomputing facilities without necessarily requiring massive
inter-node memory storage capabilities.

The contributions of this paper are as follows:

• we identify challenges arising from the training of GNN
models over large-scale atomistic modeling datasets with
millions of atomic structures,

• we present the design and architecture of a high perfor-
mance, portable, in-memory data store, specifically tailored
for efficient random data retrieval during the data loading
processes involved in the distributed training of GNNs, and

• we demonstrate performance improvements of using our
in-memory store for large-scale training of a GNN model for
over 10 million molecules, and highlight various parameters
that can influence the performance of the system.

The rest of this paper is organized as follows: Section 2 discusses
HydraGNN (a scalable implementation of multi-headed GNN), dis-
tributed DL training, and associated I/O challenges. Section 3 in-
troduces our proposed solution, DDStore. Section 4 provides the
numerical results of DDStore compared to conventional data man-
agement methodologies. Finally, we conclude with an analysis of
this study and outline potential avenues for future research.

2 Background
In this section, we introduce HydraGNN, an open-source scalable
GNN implementation, and discuss the I/O challenges for distributed
data parallel (DDP) training in HPC environments.

2.1 HydraGNN
HydraGNN [43, 53] is an open-source scalable implementation of
multi-headed GNN, which can leverage HPC resources, achieving
linear scaling performance in distributed training for large volumes
of data [12]. HydraGNN has been used to predict energetic and
functional properties from atomic structures for various physical
systems including ferromagnetic alloys [53] and organic molecules
[9]. While numerous open-source GNNs often implement a single
specific message-passing technique, HydraGNN adopts an object-
oriented approach, enabling a variety of message passing policies
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Figure 1: Iterative training with distributed data parallel (DDP).

tailored for feature engineering and multi-head feature training.
Furthermore, HydraGNN places a strong focus on scalability within
HPC environments. It has the capability to efficiently utilize thou-
sands of GPU devices in supercomputers, harnessing DDP to enable
large-scale training.

2.2 Distributed Data Parallel and Data Loading
DDP is one of the parallel methods commonly used in AI/DL to
train models using multiple processors or machines. Each pro-
cess handles only a subset of the data (or graphs) and executes
functions in parallel with others. When information needs to be
consolidated, such as for aggregated gradient updates, processes
communicate data using all-gather operations. Message Passing
Interface (MPI) [20, 23] and NVIDIA Collective Communications
Library (NCCL) [38] are well-known communication backends in
multi-node, multi-GPU HPC environments.

DDP provides several benefits, such as efficient use of computing
resources by providing fault tolerance, and enabling training on
large datasets through concurrent processing of batch data. DDP is
widely implemented in many DL frameworks such as PyTorch [55]
and TensorFlow [2] and is commonly used for applications such as
image recognition, natural language processing, and speech recog-
nition. HydraGNN extends the PyTorch’s DDP implementation
with enhancements targeting HPC environments.

Generally, DDP for model training involves the following five
steps (Fig. 1): i) The dataset is divided into smaller, non-overlapping
subsets called “batches”. A single batch consisting of 𝑁 samples is
loaded into each process (data loading). ii) Each process generates
predictions for the samples in the batch using local model (forward).
iii) Each process then assesses the loss between these predictions
and the actual values and subsequently computes gradients for the
model parameters based on the loss (backward). iv) Gradients from
all processes are aggregated, producing a consolidated gradient
(gradient aggregation). v) Each process updates its local model
parameters using the aggregated gradients (optimization).

Various methods have been developed to reduce overhead in
executing these training steps and ensure seamless integration for
optimal performance, such as data loading optimizations with la-
tency hiding on HPC systems. An example of these efforts is the
use of multi-threaded data loading and overlapping I/O and compu-
tation implemented in PyTorch’s parallel data loading module [55].
NVIDIA’s Data Loading Library (DALI) has been specifically devel-
oped to offload the data loading from the CPU to the GPU, effectively
minimizing overhead and enhancing training efficiency [68].

In DDP, data shuffling is another primary factor for optimal
performance. Data sharding with local shuffling [4] is one of the
common techniques used with DDP, and consists of splitting the
datasaset into chunks that are individually processed by each GPU.
Once loaded, shuffling is done within the local chunk. However,
it carries two serious performance implications when used with
large-scale DL models. First, it is important that the training data
stored in partitions on different nodes needs to be shuffled across
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Figure 2: Data storing strategy and its common I/O access patterns in
deep learning (a) Per-object file format (b) Containerized file format
(c) Distributed data store.

successive epochs of the DL training to maintain model general-
ity and avoid overfitting [47]. Secondly, in situations where the
number of GPUs changes after a training session, like during hyper-
parameter optimization, the shared dataset must be restructured
to align with the updated GPU count, which is time consuming.
On the other hand, transferring data between distributed nodes
for global shuffling emerges as the optimal solution to enhance
the model’s generalizability. However, exchanging vast amounts of
data during each epoch poses scalability challenges for DL applica-
tions. DL training becomes I/O and communication bound and thus
incurs significant overhead due to data movement, which serves as
the primary motivation for our paper. A comprehensive overview
of these approaches is provided in the related work section.

2.3 Data Management in Deep Learning
In this section, we examine the data formats commonly employed
in DL applications. Fig. 2 shows the data access patterns used by
two commonly used file format types: per-object file formats (PFF)
and containerized file formats (CFF). Additionally, it also shows the
data access pattern employed by DDStore, our solution towards
mitigating the overhead of large data movement. The design and
architecture of DDStore are presented in the next section.

Per-object file format (PFF) The per-object file format serializes the
graph object structures and stores one sample per file. This is one of
the simpler approaches for storing graph data, but exerts significant
overhead on the underlying parallel file system as the number
of samples becomes large. Additionally, as training is performed
using tens of thousands of processes, concurrent access to the large
number of files from all processes causes a severe I/O bottleneck.

Containerized file format (CFF) Fig. 2 (b) shows an alternative
method of storing data using containerized file format libraries
such as HDF5 [35], ADIOS [22], WebDataset [1] and TFRecord [2].
In this approach, multiple samples are stored in a single file which
reduces the overhead on the file system. The data management
library manages metadata on behalf of the user and provides the
API to store and retrieve particular data samples. However, DL
training requires reading samples in a random or shuffled order
to enable unbiased training. Frequent, random, non-sequential I/O
accesses to CFF data can lead to a large number of accesses to the
file system, which is very inefficient. Additionally, concurrent I/O
access from multiple processes trying to read samples from the
same containerized file leads to congestion and high I/O times.

In-memory data caching Irrespective of the file format used for
storing training data, some solutions involve reading the entire
dataset into device memory or node-local storage systems such
as NVMe devices. However, these options may not be feasible for

large datasets, which are the primary concern of this paper. The
size of these datasets can surpass the capacity of a single node’s
memory or its node-local storage. Moreover, several HPC resources
(including some of the existing US-DoE supercomputers) are not
endowed with NVMe devices yet.

For those HPC architectures that cannot rely on node-local storage,
the only state-of-the-art methodologies that enable to scale the DL
training on large volumes of data are PFF and CFF techniques. Both
methodologies heavily rely on a frequent data movement between
file system and volatile node memory, which results in inefficient
data reading and causes severe I/O bottlenecks.

3 DDStore
To address challenges associated with efficient reading of data for
large-scale DL/GNN, we have designed DDStore, specifically ad-
dresses random, read-oriented, global shuffle operations.

3.1 Design
Our design of DDStore is driven by two main performance con-
siderations: 1) Can we minimize access to the file system during the
shuffling steps and make in-memory data accessible to other nodes? 2)
How do we design fast, efficient, and portable communication mecha-
nisms to provide high-performance shuffling operations for DL?

These considerations stem from the fact that parallel file systems
are shared resources on HPC clusters and are the slowest compo-
nent of the system. Applications that are I/O bound due to poor
performance of the file system typically experience severe chal-
lenges with scalability. At large scale, the communication overhead
can also become high due to contention in the network, which is
also a shared resource on HPC systems.

To address the first objective, DDStore splits data into chunks
and stores them in the device memory of compute nodes simi-
larly to data sharding. The dataset is read from the file system and
distributed across the device memories of compute nodes. All sub-
sequent accesses to samples in the dataset are made via in-memory
read transactions. Secondly, to reduce communication overhead
over the network during read operations, DDStore uses data repli-
cation to maintain multiple copies of the dataset in memory. This
is the novel component of DDStore with respect to all existing
state-of-the-art scalable data management methodologies, which
allows DDStore to internally partition application processes into
groups that are assigned a replica. This hierarchical design prevents
situations in which all processes access a single process’s memory
to obtain the next batch of data which can lead to communica-
tion bottlenecks. Finally, DDStore uses low-latency communication
functions such as the MPI Remote Memory Access (RMA) [16],
known as one-sided communication, to provide fast, non-blocking
read operations that are portable across different systems and ar-
chitectures (Fig. 2c).

We formally define DDStore as

𝐷𝑆 = (𝑐,𝑤, 𝑓 )

where ‘𝑐’ is the number of chunks that a dataset is striped into, ‘𝑤 ’
represents the store width that controls the degree of replication
of data, and ‘𝑓 ’ represents the communication framework used for
transferring data between processes.
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Chunking To effectively utilize the memory available on com-
pute nodes of HPC systems, similarly to data sharding, DDStore
uses chunking to split a dataset and distribute the chunks evenly
amongst nodes. This avoids performing expensive accesses to the
file system to retrieve data during every shuffle operation. The
number of chunks ‘𝑐’ depends on the total size of the dataset ‘𝑇 ’
and the width ‘𝑤 ’ of DDStore.

𝑐 = 𝑇 /𝑤

The description of ‘𝑤 ’ below will clarify how the chunk size is calcu-
lated. By default, for a training using 𝑁 processes, DDStore stripes
the data into 𝑁 chunks and places one chunk on each process.

Replication The width ‘𝑤 ’ controls the degree of replication of
data chunks, which makes DDstore distinguishable from all the
other state-of-the-art scalable data management methodologies and
reduces the communication bottlenecks due to data shuffling across
consecutive epochs of DL training. DDStore divides application
processes internally into sub-groups where each sub-group holds
a full replica of the dataset. The width represents the cardinality
of these groups. To demonstrate how the width influences the
replication strategy, let 𝑁 = 1024 and𝑤 = 128. DDStore creates 8
groups (1024/128) of 128 processes each. Every process group holds
a full replica of the dataset. Processes within a group communicate
only with each other to exchange data. The number of replicas 𝑟 is
same as the number of process groups, and is represented by

𝑟 = 𝑁 /𝑤

In our example, there are 8 replicas of the dataset. The processes
within a group each hold𝑇 /128 chunks of the data. By default,𝑤 =

𝑁 , which creates a single replica of the dataset striped evenly over
all processes. The degree of replication is inversely proportional
to the width of the store; as we increase the width, we reduce the
number of replicas maintained in the system. As a result, larger
width values consume less memory as compared to smaller width
values. On the other hand, smaller values for width can help reduce
communication bottlenecks as increasing the number of process
groups can help distribute communication requests more evenly.
The width is configurable so that a user can tune.

Communication The communication framework ‘𝑓 ’ provides the
data plane and control mechanism for fetching data from the mem-
ory of other nodes. For the data plane, we considered several state-
of-the-art options such as 1) ZeroMQ [26], an asynchronous mes-
sage passing library for distributed applications, and 2) MPI’s block-
ing, non-blocking, and one-sided communication functions. For the
control plane, design options included 1) developing a message-
broker framework in which additional message brokers on each
node facilitate data exchange amongst themselves during the shuf-
fle operation, and 2) fully de-coupled and asynchronous communi-
cation without dedicated message brokers. To provide a scalable,
high-performant, and portable communication framework over our
use of MPI for parallelization, we selected MPI’s RMA one-sided
library functions for DDStore. The communication layer in the
DDStore Architecture discusses our use of the MPI RMA routines.

3.2 Architecture
We describe the main components of DDStore in details that allow
to efficiently perform frequent random shuffling of data distributed
across nodes to reduce communication bottlenecks.

DDStore is composed of four components: 1) a data preloader,
which reads data in various formats from a parallel file system
and loads it into the memory of deep learning applications, 2) a
data registry that manages the index of data chunks, 3) the data
loader that reads the next batch of data from other processes, and
4) the communication layer that leverages one-sided RMA to asyn-
chronously fetch data from remote processes. We delve into the
details of each component below.

Data Preloader The data preloader loads a dataset from the file sys-
tem and initializes the distributed store. Data may be stored in
per-sample or containerized file formats. DDStore provides plu-
gins for reading different data formats. Data is split into chunks
depending on the user-provided width or the number of replicas.

Data Registry After data is loaded into memory, each process reg-
isters its chunks. DDStore maintains a global registry of chunks on
each process. In order to read another data chunk from a remote
process, a process consults its registry to determine the location of
the data item and issues a read operation to fetch the data object.

Data Loader The data loader performs the main task of reading
data in-memory during the data loading operation (See Fig. 1).
Data samples in a batch can be a random distribution of samples
spread across processes. These form the set of data that are input
to the model during the forward step. To get the next set of data
items not in the process’s local memory, a process generates a list
of data items to be retrieved from remote locations and passes it
to DDStore. DDStore performs a lookup for the data items in its
internal sub-group of processes that the calling process belongs to.
It then starts initiating one-sided MPI_Get operations to fetch data
from remote processes. DDStore returns control to the application
when all requested data items have been read.

One-sided RMA Communication Layer The communication layer
performs the actual MPI RMA registration and read operations
for fetching remote data. During the registration step, each process
registers its memory region containing the data by calling MPI’s
MPI_Win_create function. In contrast to the tightly coupled MPI
send-receive paradigm used in two-sided MPI communications,
MPI’s RMA minimizes the target process’s involvement, helping to
increase throughput. However, it still requires a non-blocking lock-
unlock synchronization [63] to avoid data inconsistency arising
from contention between multiple processes. Among MPI RMA’s
multiple synchronization mechanisms [63], we employ a read lock
(MPI_Win_lock with MPI_LOCK_SHARED) and fence synchroniza-
tion (MPI_Win_fence) as a lightweight set of contention-avoiding
methods. The sequence of operations involved in MPI RMA are
shown in Figure 3.

We have integrated DDStore into PyTorch’s data li-
brary by creating a set of subclasses that inherit from
torch.utils.data.Dataset. This enables PyTorch’s data
loader torch.utils.data.DataLoader to directly interact with
our customized dataset. Our dataset classes extend basic data
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Figure 3: Example walk-through of DDStore’s RMA operations for a
batch size of 2.

readers for commonly used data formats and integrate them with
DDStore for preloading, as well as MPI RMA registration and
fetching.

4 Numerical results
In this section, we describe the hardware specifications, the datasets
used, the setup for the HydraGNN model, the numerical results
describing the training convergence, and the scalability of the train-
ing comparing the HPC-efficiency of different data management
methodologies for scalable I/O.

We evaluate the scaling performance of DDStore using two US-
DOE supercomputers - Summit at ORNL and Perlmutter at NERSC.
Each Summit node consists of two IBM POWER9 CPUs with 512 GB
of memory and six NVIDIA Volta GPUs with 16GB HBM2 memory.
Each Perlmutter GPU-accelerated node has single AMD EPYC 7763
CPU with 256 GB of memory, and four NVIDIA A100 with 40GB
HBM2 memory connected with NVLink-3.

4.1 Datasets
We utilize the following three datasets:

(1) Ising dataset: a synthetically generated dataset. Each atomic
configuration is characterized by 125 atoms in an unit cubic.
The orientation of the magnetic dipole moments of atomic spins
is selected randomly for each atom. The energy is calculated
with the closed analytical Hamiltonian formula that describes
the Ising model for ferromagnetic materials. This synthetic
dataset serves as a benchmark to anticipate future challenges
in the scalable GNN training for fast and accurate predictions
of material properties for ferromagnetic alloys [17, 41, 52, 53]
on large volumes of first-principle calculations.

(2) AISD HOMO-LUMO dataset [8]: a dataset providing the energy
gap between the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) [11] for
10.5 million organic molecules. The molecules are diverse for
chemical compositions and molecular size (the smallest mole-
cule contains 5 non-hydrogen atoms, and the largest molecule
contains 71 non-hydrogen atoms).

(3) ORNL AISD-Ex dataset [42]: one of the largest open-source
datasets available within the community, created to train the
high-dimensional UV-vis spectra of molecules in the AISD
HOMO-LUMO dataset. Based on the prediction approach, we
have two variants: discrete and smoothing datasets. The discrete
dataset is tailored to 50-dimensional peaks and intensities in the
UV-vis spectrum computed by DFTB, while the smooth dataset
features a 37,500-dimensional spectrum obtained by Gaussian

Table 1: Dataset description.
Graph Size File Size

Dataset #Graphs #Nodes #Edges #Feature PFF1 CFF2

Ising 1.2 M 151 M 840 M 3584 24 GB 19 GB
AISD HOMO-LUMO 10.5 M 550.6 M 1.1 B 1 90 GB 60 GB
AISD-Ex (Discrete) 10.5 M 550.6 M 1.1 B 2x50 83 GB 64 GB
AISD-Ex (Smooth) 10.5 M 550.6 M 1.1 B 37500 1.6 TB 1.5 TB
AISD-Ex (Smooth & Small)3 10.5 M 550.6 M 1.1 B 351 114 GB 74 GB

1PFF: Per-object File Format, 2CFF: Containerized File Format, 3Reduced to use on Perlmutter

smoothing of the original peaks computed by DFTB. The high
dimensionality of the smoothed UV-vis spectrum generates
about 20 times larger data files than the discrete one.

The main properties of these three datasets are summarized in Ta-
ble 1. AISD-Ex Smooth is the largest dataset (about 1.5 TB). We
process the full size on Summit but use a trimmed version on Perl-
mutter due to a disk quota limitation.

4.2 HydraGNN Setup
The HydraGNN architecture used for the numerical results is com-
posed of six Principal Neighborhood Aggregation (PNA) layers
[15], each with a hidden dimension of 200, and followed by three
fully connected hidden layers with 200 neurons each. The number
of neurons in the output layer is the same to the dimension of
output features in each dataset. Particularly, the output layer has
one neuron for predicting the energy of an atomic configuration in
the Ising dataset or the HOMO-LUMO gap of an molecule in the
AISD HOMO-LUMO dataset. For the ORNL_AISD-Ex dataset, the
output layer has 100 neurons for the location and the intensity of 50
peaks in the UV-vis spectrum of an organic molecules, whereas the
output layer has 37,500 neurons for the Gaussian smoothed UV-vis
spectrum. The ReLU activation function [3] is used for both PNA
and fully connected hidden layers. AdamW [39] optimizer with
the default parameter setting in PyTorch [54] is used for training.
The learning rate is adaptively adjusted with ReduceLROnPlateau,
a learning rate scheduler, based on validation loss with an initial
value equal to 1 × 10−3. The training has been conducted for three
epochs for performance data collection and 100 epochs for training
error convergence, respectively, on 80% of the data, whereas the
other 20% is split equally for validation and testing.

4.3 Data Management Methodologies
We compare the performance of DDStore with two distinct state-of-
the-art data management approaches for HPC and supercomputing
architecture that are not endowed with NVMe capabilities: i) PFF
using Pickle, in which every sample is saved in Python’s Pickle
binary format, and ii) CFF utilizing ADIOS [22]. ADIOS manages
containerized subfiles, each containing multiple data objects, as
well as a data index for easy retrieval.

4.4 Performance Evaluation
Overview: Fig. 4 shows the normalized end-to-end training

throughput. The training throughput is evaluated using a fixed
batch size of 128, and normalized to PFF. The reported number is
an average of three training runs. Compared to the PFF, DDStore
improves the end-to-end training throughput by 2.93× (up to 4.23×
on AISD-ex discrete) and 4.69× (up to 6.15× on AISD) on average
for Summit and Perlmutter, respectively. Furthermore, DDStore
outperforms CFF by a factor of 5.09× and 6.13× for the same super-
computers. Thus, DDStore achieves substantially higher training
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Table 2: 50th, 95th, and 99th percentile of graph loading latency from Fig. 6

Percentile Ising AISD HOMO-LUMO ORNL AISD-Ex (Discrete) ORNL AISD-Ex (Smooth)
PFF CFF DDStore PFF CFF DDStore PFF CFF DDStore PFF CFF DDStore

50th 2.25 ms 0.19 ms 0.24 ms 2.78 ms 9.69 ms 0.39 ms 2.76 ms 4.09 ms 0.44 ms 2.41 ms 3.19 ms 0.42 ms
95th 2.79 ms 1.23 ms 0.48 ms 4.22 ms 13.29 ms 0.67 ms 3.69 ms 5.03 ms 0.68 ms 3.21 ms 3.89 ms 0.64 ms
99th 3.43 ms 1.3 ms 0.58 ms 11.26 ms 15.68 ms 2.17 ms 4.17 ms 5.71 ms 0.89 ms 3.63 ms 4.39 ms 0.86 ms
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Figure 4: Normalized end-to-end training speedup comparison us-
ing (a) 384 GPUs on Summit (b) 64 GPUs on Perlmutter. Geomean
represents the geometric mean of speedup across all four datasets.
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Figure 5: End-to-end training time breakdown of PFF, CFF, and
DDStore using 64 GPUs on Perlmutter.

throughput than all the other file formats independent of the dataset
size.

Source of Performance Improvement: Overall, DDStore benefits
from distributed in-memory cache with one-side RMA communi-
cation. Fig. 5 shows the execution time breakdown of end-to-end
training for each dataset on Perlmutter. Since the next mini-batch
data preparation on CPUs overlaps with the current batch’s gra-
dient computation on GPUs, the figure represents the CPU and
GPU operation with different stacked bars. Note that CPU-Loading
represents the data loading time, and CPU-Batching is a processing
time for grouping loaded samples into a unified representation.
From GPU, GPU-comm refers to the communication time for model
synchronization including communication stall time.
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Figure 6: Graph loading latency CDF using 64 GPUs on Perlmutter.
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Figure 7: Profiling HydraGNN and DDStore using Score-P [33].

Compared to PFF and CFF, the figure shows that the most of
time reduction by DDStore comes from CPU-Loading. By using
the distributed in-memory cache, DDStore reduces CPU-Loading
time by 90.68% and 84.31% on average compared to the PFF and
CFF, respectively. For more details, Fig. 6 shows the cumulative
distribution function (CDF) of the graph loading latency, and Table 2
shows the 50th, 90th, and 99th percentile of these latencies on each
dataset. As shown in the figure and table, in CFF, 99% of graphs
(or samples) are loaded within 1.3 ms, 15.68 ms, 5.71 ms, and 4.39
ms on each dataset. Note that in Ising, the dataset is small and
containerized which is easy to prefetch (e.g, read-ahead) and cache
(e.g., buffer cache) by the OS. Therefore, most of the graphs are
loaded from memory, not from disk. As a result, 50% of graph
batches in CFF are loaded within 0.19 ms, which is close to the
latency of DDStore (0.24 ms). However, DDStore loads 99% of graph
batches in Ising within 0.58 ms, while CFF needs 1.3 ms. In PFF, 99%
of the graphs are loaded within 3.43 ms, 11.26 ms, 4.17 ms, and 3.63
ms in each dataset, respectively. On the other hand, DDStore loads
99% of the graphs within up to 2.17 ms by performing in-memory
data management and optimized one-side RMA communication.

Furthermore, reducing the CPU-Loading time affects GPU-
Comm time reduction. The main reason for the large GPU-Comm
time in PFF and CFF is the imbalanced data loading time. If data
preparation is delayed due to the tail latency of graph loading, the
other tasks wait for the completion of the delayed task’s training
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Figure 8: The scaling performance of DDStore using a fixed batch size
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Figure 9: The performance breakdown of functions involved in train-
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Figure 10: The scaling performance using a globally fixed batch size
(6144 on Summit and 4096 on Perlmutter) for AISD-ex discrete.

iteration for model synchronization. DDStore minimizes the wait-
ing during model synchronization by loading 99% of graphs in less
than 3 ms.

In Fig. 7, we present a profiling outcome using Score-P [33]
for HydraGNN training on the AISD-Ex discrete dataset with 64
Summit nodes. The results indicate the time distribution between
MPI functions and individual training steps in a single epoch. Data
loading accounts for approximately 67% of the training duration,
while MPI RMA functions contribute to about 35% of the overall
time spent in training.

4.5 Scaling Performance
In order to assess the scalability of DDStore, we conduct HydraGNN
training using two extensive datasets, AISD-ex discrete and smooth,
with and without a fixed batch size. The number of nodes used is
consistent across both Summit and Perlmutter, ranging from 8 to
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Figure 11: The performance with varying the width parameter.
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Figure 12: Impact of the width parameter on the graph loading la-
tency. Figure shows the CDF with the default width (width=64) vs.
width=2, using 64 GPUs (16 nodes) on Perlmutter.

256. However, the quantity of GPUs differs, with Summit having
48 to 1536 GPUs and Perlmutter having 32 to 1024 GPUs due to
varying GPUs per node.

Initially, we perform the tests with a fixed batch size of 128, re-
gardless of the number of nodes being used. As a result, the effective
global batch size changes as the number of GPUs increase, similar
to weak-scaling performance. The findings are displayed in Fig. 8.
On both machines, DDStore exhibits a nearly linear performance
as the number of GPUs doubles. The grey area represents the vari-
ability in the measurements. Although PFF and CFF exhibit higher
variability, DDStore demonstrates consistent performance. Fig. 9
presents the durations of different functions in the training process
using DDStore under identical configurations.

Subsequently, we execute HydraGNN with DDStore using vary-
ing batch sizes while maintaining a fixed global batch size (6144
on Summit and 4096 on Perlmutter). This approach is frequently
employed by application scientists in data parallel modeling. The
results are presented in Fig. 10. As the number of nodes increases,
the local batch size decreases. Generally, a small local batch size
leads to underutilization of GPUs and reduces efficiency. It is im-
portant to note that the performance disparity between DDStore
and other methods (CFF and PFF) diminishes on Perlmutter, which
can be attributed to the inefficiency caused by the smaller batch
size as well as the differences in topology.

4.6 DDStore Width
We introduce a performance parameter that users can adjust to
optimize the performance of DDStore. The DDStore width is a
parameter used to determine the number of processes accessible
by a MPI RMA group. We examine the effects of modifying the
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Table 3: 50th percentile of graph loading latency using width=64
(default) and width=2 from Fig. 12

width=64 width=2
Time reduction

compared to width=64
Ising 0.24 ms 0.05 ms 79.17%
AISD HOMO-LUMO 0.39 ms 0.05 ms 87.18%
ORNL AISD-Ex Discrete 0.44 ms 0.06 ms 86.36%
ORNL AISD-Ex Smooth 0.42 ms 0.05 ms 85.71%
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Figure 13: Convergence of training/validation/test loss.

DDStore width parameter on performance when processing the
AISD-ex discrete dataset. On Summit, we adjust the DDStore width
from 12 to 384, and on Perlmutter, from 8 to 256, utilizing 64 nodes in
both cases. The entire dataset is evenly distributed among the width
processes. Our findings can be observed in Fig. 11. For more details,
Fig. 12 and Table 3 compare the cumulative distribution function
with varying width parameter. Each performance is evaluated using
16 Perlmutter nodes, which means that the default width value is
64. As shown in the figure, half of the graphs are loaded much faster
on "width=2" compared to the default. As shown in Table 3, the
50th percentile latency can be reduced by up to 87.18% compared
to the default. The DDStore width does influence the performance,
though the change is not significant in Fig. 11, resulting in less than
a 10% variability in performance. Users can take advantage of this
to further optimize the performance of training using DDStore.

4.7 Convergence
Our performance evaluation concludes by showcasing the conver-
gence outcome as a high-level appraisal of DDStore. We performed
a full-scale HydraGNN training for UV-vis spectrum analysis using
the AISD-Ex (Smooth) dataset on Summit. This training took about
one hour with 128 Summit nodes and a batch size of 128 for 100
epochs. During the training, we employed a learning rate scheduler
named ReduceLROnPlateau, which adaptively modifies the learn-
ing rate based on validation loss. Fig. 13 shows the convergence
of the mean square error (MSE) loss for the training, validation,
and test sets. The abrupt rise in loss observed at Epoch 26 is due
to the learning rate shifting from 1 × 10−3 to 5 × 10−4. It can be
observed that the training reaches convergence after approximately
90 epochs, resulting in an MSE loss between 0.015 and 0.016.

5 Related work
GNN: The advent of accelerator technologies, such as TPU [32],
Tensor Core [44], Cerebras [18], GraphCore [31], has significantly
enhanced the processing speed of DL workloads by using high-
arithmetic-intensity kernel routines. Recent studies [27, 29] showed
that these DL accelerators require higher arithmetic intensity for
optimal performance thanwhat is existing in DLworkloads, shifting
the challenge to the data movement. The problem is exacerbated

with the increase in the integration level of accelerators within
a compute node, which put excessive pressure on the I/O system
and the interconnect [27, 28]. These studies show that scientific
learning workloads, such as DeepCAM [36] and CosmoFlow [46],
can be I/O bound when samples are not efficiently compressed or
cached within the memory hierarchy [28].

Data loading optimization: I/O optimization in DL has been an
active research area. Studies by C. Jia et al. [30] and J. Xue et
al. [64] investigated the application of RDMA with TensorFlow
for DL training, emphasizing efficient message passing within a
distributed setting. The work most closely related to ours is DeepIO
by Yue Zhu et al. [66, 67], which focuses on optimizing data shuf-
fling by using RDMA for in situ data movement. This approach
is implemented within the TensorFlow environment. In contrast,
our DDStore method relies on the portable MPI’s RMA library
and is integrated with PyTorch’s data loading method. NVIDIA’s
Data Loading Library (DALI)1 is specifically designed to optimize
data loading to effectively minimize overhead and boost training
efficiency. It emphasizes creating flexible data pipelines for train-
ing and employs multi-thread approaches to support multi-GPU
training, whereas our work concentrates on using an HPC-friendly
memory caching method. FFCV [37] is a data loading tool that
offers functionalities similar to DALI and various data processing
pipeline techniques. Our DDStore and FFCV differ in data shuffling,
with FFCV not providing explicit distributed data shuffling while
DDStore facilitating global memory-to-memory data shuffling.

6 Conclusion
Despite recent advancements in computing hardware and DL tools,
large-scale graph training remains challenging, particularly in I/O
management. Traditional science applications executed on super-
computers are characterized by massive, write-intensive, sequential
I/O patterns. In contrast, AI and DL workflows exhibit read-focused,
frequent, random access I/O patterns, as demonstrated in our molec-
ular design application. Although some supercomputing facilities
provide massive NVMe SSD memory storage capabilities on each
compute node to accommodate the intra-node storage of large vol-
umes of data, such capabilities are still not broadly supported on
many state-of-the-art HPC and some supercomputing facilities.
Therefore, there is still a compelling need to develop scalable I/O
techniques for effective data reading in GNN models that do not
rely heavily on specific memory storage hardware.

To address these challenges, we developed DDStore, a tool de-
signed to enhance data loading efficiency for distributed GNN train-
ing using one-sided communication in HPC. DDStore employs MPI,
a widely-used HPC tool for data communication, and its one-sided
communication paradigm to enable access to data stored in the
distributed memory of remote processes. This approach allows data
to be efficiently loaded into the memories of parallel processes with
minimal overhead. We showcase the performance enhancement of
DDStore in HydraGNN training, observing up to 4.23× and 6.15×
improvement over traditional file-based approaches on Summit and
Perlmutter, respectively—two DOE HPC machines.

In summary, DDStore facilitates rapid data exchange during shuf-
fled data loading operations involved in the distributed training

1Available at https://developer.nvidia.com/dali
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process. By implementing DDStore, we can accelerate the train-
ing process of GNN models for high-dimensional UV-spectrum
prediction, enabling more accurate and efficient molecular design
efforts. This breakthrough not only addresses the challenges posed
by large-scale graph training but also lays the foundation for further
innovations in the field of molecular design and DL applications.
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