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ABSTRACT

In solving large scale optimization problems, we find it advantageous to use iterative methods to
solve the sparse linear systems that arise. In the ETR software for solving equality constrained
optimization problems, we use a conjugate gradient method to approximately solve the trust
region subproblems. To speed up the convergence of the conjugate gradient routine, we need to
precondition matrices of the form ZTW Z, which are not explicitly stored. Four preconditioners
were implemented and the results for each are given.
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1 Introduction

This paper focuses on solving certain large scale linear systems efficiently. Solving a system
Az = b is a recurring problem in numerical methods. The specific linear system we will consider
is one which arises in solving optimization problems.

We are interested in solving large optimization problems of the form:

minimize  f(z) (1.1)
subject to  h(z) =0 (1.2)
g(z) <0, (1.3)

where 2 € R*, f: R* - R, h: R® —» R% and g : R® —» R}, and f,h,g € C! . In these
problems, n is large and each component function of f(z), h(z), and g(z) may be a function of
relatively few unknowns. Thus, the matrices of first and second derivatives are often sparse.

In many methods for solving (1.3), a linear system, which has the form ZTW Zd = —g, will
have to be solved at each iteration. The vector g is the gradient of the Lagrangian function
(defined in Section 1.1), the matrix W is an # x n matrix of exact or approximated second
derivatives of the Lagrangian, and Z is a basis for the tangent subspace of the constraints. These
Z and W matrices are large and the product ZTW Z is often dense. Thus, an iterative method,
such as conjugate gradients, which doesn’t require the explicit storage of ZTW Z, is usually used
to solve the system.

Our approach to solving (1.3), involves solving a quadratic problem at each iteration. We
are also using a trust region to limit our step size to guarantee global convergence. We solve the
quadratic problem by.decomposing it into two subproblems: a vertical suproblem and a horizontal
subproblem. It is the horizontal subproblem that contains the linear system of interest. We use
a conjugate gradient method to solve the linear system ZTWZd = g, subject to a scaled trust
region. The solution of this subproblem dominates the execution time of the code. We are
interested in improving this routine; thus we are looking for a preconditioner for ZTW Z.

We will briefly describe this horizontal subproblem and then return to the discussion of pre-
conditioning conjugate gradients.

1.1 The Horizontal Subproblem Definition

We will consider the solution of the optimization problem with only equality constraints. We will
solve problems with inequalities by transforming them to equality constrained problems. Solving
(1.3) is equivalent to solving a series of equality constrained problems, with the addition of slack
variables to the inequality constraints and a log barrier term to the objective function.
This equality constrained problem is
minimize  ¢(z) (1.4)
subject to  ¢(z) = 0, (1.5)

where ¢ : R — R and ¢: R® — R™. The Lagrangian for this problem is
L(z,2) = ¢(2) — AT e().




Our approach to solving the optimization problem is to solve a sequence of quadratic prob-
lems, with a trust region for global convergence. Each problem involves minimizing a quadratic
approximation of the Lagrangian subject to a linearization of the constraints. There is also a
trust region constraint which limits the step to be within a region where we trust our quadratic
model to be accurate. The quadratic problem is:

1
minimize  Ve(zx)Td + EdTI’V(zk, Ar)d (1.6)
subject to  A(z)Td+ ¢(zr) = 0 (1.7)
lldll < Ag. (1.8)

whe1e A(z) = [Va(z),..., Ven(2)] contains the gradients of the constraints, and W(z,\) =
V2,.L(x, ) contains the second derivatives of the Lagrangian, or some approximation to them.
Unfmtunately, the problem in (1.6) - (1.8) may not have any feasible solutions. So, our
approach, which is Byrd and Omojokun’s method [2, 7], decomposes the problem into two sub-
problems, the vertical subproblem and the horizontal subproblem, each of which is guaranteed to
have a solution.
The vertical subproblem finds the point closest to satisfying the linearization of the constraints,
while also staying within a fraction of the trust region radius. The vertical subproblem is:

minimize  [JAF v + ci| (1.9)
subject to  [|v|| < CAg, (1.10)

where A; = A(xx) and ¢x = c(zr). The relaxation parameter { may have any value in the interval
(0,1).

The horizontal subproblem finds the full step d which minimizes the objective function (1.6),
while not moving any closer to the feasible manifold than the solution to the vertical subproblem,
vk, does. The step d must also lie within the trust region radius. The formulation of the horizontal
subproblem is:

minimize  Ve(zr)Td + —lidTI/V(:ck)d (1.11)
subject to  A¥d = Afw (1.12)
lldll < A . (113)

Once the step d is found by solving the two subproblems, the remaining algorithm is a standard
trust region method. If the step provides good decrease, we accept the step and increase the trust
region. Otherwise, we reject the step and decrease the trust region.

The ETR software, ( Equality constrained optimization using Trust Regions), is an imple-
mentation of Byrd and Omojokun’s method by Lalee, Nocedal, and Plantenga [5, 8]. The code
was written to solve large scale problems, so the subproblems are only approximately solved while
maintaining reasonable storage requirements. Computing the horizontal step dominates the exe-
cution time for many problems. We are, thus, currently interested in improving the efficiency of
the routines which solve the horizontal problem.




We can eliminate the equality constraints (1.12) in the horizontal problem by making a sub-
stitution for d. If we let Z; be a basis for the nullspace of Ag, we can define the step to be the
sum of two orthogonal components: d = v, + Zu. The solution to the vertical problem, vy is in
the range space of A;. We form a n X (n — m) matrix Z; which is a basis for the nullspace of A.
Now, the subproblem (1.13) can be rewritten as:

1
minimize g;{Zku + §uTZEW'kau (1.14)
subject to  ||Zpull < Ay, (1.15)

where Wy, = W(ay), gr = (Vé(zk) + Wivk), and Ay = /A2 — |lvg|[2. This problem is now in the
form of a standard trust region problem: minimizing a quadratic objective subject to the trust
region constraint.

There are a couple of options for computing Z, so that A7 Z; = 0. One is to use the QR
factorization of Ax. However, this factorization may become dense, even if A, is sparse. So, we
use the direct elimination of Ay instead. We partition A7 into

AZ‘ = [By N (1.16)
and then define Zj, to be
=1 a7
Z = l —Bl} Ny ] . (1.17)

To preserve sparsity, we only store the LU factors of Bi. So, Zj, is not explicitly stored, but the
products Z;u and Z;fa: can be computed.

We will use Steihaug’s method [9], which is a modification to the conjugate gradient method
to solve trust region problems, to solve the horizontal problem (1.14) - (1.15).

2 Solution of Horizontal Problem

Since the reduced Hessian, Z{ W}, Zy, is not explicitly stored, we need to use an iterative method to
approximately solve the horizontal problem. However, we need to allow for the reduced Hessian to
be indefinite and for the trust region constraint. Steihaug’s method uses the conjugate gradient
iteration, but has three termination tests, instead of one [9]. If the minimizer of (1.14) lies
within the trust region, the method will terminate at this answer. However, the ‘method will
also terminate when an iterate violates the trust region bound or when a direction of negative
curvature is detected. In either of these cases the step is truncated to the length of the trust
region.

Steihaug’s method gives only an approximate solution to the trust region problem. It uses the
steepest descent direction as the first direction. The first iterate is the point where the quadratic
objective function is minimized along the steepest descent direction, subject to the trust region
constraint, which is the Cauchy point. All of the iterates after this point will decrease the
objective function. Since the solution found by Steihaug’s method is as much as a fraction of the
decrease from the Cauchy point, we are guaranteed global convergence of the entire algorithm.

~1




In addition, this method will take Newton steps, if the trust region is big enough, guaranteeing
local quadratic convergence.

The trust region constraint in (1.15) is scaled. Figure 1 contains the details of Steihaug’s
method to solve this scaled trust region problem. We will refer to this algorithm as the correct
Steihaug.

Given €, € > 0
(Zu)o = 0; 70 = —ZF Gk; to = (ZF Z1) ro; (ZP)o = Zxto; 5 = 0;
If \/Tg‘io < €
Then return the step (Zu) =0
Loop
If (Zp)TWi(Zp); < 0
Then find 7 such that (Zu) = (Zu); + 7(Zp); minimizes (1.14),
(Zw)|l2 = Ag. Return (Zu).
a; = r]t;/(Zp)TWi(Zp);
(Zu)j41 = (Zu); + a;(Zp);
I |(Zu)jslle > Ak
Then find 7 > 0 such that (Zu) = (Zu); + 7(Zp);,
[1(Zw)]|2 = Ak. Return (Zu).
ris1 = 15 = 0; 2 Wi(Zp);
tiv1 = (2§ Zk) i
If \/ Tyt < e\/ rd'to Then return (Zu);41
Bit1 = 7‘JT+1tj+1 / 7',1%.1'
(Zp)js1 = Zitjpr + Bix1(Zp);
j=j+1
Continue

Figure 1: The correct Steihaug routine to solve horizontal problem.

At each iteration, the solution of the linear system ZZ'Zktj.{_l = 7j41 is computed approx-
imately, using conjugate gradients. Solving this linear system can become very costly. If we
eliminate solving this system at each iteration, we are then solving the trust region problem with
an unscaled trust region constraint:

1
minimize  §} Zpu + §uTZEWkau (2.18)
subject to  |ju|| < A, (2.19)

When the solution of (2.19) lies within the trust region and satisfies || Zu|| < Ay, that solution
also solves the scaled horizontal problem (1.14)- (1.15). So, if we suspect that we will be taking
a Newton step, we can eliminate the scaling matrix (ZF Z;)™! from the algorithm. (We call this




unscaled Steihaug the deconditioned Steihaug.) We don’t want to eliminate the scaling altogether
since we need to use the accurately scaled Cauchy step as the solution when the trust region gets
small.

This scaling matrix (Z{ Z)™" acts also like a preconditioner. So, using the correct Steihaug
will often converge in less iterations than the deconditioned Steihaug. However, the cost is
great. So, the first improvement we made to the horizontal problem was to use the deconditioned
Steihaug all of the time. Only when the initial direction lies outside of the trust region do we
use the correct Steihaug routine, so that the correctly scaled Cauchy step will be taken when
the trust region is small enough. This proves to be robust and to reduce the execution time to
compute the horizontal step.

The following figures show the results of this change on ten test problems, which are taken from
the CUTE (Constrained and Unconstrained Testing Environment) [1]. A table giving a brief
description of the problems is given in Appendix A. Figure 2 shows a graph of the percent change
in the time to solve the horizontal subproblem, the number of conjugate gradient iterations, and
the total number of function evaluations when using the deconditioned Steihaug all of the time
instead of the correct Steihaug. For almost all of the problems, it took half the time to solve
the horizontal step even though for several of the problems, the number of conjugate gradient
(CG) steps increased. Without the scaling, often more conjugate gradient iterations are needed
to solve the trust region problem. since these iterations are cheap, the total time to find a solution
still decreased. Also, the approximate solutions found by the deconditioned routine are not as
good as those found by the scaled routine for convergence of the entire algorithm. So, more
outer iterations of ETR are needed and the number of function evaluations increases, which is
also demonstrated in Figure 2. The only problem in which the time to compute the horizontal
step did not decrease was the OM problem. In this problem, using either the deconditioned
routine or the scaled routine resulted in only Cauchy steps. So, the deconditioned routine added
the overhead of trying the deconditioned step first, doubling the number of conjugate gradient
iterations.

Figure 3 shows the percent change in the total time for the entire algorithm to terminate
when the deconditioned routine is always used instead of the scaled routine. For most of the
problems, the time decreased. As expected, the OM problem took slightly more time. The R1
problem, for which the time to solve the horizontal problem decreased, overall took longer to
solve. The added conjugate gradient iterations and function evaluations, for this problem, proved
to be costly. Overall, this change to using the cheaper deconditioned routine all of the time,
served to decrease the running time of the algorithm by about a third for most of the problems.

Now, we would like to decrease the number of deconditioned Steihaug steps. So, we will
attempt to precondition Z{Wka.

3 Preconditioners for Z{ W, Z,

Using the conjugate gradient method to solve the system Az = b works well when A is well
conditioned or has few distinct eigenvalues. So, we would hke to use conjugate gradxent routine
on a preconditioned system A% = b, where A = C~ 5AC™ 2 &= Chzand b= C~%b. We want
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Figure 2: Plot of the percent change in time to compute horizontal step, number of CG iterations,
and total number of function evaluations when using the deconditioned Steihaug at each inner
iteration instead of correct Steihaug
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to use a preconditioner C' ~ A so that 4 is close to the identity matrix; thus ensuring rapid
convergence. The preconditioner C must be positive definite and easily invertible.

The matrix which we are preconditioning is ZI W2, which is not explicitly stored. The
matrix W, may be stored, but, as mentioned earlier, Z; is not. Finding a preconditioner
C ~ ZFW, 2, is difficult. For instance, neither the diagonal of the matrix nor approximate
factorizations are readibly available, which are two common preconditioners. Others have sug-
gested preconditioners for this problem. In both [6, 3], the authors suggest preconditioners based
on the following formula:

(ZEWiezi) ™ = YWY - YW AT (AW Al 4wy, (3.20)

where Yy is a left inverse for Z. In [6], Nash and Sofer suggest approximating (8.20) with a
power series. In [3], Conn, Gould and Toint suggest using (3.20) with a symmetric approximation,
W), ~ W, which is easily invertible. In both of these approaches, the preconditioner can be very
expensive to use. The first approach requires eigenvalue information from relevant madtrices, and
the latter requires the computation of (A; Wy A7 )~!.

We implemented four different preconditioners. Three of them had similar results, so we
will discuss these first. The first is the exact diagonal of the matrix ZZ'VV;;Z,C. To form this
preconditioner, the algorithm must do n — m multiplies by Z;, which will prove to be a very
costly operation to execute for each horizontal problem we solve. The second preconditioner is
an estimate of the diagonal. This preconditioner is C = diag(Z] W) Z},), where

- _ [ ~(diag(B1)) 1N,
Zr = T

For both of these preconditioners, the diagonal elements are forced to be positive by using the
absolute value of the actual diagonal entries. The third preconditioner is the tridiagonal of
Z{l'T’ka. This preconditioner is made to be positive definite by modifying the diagonal elements
so that they are a small fraction greater than the sum of the off-diagonal elements. The tridiagonal
preconditioner also requires n — m Zj multiplies.

The following graphs show the change in the performance of code when the three precondi-
tioners were used in the deconditioned Steihaug routine. The bars represent the percent increase
in iterations, function evaluations, or time when each of the preconditioners was used compared
with the deconditioned Steihaug with no preconditioner. (The negative bars represent, decrease.)
Figure 4 shows the percentage of change in the number of conjugate gradient iterations. For three
of the problems, all of the preconditioners caused a decrease in the number of CG iterations. For
three more problems, using the exact diagonal and the tridiagonal preconditioners resulted in
fewer conjugate gradient steps. The estimated diagonal was not as effective in reducing the con-
jugate gradient steps. For problem D2, the algorithm did not converge when using the estimated
diagonal preconditioner. Figure 5, shows the percentage change in the number of function evalu-
ations when using the three preconditioners. A few problems have relatively small changes in the
number of evaluations. Most have no change. Only one problem, OA, demonstrates a significant
increase in function evaluations.
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Percent increase in func evals
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Figure 5: Plot of the percent change in function evaluations when using the three preconditioners
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Even though the number of conjugate gradient steps decreased and the number of function
evaluations didn’t increase significantly, these preconditioners still proved to be ineffective. As
shown in figure 6, the time to compute the horizontal step increased dramatically because the
expense of computing the preconditioners was too costly. The two problems, D3 and OA which are
missing from this graph, are even more expensive. Also, when using the preconditioners, the more
expensive scaled routine is used more often. Often, in the first iteration of Steihaug’s method the
initial preconditioned direction will violate the trust region constraint when the unpreconditioned
direction would not. Finally, figure 7 shows the increase in the total time of the algorithm.

These three preconditioners proved to be too costly to use for each horizontal problem. Thus
we tried using them only when a Newton step was expected. As a result, only a few horizontal
problems were preconditioned and any improvements in performance were negligible.

/
4 Lanczos preconditioner

Another idea for a preconditioner is to estimate the reduced Hessian matrix in iteration k by
an estimate of the reduced Hessian in iteration & — 1. If the steps in the algorithm are small,
we don’t expect Z[Wka to change drastically from iteration to iteration. By storing the a, 3,
and residual vectors generated in the congugate gradient routine in the previous iteration, we
can form a preconditioner C = ZE_IW;;_l Zg—1. which requires only a tridiagonal solver to solve
Ct=r.

Using conjugate gradients to solve the system Az = b has a very close connection to the
Lanczos method, which estimates the extremal eigenvalues of A by generating a sequence of
tridiagonal matrices T} [4]. The method involves iteratively generating orthonormal directions g;
such that T; ~ Q}‘AQJ', where Q; = [¢1...¢;] and

n & e 0
b 12 :
Tj= )
. T T
[ 0 - O-1 Vi |

The conjugate gradient method can also generate @Q; and T;. In the conjugate gradient
routine, from the equations p; = r;_; + B;p;j—1, we can set R; = P;B;, where R;j = [ro,...,7j-1],
P; = [p1,...p;], and

1 _ﬂ2 0
1 83 :
Bj = *
. --,Bj
e 0 1 -l
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Since py, ..., p; are A conjugate, the product R;Z'AR,- is tridiagonal. From the theory of conjugate
gradients, we know that the set of r; vectors are orthogonal. Let

G = £ri_1/||ri-1ll2,

and 3
Qj = [qla"'ai'i]'

The columns of Q ; are orthonormal. Then

[ L _vB 0 ]
(251 (241
_@ _&.}_ 1 _@
o oy a2 a2
- ~ - _£ﬂ3 _ﬁs._I. .1.3
T; = QTAQ; = o3 o T o
.. _1fﬁ3
. . . o
v/ Bi 8 1
i 0 . —;J:J—_x-{_z;_

Using these equations, we can use C = Q jTjQ-JT as the preconditioner for ZEW'L.ZL., where Q j
and ’f‘_,- are computed in iteration £ — 1. To solve the linear system Ct = r, we use a tridiagonal
solver to find Tjw = Q?? and then assign ¢t = Q;w.

This preconditioner is cheap to store and to invert. However, there are difficulties involved
in using it. In preconditioned CG iterations, the residual vectors are no longer orthogonal in the
unscaled /; norm. So, only during unpreconditioned CG steps are the vectors and scalars stored
to form the preconditioner. This preconditioner is then reused to precondition a fixed number
of horizontal problems, before the preconditioning is turned off and another preconditioner is
stored. So, the preconditioner may not accurately estimate Z,g'W'ka. Also, the preconditioner is
positive semidefinite, which may cause the Steihaug method to halt after only a few iterations.
If the residual vector r lies in the nullspace of QjTjQ;F, then ¢ will be zero, and the Steihaug
method will end.

Figures 8 and 9 are graphs of the results of using this preconditioner in the deconditioned
Steihaug routine, building the preconditioner from 20 iterations and reusing it for five horizontal
problems. They show the percentage of increase in time, iterations, and function évaluations
when using the Lanczos preconditioner instead of the deconditioned Steihaug with no precondi-
tioner. Figure 8 shows the change in time to compute the horizontal step, number of conjugate
gradient steps and the number of function evaluations. For the few problems where the number
of conjugate gradient iterations decreased, the number of function evaluations increased. For OB,
even though the number of CG steps decreased, since there were more function calls, the running
time increased. For four of the problems, there were significant increases in the number of func-
tion evaluations. As mentioned earlier, since the preconditioner is not positive definite, the CG
routine will terminate early, with a bad step. Figure 9 shows the increase in total time from the
slow convergence. Even problems which had a decrease in time to solve the horizontal problem
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took longer to converge and the total time increased. And, for H4, using this preconditioner
prevented convergence completely.

Although inexpensive to use, the Lanczos preconditioner is not a viable option for a precon-
ditioner.

5 Conclusion

In solving optimization problems, using the trust region method, a linear system arises of the
form ZTWZd = —g. When this matrix is not stored, it is difficult to precondition. Computing
the diagonal and tridiagonal preconditioners for each horizontal subproblem is expensive. The
Lanczos preconditioner is cheap, but not stable to use. None of the preconditioners decreased the
number of CG iterations significantly.

Thus, preconditioners for this problem must be very cheap to implement, and they must
approximate Z{Wka well. Finding such a preconditioner may be too difficult; therefore, we
are looking at other ways to improve the horizontal subproblem. One idea is to use the correct
Steihaug method, but with a preconditioned routine for solving linear systems involving the
matrix ZF Zy. Another idea is to rewrite the correct Steihaug method so that we can express
the scaling (Z{ Z;)~! as a projection. Thus, we have Zt; = Z1(ZF Zr)~2ZTr;, and we can then
substitute the projection (I — Ar(A¥ Ar)~1AF). This projection is cheaper to use since Ay is
explicitly stored, and should reduce the time to compute the horizontal step.
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Appendix A

Name n m | Constraints Variables
DX | DIXCHLNV 100 50 | nonlinear equality bounds
H4 | HAGER4 1001 [ 500 | linear equality free, bounds, fixed
OB | OBSTCLAE 529 0 bounds, fixed
OM | OPTMASS 610 | 505 | linear equality, nonlinear inequality | free, fixed
R1 | READING1 202 | 100 | nonlinear equality bounds, fixed
SV | SVANBERG 500 | 500 | nonlinear inequality bounds
T1 | TORSION1 484 0 bounds, fixed
D2 | DTOC2 2998 | 1996 | nonlinear equality free, fixed
D3 | DTOC3 14999 | 9998 | linear equality free, fixed
OA | ORTHREGA | 2053 | 1024 | nonlinear equality free

Figure 10: Set of test problems from CUTE collection
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