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ABSTRACT1
Conventional signal timing for arterial usually takes bottom-up approaches. Engineers optimize2
each individual intersection first and then coordinate them by adjusting the offsets. This work is3
based on the Virtual Phase-Link (VPL) model, a street traffic model designed for online traffic4
model predictive control, to obtain a top-down offline arterial signal timing. We Studied the Shal-5
lowford Rd. in Chattanooga, TN and found that the inconsistency in intersection capacities along6
the arterial could lead to some intersections becoming bottlenecks. Signal timing is a significant7
factor that affect the intersection capacities. We realized that the VPL-based model can guarantee8
the consistency in intersections along an arterial. We therefore adopted the VPL-based model and9
developed an offline signal timing optimization approach. The proposed timing derived from the10
VPL-based offline signal timing optimization showed very good results in simulation. The Chat-11
tanooga Department of Transportation adopted the optimized timing obtained from the proposed12
approach and gave positive feedbacks to the research team. We also collected field experiment13
data, which demonstrated overall energy reductions and speed improvements on some sections of14
the Shallowford Rd. arterial. We will continue the experiment when the COVID-19 pandemic15
impact subsides to have a more robust quantitative evaluation.16

17
Keywords: VPL model, Offline Signal Timing, Arterial18
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INTRODUCTION1
An Arterial with closely spaced intersections are sensitive to the fluctuation in traffic volumes.2
Phase failures at one intersection could cause queue spilling back which leads to the failure in con-3
trol in the upper stream intersection. In this kind of arterials, the standard bottom-up signal timing4
approach (considering each intersection individually and then adjusting the control parameters to5
coordinate) could easily cause the failure in control along the arterial. The observed traffic flow6
within the arterial are usually impacted by the surrounding controls. The traffic volume counts7
from advanced system detectors around the boundary of the arterial are used for each individual8
intersection’s timing. While the traffic volumes from the network boundary impact the whole arte-9
rial, this information are usually not fully utilized for the signal timing of the whole arterial. There10
is a need to consider an area as a whole and to take a top-down signal timing approach for arterial11
or grid network where intersections are closely spaced.12

One of the major research efforts in arterial signal control focuses on fine-tuning the signal13
offsets (1, 2). Although tuning offsets has the most potential to improve arterial traffic signal14
control performance, arterials with closely spaced intersections are most vulnerable to unbalanced15
splits setting.16

Wang and Abbas showed that coordinating green splits among arterial intersections can17
also have significant impacts on the arterial performance (3, 4). They proposed a real-time splits18
optimization algorithm through Model Predictive Control (MPC). This algorithm requires real-19
time knowledge of traffic space distribution on the road network. The set of signal timings along20
arterial can be obtained to optimize the whole arterial via simulation-based optimization (5, 6).21
However, this approach becomes computationally expensive as the studied area becomes larger.22

System-level controls of an arterial can be addressed by traffic responsive control or adap-23
tive traffic control (3, 7–9). However, many regions in the world still lack real-time automatic24
traffic state detection. There is a need to have an approach to help design arterial signal timing25
offline and still provide good reliability in control.26

One of the focus of recent offline signal timing research is to address the uncertainties27
in traffic demand. Yin (10) presented scenario-based mean-variance optimization, scenario-based28
conditional value-at-risk minimization, and min-max optimization for traffic signal timing using29
the Highway Capacity Manual (HCM) delay equation (11) for isolated fixed-time signalized in-30
tersections. Liu et al. applied distributionally robust optimization to address the uncertainties in31
turning ratios (12). Both research addressed the uncertainty by optimizing the signal timings for a32
set of possible scenarios in the real-world.33

This work is built on the Virtual Phase-Link (VPL) model designed for the MPC algorithm34
proposed by Wang and Abbas (3). We utilized the VPL model to obtain offline arterial signal35
timings for the studied intersections in a top-down manner. We focused on the split allocations for36
arterials with closely spaced intersections during peak hours. We addressed the uncertainties in37
the real-world by optimizing a constant control strategy for the VPL model for a large number of38
control cycles. We were not controlling the signal timing with real-time traffic state, and the traffic39
state will not be constant in the field. Therefore, we optimized the signal timing for a large number40
of control cycles since in each cycle, there will be a different traffic state.41

This work is part of the Regional Mobility project, which seeks to use situational awareness42
and traffic control to reduce traffic energy consumption (13). This paper focuses on a field exper-43
iment that we conducted in Chattanooga, TN in late February, 2020. We conducted the following44
procedures in this experiment: 1) selected the intersections to be controlled, 2) identified the main45
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traffic issue along the arterial, 3) found a cause of bottleneck in arterial signal control, 4) modified1
and applied the VPL-based signal control to obtain an optimal signal timing that avoided the bot-2
tleneck, 5) tested the new timing in Vissim simulation against the existing timing, 6) proposed the3
new timings to Chattanooga Department of Transportation (DOT) and had the timing implemented.4
From the simulation results, we found that the optimized timing can move the traffic under very5
congested condition and was able to improve throughput, reduce delay and fuel consumption along6
the arterial. We received positive feedback from the Chattanooga DOT for the field experiment.7

METHODOLOGY8
Study Site9
In this project, we chose Shallowford Rd. in Chattanooga, TN, shown in Figure 1, as the study10
site. We further selected four intersections to optimize the timing, i.e., Shallowford Rd. and11
Amin Dr. (referred as intersection A), Shallowford Rd. and SB Ramp (referred as intersection B),12
Shallowford Rd. and NB Ramp (referred as intersection C), and Shallowford Rd. and Napier Rd.13
(referred as intersection D). We studied the afternoon peak time as specified the controllers under14
the current settings, which is 4 pm to 7:30 pm, for study. Figure 1 shows the four intersections15
(circled in red) that were studied in this work. We selected to study these four intersections along16
Shallowford Rd. arterial for the following reasons:17

• These intersections were instrumented with video detection cameras which can provide18
traffic flow, turning ratio, real-time video feed, and historical signal timing statistics.19

• These four intersections covered the most congested area near the mall (as shown in20
Figure 1) during afternoon peak time.21

• These intersections were closely spaced which cause queue spill back easily.22
It should be noted that intersection B and intersection C at the diamond interchange ramps23

were controlled by separate controllers. Therefore, we did not consider the three-phase or Texas24
Transportation Institute (TTI) four-phase scheme (14). The proposed signal timing approach can25
be applied to a general arterial without the need to include an interchange.26

By interviewing local travelers and Chattanooga DOT, we found that the eastbound was the27
most congested movement and the most congested location was on the bridge (from intersection28
B to intersection C). The main issue in the study site is queue spilling back to the upstream inter-29
section and causing failure in signal control in the upstream intersection. The congestion on the30
eastbound bridge (between intersection B and intersection C) was caused by the queue spilled back31
at intersection D. Even when there was long green time for the eastbound traffic at intersection C,32
the vehicles could not fully use the green time. This was because the queue from intersection D33
already reached intersection C and prevented vehicles from entering intersection C.34

Arterial Bottleneck from Capacity Inconsistency35
When queue spills back to an upper stream intersection, the upper stream intersection’s control will36
fail. An optimally controlled arterial should at least prevent queue spilling back to an upper stream37
intersection. The road links have space storage capacity to hold vehicles when traffic become38
congested. An arterial with closely spaced intersections only have limited storage capacity for each39
road link to hold the vehicles. In this case, queue spilling back becomes a critical phenomenon to40
prevent from. From a queuing system’s point of view, a necessary condition for preventing queue41
spilling back is to have the system’s average service rate to be greater than the average arrival rate.42

The service rate of an intersection is its capacity. The signalized intersection’s capacity of
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FIGURE 1 The study site.

a certain movement, m, can be calculated with Equation 1.
ci,m = si,m×

gi,m

Ci
(1)

Where:1
ci,m: capacity of movement m at intersection i;2
si,m: saturation flow rate of movement m at intersection i;3
gi,m: green time of the phase that allows movement m at intersection i; and4
Ci: cycle length of the controller at intersection i.5

During peak hours, the traffic tends to fully use the green times at or near the saturation6
flow rate. The incoming flow was released from the upper stream intersection. The maximum7
incoming flow rate λ

+
i,p of intersection i movement p can be calculated with Equation 2.8

λ
+
i,p = ∑

q∈Qi,p

ci−1,q = ∑
q∈Qi,p

si−1,q×
gi−1,q

Ci−1
(2)

Where:9
Qi,p: the set of movements that flow into movement p at intersection i.10

Similar to highway bottlenecks, the inconsistency in signalized intersections’ capacities11
along the arterial also causes bottlenecks.12

Figure 2 shows the NEMA phase diagram of Shallowford and NB ramp intersection (as13
noted in 1). The numbers in circles indicate each phase’s movement. Phase 1 was associated with14
phase 6 and was not marked in the map. Phase 4 included the northbound left turn and right turn15
movement. From the NEMA diagram, we can see that the flow into the eastbound movement of16
Shallowford Rd. and Napier Rd. are almost continuous in the control cycle (except for the lost time17
of phase 6 and phase 4). During peak hours, the traffic flow into link A are alternating between18
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the saturation flow from the through movement of phase 6 and the saturation flow from the right1
turn of phase 4. If we want to match the inflow of intersection D eastbound movement, applying2
Equation 1 and 2, we found that the green time for the eastbound through movement at intersection3
D should at least take 70% of the cycle length. However, the historical report showed that the green4
time allocation was never exceeding 50% of the cycle length.5

FIGURE 2 Shallowford Rd. and NB Ramp intersection and its NEMA diagram

VPL Model and Modified VPL Model to Address Channelized Right-turn Lanes6
We realized that the street traffic signal Model Predictive Control (MPC) based on the (Virtual7
Phase-Link) VPL model (3) implied the consistency in the arterial capacities across intersections.8
The VPL model in our previous work was designed for a general case. We need to modify the VPL9
model to address the uncontrolled channelized right turn lanes (e.g., westbound right turn into the10
ramp at the NB intersection).11
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To make this paper self contained, we summarize the original VPL model here. The vehi-1
cles on a road link could be served by multiple phases. We define a VPL, (i, p), as a virtual link2
that only holds vehicles that will be served by one phase, p, at a intersection, i. The VPL model3
describe a dynamic system of the street traffic. The road network is described a set of VPL in the4
VPL model. The topology of the network is described by the set of upstream VPLs, V(i,p), of a5
VPL, (i, p). The impact of number of lanes are captured in the saturation flow rate, si,p, for phase6
p at intersection i. The states of the system are the numbers of vehicles, X(i,p)(·), in each VPL,7
(i, p). The number of vehicles in a VPL should be less than the space capacity of the VPL, i.e.,8
X(i,p)(·) ∈ [0,c(i,p)]. The control of the system is the allocated green time of phase p, ui,p(·), and9
the fully used green time equivalent of VPL (i, p), G(i,p)(·). The fully used green time equivalent10
and any time step k should be none negative and not greater than the allocated green time in the11
signal timing, i.e., G(i,p)(k) ∈ [0,ui,p(k)]. Other than the aforementioned parameters, the system12
also include the following parameters:13

• l(i,p): the lost time (yellow and all red time),14
• r( j,q)(i,p)(k): the percentage of vehicles from VPL ( j,q) that will flow into VPL (i, p) at15

time step k,16
• C(k): cycle length at time step k, and17
• In(i,p)(k): flow demand of VPL (i, p) at time step k when the (i, p) is at the boundary of18

the network, i.e., V(i,p) =∅.19
The number of vehicles on a VPL, X(i,p)(·), is controlled by the fully used green time20

equivalents of downstream and upper stream intersections. From the physical road network view,21
the number of vehicles at one link is controlled by the intersections at both end of the link. For the22
case that the VPL is on the boundary of the network, the number of vehicles on that VPL is only23
control by the downstream intersection. This relationship can be express in Equation 3.24

X(i,p)(k+1)−X(i,p)(k) ={
∑( j,q)∈V(i,p)

(
r( j,q)(i,p)(k)×G( j,q)(k)× s j,q

)
−G(i,p)(k)× si,p, V(i,p) 6=∅

C(k)× In(i,p)−G(i,p)(k)× si,p(k), V(i,p) =∅
∀i, p,k

(3)

The allocated green times should follow the ring-and-barrier rules that are described in
Equation 4,5, and 6.
∑

p∈Pri,b

(
ui,p(k)+ l(i,p)(k)

)
= ∑

p∈Pr j ,b

(
ui,p(k)+ l(i,p)(k)

)
∀ri,r j ∈ R,b ∈ B,k ∈ N+

(4)

∑
b∈B

∑
p∈Pri,b

(
ui,p(k)+ l(l,p)(k)

)
=C(k)

∀ri,r j ∈ R,b ∈ B,k ∈ N+

(5)

u−i,p ≤ ui,p(k)≤ u+i,p ∀i, p,k (6)
Where:25
u−i,p: the minimum green time for phase p at intersection i,26

u+i,p: the green split minus the loss time of phase p at intersection i,27
R: the set of rings in the ring-barrier controller,28
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B: the set of barrier sides in the ring-barrier controller, and1
Pr,b: the set of phases in ring r, barrier side b.2

The current VPL model does not address the scenario where the right turn movement does3
not move with the through movement. The studied area had multiple channelized right-turn lanes.4
Right turn movements at certain road links needed to be modeled separately from the through5
movement. We address this by separating the VPL, (i, p), for a through and right turn phase, p,6
into a through movement VPL, (i, pT ), and a right turn movement VPL, (i, pR). Equation 3 still7
holds. The change is that p now could be from set {1,2,3, ...,8,2T ,2R,4T ,4R,6T ,6R,8T ,8R} when8
necessary. For the case where right turn movements that are not controlled, we can set the allocated9
green time to be equal to the cycle length, i.e., G(i,pR) =C. Overlap phases can be treated using the10
same philosophy.11

It should be noted that a physical road link is not always viewed as two VPL (one for the12
left-turn phase and the other one for the through and right-turn phase). In the case of splitting phase13
control (e.g., the setting in the study site), a side street link is viewed as one VPL (representing the14
phase for that side street).15

Solving optimal signal timing for an arterial via a top down approach16
The VPL model was designed for Model Predictive Control (MPC) which is an online feedback
control algorithm. In this work, the controllers did not have real-time control capabilities. We
therefore downgrade the MPC algorithm to an offline timing optimization algorithm. We set the
horizon to be a large number N (in this case, N = 40 cycles) and fixed the signal timing for the
horizon (ui,p(·) = ûi,p). We set the initial condition to be that each VPL has the number of vehicles
that equals half of the space capacity of the VPL, i.e., Xi,p(0)=

ci,p
2 . The optimization objective is to

minimize and balance the number of vehicles across the network through the horizon as described
in Equation 7. We used IPOPT (15) to solve the optimal signal timing.

minJ =
N

∑
k=0

∑
∀i,p

((
X(i,p)(k+1)

)2
+λ

(
ûi,p−G(i,p)(k)

)2
)

(7)

We obtained the demand and turning rate data using video detection cameras installed along17
the corridor. We adopted the saturation flow rates that were calculated in Synchro traffic analysis18
software. The cycle length and lost times were given by Chattanooga Department of Transportation19
(DOT).20

RESULTS AND DISCUSSIONS21
We used Vissim to simulate the baseline scenario. We imported the road network and signal control22
timings from the Synchro file obtained from Chattanooga DOT. We obtained the vehicle volume23
and turning rate through APIs for the video detection system. The simulation period was one hour24
plus five minutes of warm-up time.25

We collected eastbound and westbound travel times through the arterial and the number of26
vehicles passing the arterial. It should be noted that each intersection should have higher volume27
since many vehicles left the arterial before the end of it (e.g., through the ramps or to the mall).28
We used a node in Vissim to evaluate the energy consumption in the area. Figure 3 shows the29
evaluation node and travel time measures configurations.30

We used the signal timing imported from the synchro file for the afternoon peak hours as the31
baseline setting. We simulated the optimized signal timing with the same demand as the baseline32
simulation. Compared with the baseline simulation, we found both travel time along the arterial33
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FIGURE 3 The evaluation node and travel time measures in Vissim

and the through put were improved. The eastbound travel time was reduced from 839 seconds to1
281 seconds (66.5% reduction); the westbound travel time was reduced from 215 seconds to 1412
seconds (34.4% reduction). The eastbound through put within the simulated hour was increased3
from 80 vehicles to 889 vehicles; and the westbound through put within the simulated hour was4
increased from 276 vehicles to 688 vehicles. The fuel consumption was reduced from 542 gallon5
to 452 gallon (16.6% reduction).6

The simulation results showed that the optimized arterial signal timing using the proposed7
method performed better than the optimized signal timing using conventional bottom-up approach.8
The benefits came from two ways: 1) the proposed signal timing tend to hold excessive traffic in the9
longer links (in this case, before intersection A eastbound and before intersection D westbound); 2)10
the proposed signal timing provided better consistency in intersection capacities along the arterial11
which reduced the impact of the bottleneck intersections.12

We presented the results to Chattanooga DOT. With minor tweaks in the timing, the en-13
gineers implemented the timing for the afternoon peak hours for week day. The local week day14
definition in the controllers is Monday through Thursday because Friday had much more traffic15
to the mall compared with the other week day. The initial implementations encountered some16
technical difficulties in setting the new timings. We eventually collected two-day data before the17
COVID-19 hit. One of the days had an accident in the nearby highway and significantly changed18
the traffic behavior.19

We received positive feedback from the Chattanooga DOT for having a smoother traffic20
along the corridor. We collected sub-link level speed data through TomTom (a traffic data service)21
which utilized probe vehicles’ data. We estimated the energy consumption via RouteE algorithm22
(16). We used TomTom speed, improved volume estimations from TomTom volume (17), grades23
information obtained from United States Geological Survey (USGS), and link length as inputs24
to get the estimations of Gasoline Gallon Equivalent (GGE). Figure 4 to 7 showed the estimated25
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averaged energy consumption per vehicle per mile. We weighted averaged the energy for the1
eastbound traffic and westbound traffic by volume. We also compared three different days’ data2
each representing the standard control before implementing the new timing, the new signal timing3
from offline MPC algorithm that was proposed in this paper, and traffic under COVID-19 impact.4
Knowing that the effective experiment period was short and we could not get enough data to5
have statistically significant conclusion, we present these data here for qualitative presentation6
and exploring future work. We can see that we overall, although not significantly, reduced the7
energy usage along the arterial. Figures 8 and 9 show that, even under similar demand, we did8
significantly improved the eastbound speed at intersection B, which was an existing bottle neck,9
during the optimized time.10

FIGURE 4 Energy consumption estimation for Shallowford Rd. at intersection A

FIGURE 5 Energy consumption estimation for Shallowford Rd. at intersection B
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FIGURE 6 Energy consumption estimation for Shallowford Rd. at intersection C

FIGURE 7 Energy consumption estimation for Shallowford Rd. at intersection D

Remaining Issues and Potential Solutions1
Through this experiment, we found two remaining issues, i.e., 1) the demand measured by the2
video detection is not accurate; and 2) the downstream intersections of the controlled arterial suf-3
fered from higher volume from the controlled area.4

The video detection at intersections can only see around the intersections. The volumes5
observed around the intersections are already impacted by the traffic signal control. When the traf-6
fic is over-saturated, the video detection at intersections can only measure the service rate, i.e., the7
volumes that the signal controls allowed to enter the intersections. One solution for that is to have8
advanced system detectors in the upstream portion of the links to detect the inflow. The detection9
at intersections can still provide good estimations of the turning rates. For the intersections without10
advanced system detectors, volume estimations from probe data can be used (17).11

In the simulation, we didn’t simulate the intersections that were not controlled. In the field12
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FIGURE 8 Eastbound speed for Shallowford Rd. at intersection B

FIGURE 9 Eastbound volume for Shallowford Rd. at intersection B

implementation, we observed that the downstream intersections had queue spilled back. Although1
the queue spilled back in the controlled intersection from time to time, the controls managed to2
stabilize the queue within a few cycle. We believe that this was caused by the fluctuations in3
demand. However, the fact that we did not model the downstream intersections could cause the4
excessive flow for the downstream intersections. While we can always expand the boundary and5
include more intersections in the model, there will often be intersections that are outside of the6
controlled area (e.g., beyond jurisdictions). To minimize the negative impact on the downstream7
intersections, we could add downstream intersections’ timing as constraints to the signal timing8
optimization problem. For a downstream VPL (id, pd), we can obtain the existing allocated green9
time, uE

id ,pd
. With G(id ,pd)(k)≤ uE

id ,pd
, the dynamics of the downstream VPL can be represented by10
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Equation 8.1

X(id ,pd)(k+1)−X(id ,pd)(k) =

∑
( j,q)∈V(id ,pd )

(
r( j,q)(id ,pd )

(k)×G( j,q)(k)× s j,q

)
−G(id ,pd)(k)× sid ,pd

∀k

(8)

Adding the space capacity constraint to the downstream VPL, X(id ,pd)(k) ∈ [0,cid ,pd ], and
adding VPL, (id, pd), to the set of VPLs to be optimized in the objective function, we can regulate
the output flow to the downstream intersection within a range that can be handled by the down
stream intersections. The new objective function addressing the downstream intersections outside
of the controlled network is:

minJ =
N

∑
k=0

∑
∀i,p

((
X(i,p)(k+1)

)2
+λ

(
ûi,p−G(i,p)(k)

)2
)
+

N

∑
k=0

∑
∀(id ,pd)

(
X(id ,pd)(k+1)

)2
(9)

No new ring-barrier constraints are needed for the downstream intersections outside of the con-2
trolled network.3

CONCLUSIONS AND FUTURE WORK4
Certain assumptions in classical signal timing optimization procedures do not always hold when5
the intersections are closely spaced and the demand is high. It will be ideal if a control strategy6
can minimize the delay. However, the goal of signal control in the high demand and closely spaced7
intersection cases are usually to make the control "work", i.e., to move the traffic.8

We found that a cause of arterial bottleneck is the inconsistency of intersections’ capacities,9
which are impacted by the signal timings. An approach to make the control "work" is to ensure10
consistency among the arterial intersections’ capacities. We also found that the VPL-based traffic11
signal MPC implies the consistency among intersections’ capacities. The VPL-based model also12
exploits the room to allow queue spill back in links with larger space storage capacities.13

We modified the VPL model to address the unique characteristics on the Shallowford Rd.14
corridor. We also downgrade the VPL-based MPC approach to an offline signal timing approach.15
We expanded the VPL model to address the real-world settings at Shallowford Rd. The simulation16
showed that the optimized signal timing can improve arterial throughput, reduce delay and reduce17
fuel consumption in the region significantly. A short field implementation also received positive18
feedback from Chattanooga DOT and a traveler who frequently used the studied area. We will19
collect more data when the traffic in the region get back to normal.20

We are implementing the online version of the VPL-based MPC in the field in the summer21
of 2020 using real-time data feed.22
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