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Cover Photos

The images on the front cover intentionally suggest the appear-
ance of television screens since the photographs were derived
from videotape and depict the construction of the OMEGA laser
system within the target bay.

During the construction, two video cameras, from fixed locations
in the laser and target bays, remotely relayed signals to videocas-
sette recorders, which documented day-to-day events for over
two years. The recording times varied from continuous to seg-
mented recordings, capturing 1 min every half hour, and resulted
in over 250 hours of coverage.

To generate the cover images, 162 hours of videotape were ed-
ited; individual frames, including the 12 on the cover, were
digitally captured and combined. The final 2-min, time-lapse
movie shows a rapid motion view of the construction in the ex-
perimental area ending with the firing of the first 60 beams on
target on 18 April 1995.

The video feeds are still active, and additional views have been
added to augment security and to show visitors real-time activi-
ties in the target and laser bays, including beam profiles, pulse
generation, and laser firings.

This report was prepared as an account of work conducted by
the Laboratory for Laser Energetics and sponsored by New York State Energy
Research and Development Authority, the University of Rochester, the U.S.
Department of Energy, and other agencies. Neither the above named sponsors,
nor any of their employees, makes any warranty, expressed or implied, or as-
sumes any legal liability or responsibility for the accuracy, completeness, or
usefulness of any information, apparatus, product, or process disclosed, or rep-
resents that its use would not infringe privately owned rights. Reference herein
to any specific commercial product, process, or service by trade name, mark,
manufacturer, or otherwise, does not necessarily constitute or imply its endorse-
ment, recommendation, or favoring by the United States Government or any
agency thereof or any other sponsor. Results reported in the LLE Review should
not be taken as necessarily final results as they represent active research. The
views and opinions of authors expressed herein do not necessarily state or re-
flect those of any of the above sponsoring entities.

The work described in this volume includes current research at the Labora-
tory for Laser Energetics, which is supported by New York State Research and
Development Authority, the University of Rochester, the U.S. Department of
Energy Office of Inertial Confinement Fusion under Cooperative Agreement
No. DE-FC03-92SF19460, and other agencies.

For questions or comments, contact Laboratory for Laser
Energetics, 250 East River Road, Rochester, NY 14623-1299, (716) 275-5286.
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Executive Summary

The fiscal year ending September 1995 (FY95) concluded the
third year of the cooperative agreement (DE-FC(03-92SF19460)
with the U. S. Department of Energy (DOE). This report
summarizes research at the Laboratory for Laser Energetics
(LLE) and reports on the successful completion of the
OMEGA Upgrade.

OMEGA Upgrade

Previous annual reports describe the OMEGA Upgrade
design. The preliminary design for the system was complete in
October 1989 and the detailed design started in October 1990.
The original 24-beam OMEGA system was decommissioned
in December 1992 as construction for the OMEGA Upgrade
began. We discuss the initial performance results (p. 99) of the
upgraded OMEGA laser system. All acceptance tests were
completed, and we demonstrated that all 60 beams can irradi-
ate a target with more energy and better beam balance than was
required by DOE’s acceptance criteria. We are most proud that
all program milestones were met or exceeded, and that the
system was completed on time and on budget.

The purpose of the OMEGA laser is to execute an experi-
mental program to validate the direct-drive approach to fusion.
Because of the high efficiency, direct drive may give the
Nation a laboratory microfusion capability on the National
Ignition Facility (NIF). The NIF will be constructed to conduct
both direct- and indirect-drive experiments. Highly uniform
irradiation for direct-drive experiments can be produced by
NIFif the design (see p. 62) is modified to allow one-half of the
beams to be redirected to new ports closer to the equator of the
target chamber and if beam-smoothing methods are imple-
mented. The tolerances for energy imbalance among the beams,
beam mispointing, and errors in target positioning will depend
on how much long-wavelength nonuniformity the target can
accept without a serious degradation in performance.

OMEGA is a 60-beam, frequency-tripled, Nd:glass laser in
amaster-oscillator, power-amplifier configuration. The power
amplifiers consist of four stages of rod amplifiers and two
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stages of disk amplifiers. The 280-mm full-aperture beams are
converted from the infrared (1.054 um) to the ultraviolet
(0.351 um) using two KDP crystals arranged for Type II-Type
IT frequency conversion. The 60 beams are directed to a 3.3-m-
diameter target chamber where they are symmetrically disposed
about a sphere and focused with f76 aspheric lenses.

At the completion of the Key Decision 4 (KD4) milestones
set by DOE, OMEGA produced over 60 TW of UV light with
up to 45 kJ of energy with better than an 8% rms energy
balance. (The KD4 requirement was for 10% rms energy
balance and greater than 30 kJ of UV light.) The system
demonstrated the 1-h shot repetition rate required in a test that
consisted of firing the laser 15 times at full energy in 14 h and
52 min. Conversion efficiencies on these tests were measured
to be in excess of 75%.

Ultimately, high irradiation uniformity (>98.5%) will be
obtained using smoothing by spectral dispersion and diffractive
optics on each beam. Continuous distributed phase plates
(DPP’s) will provide efficient phase conversion for the system.
A combination of continuous random phase and Fourier grat-
ings willimprove the far-field irradiance and energy efficiency.
The continuous DPP’s are inherently harmless to the laser
system optics and provide for a flexible, effective, and afford-
able laser beam-smoothing system (pp. 126 and 170).
Two-dimensional smoothing by spectral dispersion (SSD) and
polarization rotators are being developed to achieve the final
irradiation goals.

Flexible pulse shaping (p. 56) will be provided using vari-
ous techniques. The optical-pulse-shaping system employs
integrated-optic amplitude modulators operated in series
and fabricated on a single, fiber-coupled LiNbO3 waveguide.
The system is capable of meeting future pulse-shaping re-
quirements for OMEGA. In recent operational testing, this
system has demonstrated the ability to produce shaped optical
pulses with 50- to 100-ps structure over a pulse envelope of
several nanoseconds.




ExEcUuTIVE SUMMARY

Initial experiments (p. 145) were conducted on the system
to activate and test the first diagnostics systems. The experi-
ments demonstrated the successful overall functioning of the
system and have produced high neutron yields and core tem-
peratures in thermonuclear fuel. In fact, this first series of
target implosions achieved a new world record neutron yield
(1 x 1034 neutrons).

The OMEGA laser facility will be an important contributor
to DOE’s Science-Based Stewardship Program (SBSS) by
providing continuity to the National ICF program and broad-
ening its science base, by providing strong coupling to the NIF
program, and by strengthening the links between the National
laboratories and the educational and research strengths of the
University of Rochester. Several specific missions of impor-
tance to the DOE Defense Programs (DP) will be addressed on
OMEGA. The direct-drive experimental program will conduct
anumber of well-characterized physics campaigns. The results
of this program can be used to enhance current predictive
capabilities in the absence of nuclear testing, since many
aspects of direct-drive implosions access physics regimes of
interest in the SBSS program. Secondly, the increased energy
of the OMEGA laser facility, the compatibility of the LLE
target chamber and diagnostic systems with many existing Los
Alamos National Laboratory (LANL) and Lawrence Livermore
National Laboratory (LLNL) diagnostics, and the recent relax-
ation of the classification policy regarding ICF allow for
experiments of interest in indirect-drive ICF to be conducted
on OMEGA. Moreover, the OMEGA facility will most likely
serve as a bridge facility for the Nation during NIF construc-
tion for advanced target- and laser-diagnostic development
required for the NIF.

Laser Facility Report

After completion of the OMEGA laser, the fourth quarter of
FY95 was the first full quarter of operations on the upgraded
laser. Both the first implosion campaign and the first planar-
target campaign were successfully carried out (p. 188). The
experimental campaign resulted in a total of 150 target shots
and is consistent with plans to deliver 1000 target shots (one-
shift operation) each year.

The shot summary for OMEGA was as follows:

Driver 187
Beamline 234
Target 150
Total 571

vi

Diagnostics Development

Present efforts on the OMEGA system are concentrating on
activating an extensive set of diagnostics for target experi-
ments. We discuss a krypton spectroscopy diagnostic for
high-temperature implosions (p. 1). The addition of ~0.01 atm
of krypton gas to the fuel allows the implosion temperature to
be conveniently diagnosed through the spectrum of helium-
like (Krt3%) and hydrogen-like (Krt3%) lines. The ratio of
intensities for the two Kr lines as a function of temperature is
sufficient to allow temperature measurements of up to ~10keV
with a maximum error less than +10%. In related work
(p. 155), improved calculations of krypton Stark profiles have
been used to refine the diagnostic technique of doping the
fuel with small amounts of krypton. Using different doping
levels, krypton lines can be used to measure the electron and
ion temperatures and the density-radius product of the com-
pressed core.

A novel beam-energy diagnostic system, based on optical
fibers, was implemented for OMEGA (p. 110). The system can
measure the UV energy and the residual green and IR energies
of all 60 beams with a relative beam-to-beam accuracy of a
fraction of a percent.

Simulations of diagnostic x-ray emissions due to fuel-
pusher mixing in laser-driven implosions have been carried
out using the one-dimensional hydrocode LILAC (p. 170). The
model describes the evolution of the mixed region near the
unstable fuel-pusher interface and is fully incorporated into the
hydrodynamics simulations. Calculations using the model
support the feasibility of diagnosing mix using thin x-ray-
emitting additive layers placed in the pusher near the un-
stable interface.

Diagnosing and characterizing direct-drive targets are im-
portant to all aspects of the experimental program on OMEGA.
The uniformity requirements are stringent, both with respect to
sphericity and wall thickness. We have developed a new
technique to characterize transparent targets (p. 175). When
irradiated with narrow-bandwidth, spatially incoherent light
and viewed in a microscope, the shells display self-interfer-
ence patterns that provide for a rapid assessment of wall
thickness and uniformity.

Laser and Optical Technology

An experimental technique to determine the group velocity
walkaway of short pulses in nonlinear optical crystals has been
developed based on frequency domain interferometry to di-
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rectly measure polarization mode dispersion in birefringent
media (p. 13). Measurement of walkaway dependence versus
propagation angle in KDP-II crystals using this technique fits
the theoretical prediction based on the material dispersion to
within an accuracy of +10%.

The isoelectric point of the polishing agent is a key process
parameter to control for the rapid production of high-quality
optical surfaces from silica-based glass types (p. 25). Combi-
nations of slurry fluids and polishing agents in which the fluid
pH value is larger than the polishing agent’s isoelectric point
consistently produced surfaces with the lowest surface rough-
ness through inhibition of suspended particle agglomeration
and enhanced dissolution of in-process glass constituents.

We have demonstrated an ability to readily induce uniform
bulk molecular alignment in liquid crystalline polysiloxane
elastomeric films by application of mechanical forces during
the final crosslinking stage (p. 40).

The dominant damage feature in UV high-reflector coat-
ings has been identified as submicron, lateral-sized craters
that develop independently of the presence of micron-scale
growth nodules and whose number density follows the inten-
sity profile of the full laser beam (p. 49). Coupled with the
observation that the smallest measured craters allow for start-
ing absorber sizes of <10 nm, these results point toward
randomly distributed nano-cluster absorbers as the sources
involved in the energy transfer from the optical field to the
porous film medium.

The terminal-level lifetimes for four different Nd:YLE
samples as determined by small-signal-gain and transient
excited state absorption measurements were found to be con-
siderably longer than the pulse lengths encountered in
mode-locked laser operation and amplification of up to nano-
second pulses (p. 71). Because the terminal-level-laser life-
time in these media approaches the length of a common Q-
switched laser pulse, simple analytical models are inadequate
to account for terminal-level relaxation during amplification
of such pulses, and numerical solutions are required in order to
calculate energy-extraction performance, operation, and am-
plification of up to nanosecond pulses.

Magnetorheological finishing is a new method being devel-
oped for the finish polishing of optics in which the polishing is
performed using a fluid suspension stiffened by a magnetic
field. This method is being studied using a pre-prototype
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machine at the Center for Optics Manufacturing (p. 135).
Initial trials on the machine indicate excellent capability for
smoothing ground glass surfaces, correcting figure errors, and
eliminating sub-surface damage. Both spheres and aspheres
can be finished with the same machine setup for a variety of
optical glasses.

Progress in Laser Fusion

The electron plasma wave excited by the ion-acoustic decay
instability was observed directly using a novel Thomson
scattering diagnostic (p. 8). The electron temperature in
the interaction region, as determined from the frequency of
the detected wave obtained using this diagnostic, is in reason-
ably good agreement with the value predicted by compu-
ter simulations.

‘We have developed anew analytic model for calculating the
cutoff wave number of the ablative Rayleigh-Taylor instability
(p. 117). The model is self-consistent and valid for an arbitrary
power-law dependence of the thermal conductivity (K ~ TV).
The formula for the cutoff wave number is valid for v>1 and
Froude numbers greater than unity. The results can be used for
those equilibria (such as those for indirect-drive ICF) that
cannot be described by electronic heat conduction.

Advanced Technology

A theoretical model of the flux dynamics in an optically
irradiated YCBO thin-film superconducting switch has been
developed and experimentally verified (p. 20). Both the mag-
nitude of the peak switched voltage in the secondary coil and
its response time show a marked dependence on the intensity
of the laser pulse used to initiate switching. In related work on
high-temperature superconductors, we report on electro-optic
sampling being used for the firsttime to study the photoresponse
signals from YBayCu3O7_g thin films (p. 131). Electrical
transients as short as 1.5 ps have been observed and are the
fastest photoresponse signals reported to date from YBCO thin
films. Additionally, femtosecond pump-probe experiments
were used to study the electronic structure of semiconducting
YBCO (p. 183). The bandwidth of the O-2p band has been
measured to be approximately 1.9 eV.

Room-temperature photoluminescence with an efficiency
between 0.1% and 10% has been observed in porous silicon
(p. 77), and its luminescence spectrum, intensity, and lifetime
have been shown to be highly sensitive to growth and process-
ing parameters. The ability to vary the peak of the
photoluminescence spectrum from the blue/violet to wave-

vii
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lengths past 1.5 um makes these materials of interest in the
fabrication of light-emitting devices operating over the same
wavelength range.

The first experimental evidence of time-dependent reflec-
tion in dental hard tissues irradiated with a 9.6-um CO, laser
has been observed (p. 93) and is related to the temperature
dependence of the absorption coefficient using known rela-
tionships between surface reflection and high-absorption
coefficients. The results indicate that morphological surface
modifications in dental hard tissue can be fine-tuned by mak-
ing an appropriate choice of wavelength and pulse duration,
which will allow optimization of the laser-irradiation condi-
tions for the reduction of dental decay.

National Laser Users Facility

The National Laser Users Facility (NLUF) was active
during the construction of the OMEGA Upgrade. Approved
experiments are expected to have OMEGA system time
scheduled during calendar year 1996. A description of NLUF
activity can be found beginning on p. 189. A list of the
approved NLUF proposals for FY95 can be found in
Table 64.VI (p. 190). Proposals submitted for FY96 are
listed in Table 64.VII (p. 191).

Education at LLE

As the only university participant in the National ICF
Program, education continues to be a most important mission
for the Laboratory. Graduate students continue to play an
important role in LLE’s research activities, and have had the
opportunity to participate in designing, testing, and construct-
ing the world’s most powerful ultraviolet laser for fusion
research in the OMEGA Upgrade project. Fourteen faculty
from five departments collaborate with LLE’s scientists and
engineers. Presently, 56 graduate students are pursuing Ph.D.
degrees at the Laboratory. The research interests vary widely
and include theoretical and experimental plasma physics,
laser-matter interaction physics, high-energy-density physics,
X-ray and atomic physics, nuclear fusion, ultrafast optoelec-
tronics, high-power laser development and applications,
nonlinear optics, and optical materials and optical fabrication
technology. The technology developed during some of the
Ph.D. research is in routine use on the OMEGA laser system:
liquid crystal optics, optical pulse shaping, high-density plasma
diagnostics, high-resolution x-ray and alphas-particle imag-
ing, and x-ray streak cameras. Technological developments
from ongoing Ph.D. research will continue to play animportant
role on OMEGA.

viii

Ninety-six University of Rochester students and 14 stu-
dents associated with the NLUF program have earned Ph.D.
degrees at LLE since its founding. The most recent University
of Rochester Ph.D. graduates and their theses titles are listed
below:

X. Cao Propagation of Ultrashort Optical
Pulses in Nonlinear Media and Their

Applications

H. Chen X-Ray Emission from Picosecond

Laser Plasmas

S. P. Palese Measurements and Effects of the
Raman Active Nuclear Distribution in

the Condensed Phase

Wave Packet-Modulated Coherent
Emission and Amplification of
Femtosecond Optical Pulses’

J. N. Sweetser

In addition to the graduate research work, approximately 50
undergraduate students of the University of Rochester partici-
pated in work or research projects at LLE this past year.
Student projects include maintenance of the OMEGA laser
system, work in the materials and optical-thin-film coating
laboratories, programming, and image processing. Advanced
undergraduate students are able to participate in specific re-
search projects at LLE. Senior Honors projects in Optics have
included phase conversion with diffractive optics, liquid crys-
tal optics, and the science of polishing. This is a unique
opportunity for these students, many of whom will go on to
pursue a higher degree in the area in which they have partici-
pated at the Laboratory.

LLE continues to run a summer high school student re-
search program where eight to ten high school juniors spend
eight weeks performing individual research projects. Each
student is individually supervised by a staff scientist or an
engineer. During the program the students attend two seminars
per week on safety, science topics relevant to LLE, or ethics. At
the conclusion of the program, the students make final oral and
written presentations on their work. The written reports are
published as an LLE report. In a recent survey of the 52
students who have participated in this program since 1989, 28
of the 34 responding students are pursuing degrees in science
and technology. Both of the students who responded from 1989
are pursuing doctorates in science and technology.

Robert L. McCrory
Director
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Krypton Spectroscopy Diagnosis
of High-Temperature Implosions

High-temperature implosions are planned for the OMEGA
Upgrade experimental program. By using relatively thin shell
targets, temperatures much higher than 1 keV at modest
compressed densities (~1 to 5 g/cm>) are predicted. The goal of
this work is to demonstrate that by adding a small admixture of
krypton gas (~0.01 atm) to the fuel, the temperature can be
conveniently diagnosed through the spectrum of helium-like
(Kr*34) and hydrogen-like (Kr*33) lines. By increasing the fill
pressure, resonant Kr lines can become opaque, through self-
absorption, and theirrelative intensities can be used to diagnose
shell-fuel mixing.

As an example of predicted high-temperature implosion on
the OMEGA Upgrade system, in Fig. 61.1 we show tempera-
ture and density profiles, at peak compression, calculated by
the LILAC code for a CH shell of 1-mm diameter and 10-ym
thickness, filled with a 10-atm pressure of DT. Typical Up-
grade laser parameters (laser energy of 30 kJ in a Gaussian
pulse of 650-ps width) were assumed. As Fig. 61.1 shows, the
core temperature and density are fairly uniform at ~5 keV and
~4.5 g/em?, respectively. In the analysis that follows, the core
profiles will be assumed to be uniform as well. The relatively
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Figure 61.1

Electron temperature and mass density at peak compression, predicted by
LILAC, for a DT-filled, high-temperature implosion on the OMEGA Up-
grade system, The vertical line marks the fuel-shell interface.
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high temperature of the shell is expected to play an important
role in transmitting core radiation.

Observation of K-Shell Krypton Lines

The wavelengths and transition probabilities of Kr lines are
not fully known from the literature. We have used atomic data
calculated by M. Klapisch,! using a detailed relativistic atomic
structure code that includes intermediate coupling, higher-
multipole interactions, and many-body and QED effects. The
K-shell lines are of much shorter wavelength than past spectral
line emission from laser targets; for example, the Kr*34 reso-
nance line has a wavelength! of 0.94538 A, or photon energy
of 13.11347 keV. For this reason, we addressed the question
of observability of these lines. A simple way to estimate the
expected intensity of krypton lines is to make a comparison
with past experiments on argon-filled targets. In recent experi-
ments on OMEGA, strong helium-like and hydrogen-like
argon lines were observed when the argon fill pressure was
0.1 atm (in 20-atm deuterium).2 In other experiments the argon
fill pressure was as low as 0.01 atm but still yielded significant
spectral intensity. We chose to calculate the intensity of K-
shell krypton lines using the corona approximation. This
approximation was used to show only the intensity scaling; for
the temperature-determination curves, the more general colli-
sional-radiative model was used. The corona approximation is
valid in the limit of low density, high temperature, and high
nuclear charge Z, while the converse is true for the LTE
approximation. The condition for the applicability of the
corona model to excited states can be written as [Eq. (6-55)
in Ref. 3]

N,(em™) <<1018(27/n2)kT/ ), (1)

where E;is the ionization energy and n is the highest principal
quantum number for which the model applies. For helium-like
krypton (of energy of ionization* E; = 17.296 keV) and the
predicted densities of up to N, ~102* cm™3 (p ~ 4 g/cm3), the
model applies to quantum numbers z of up to atleastn=3, over
the entire 1- to 10-keV temperature range. In the corona
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approximation, the line intensity is given by the rate of excita-
tion by electron collisions:’

I, = hv(OeyV) N;N,

=1.6x1073 f(g)N, [AE(kT)‘/ 2 ]_1 exp[~(AE/RT)], (@

where AE is the excitation energy, N; and N, are the densities
of emitting ions and electrons, respectively, f is the absorp-
tion oscillator strength, and (g) is the Maxwellian-averaged
Gaunt factor® (kT and AE are in eV). Thus, if the ratio AE/kT is
maintained when krypton is used instead of argon, the intensity
of the same transition should drop by a factor of ~8 since AE
increases by a factor of 4. The actual drop in intensity would be
much smaller for the following reasons: (a) For argon, Eq. (2)
would yield an overestimate of the intensity since in the corona
approximation every excitation leads to a photon emission,
while for argon some of the excitations result in super-elastic
collisions with free electrons; (b) whereas the predicted com-
pressed density is comparable to what was achieved with
argon, the krypton targets will be bigger and thus contain more
mass (by a factor of ~64) for the same fill pressure. This leads
to the conclusion that the strong K-shell krypton lines will be
readily observable for temperatures =3 keV.

Supportive evidence can be found in the fact that the
resonance line of Kr*34 (at 0.94538 A) was easily observable
on previous short-pulse (100-ps) experiments® on OMEGA,
using a Von-Hamos focusing spectrometer. The peak laser
power in those experiments was ~6 TW, which is much lower
than that of the OMEGA Upgrade (~30 TW).

Determination of Temperature by Line-Intensity Ratio
‘We now calculate the temperature dependence of a particu-
lar Kr line-intensity ratio under steady-state conditions, using
the collisional-radiative atomic code POPION.” Although the
corona model is largely applicable for the cases under discus-
sion, as was mentioned previously, the collisional-radiative
model is more precise. For example, we examined the calcu-
lated relative specie and level populations for Krt3* and Kr*33
ions. In Fig. 61.2 we show examples of level populations in
Kr*34 (helium-like krypton); the sum of populations in all
levels of krypton ions adds up to 1. The ground-level popula-
tion (especially at the higher temperatures) is essentially
independent of the electron density N,, which is a characteris-
tic of the corona model [see Eq. (6-95) in Ref. 3]. At lower
temperatures, the relative ground-level population approaches
an inverse dependence on N,, which in turn is a characteristic

of the LTE model [as can be seen from the Saha equation,
Eq. (6-29) in Ref. 3]. Also, the n =2 population increases like
N,—alsoacharacteristic of the corona model. The latter can be
seen from Eq. (2), by equating I,, with hv N; Q,,, where Q,
istherelative level population in the level r. On the other hand,
at the lower temperatures the n = 2 level population ap-
proaches independence of N,, a characteristic of the LTE
model (where relative level populations depend only on the
temperature, through the Boltzmann factors). Thus, to cover
the whole relevant parameter space, a full collisional-radiative
model is necessary.

N, (cm™3)
1x 1024
——-4x104 _

-10 1 . [ IERPIN
1 2 4 6 8§ 10

ET241 Temperature (keV)

Log relative population
b
|

Figure 61.2

Relative populations in levels of Krt34 (helium-like krypton), as calculated
by the POPION7 atomic code. The sum of populations in all levels of krypton
ions adds up to 1.

For a temperature-sensitive line-intensity ratio we choose
the ratio of a hydrogen-like line to a helium-like line. To
minimize opacity effects we use the following two lines:
(a) the Lyman-c line of Kr*35 of wavelength 0.9196 A8and
(b) the helium-p line of Krt34 of wavelength 0.8033 A and
absorption oscillator strength 0.1293.1 We must show that the
opacity of these lines will be negligible for the method to be
applicable. We concentrate on the helium-f line since the
opacity of the Lyman-¢line is much smaller. The line opacity
at an energy separation 6E from the unperturbed position can
be expressed as [see Eq. (8-14) in Ref. 3]

7(0F = 0) = (me®h/Mnc)P(SE = 0)f pR£Q,,  (3)

where M is the krypton ionic mass, P(JE) is the line profile at
OE in inverse energy units, f is the absorption oscillator
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strength of the line, pR is the total areal density (mostly that of
- the fuel), gis the fraction of krypton in the fuel (by mass), and
Q,,is the fraction of krypton ions in the absorbing level (i.e., the
lower level of the transition). For unshifted lines one usually
calculates 7y = 1(5E = 0) , but for the helium-f line, which is
shifted by the Stark effect, we designate 7, as the maximum
opacity atthe shifted peak position. Ineithercase, P(0) ~ 1/AE,
where AE is the line width. We assume the addition of 0.01 atm
krypton to the DT-filled target implosion that was simulated in
Fig. 61.1. In that implosion the DT fill pressure was 10 atm,
and the total pR at peak compression was ~16 mg/cm?. Ac-
cording to the POPION code results (Fig. 61.2), 0, for helium-
like Kr over a wide temperature range is very close to 1.

Next we need to estimate the line width, which is related to
P(0) in Eq. (3) as explained previously. The code results of
Fig. 61.1 show that the ion temperature at peak compression is
about twice the electron temperature, or T; ~ 10 keV, for which
the Doppler width of the helium-f line is about 12.9 eV. A
rough estimate of the Stark width of the Kr*34 helium-f3 line
can be obtained by noting that for a given density and tempera-
ture the Stark width is proportional to 1/Z. More specifically,
the scaling for the Stark width of hydrogenic lines is!! given
by AE ~ (Zp /Z)(ni2 - nJ%)NI%/ 3, where Z, and N, are respec-
tively the nuclear charge and ion density of the perturber, Z is
the nuclear charge of the emitter, and n;, ng are the principal
quantum numbers of the initial and final levels of the transition.
Although the ion under discussion is helium-like, the Stark
width of the upper level, 1s3p!P, turns out to exceed the
separation to the nearby 1534 D level, which makes the tran-
sition close to hydrogenic (i.e., the level splitting increases
linearly with the perturbing field as in single-electron ions).
The above formula for the Stark width is only approximate and
does not include such effects as perturbers correlation. How-
ever, we use its Z scaling only for extrapolating the detailed
calculations!® for the same transition in argon at the same
density and ignore the weak temperature dependence of the
Stark broadening. The Stark width of the Kr+34 helium-J line
at p = 4.5 g/em? is thus estimated to be ~17 eV. Convolving
this Stark width with the Doppler width yields a total width of
~26 eV, from which the normalized composite profile yields
the value of P(SE). Substituting these values into Eq. (3) yields
an optical depth for the helium-line of 7 ~ 0.56. This opacity
value was estimated for an electron temperature of 5 keV (T; ~
2 T,) and density of 4.5 g/cm3, For other temperatures (but the
same doping fraction) the opacity will not change appreciably
because (1) Q, is weakly dependent on T in the range 7, ~3 to
10 keV (see Fig. 61.2), and (2) the linewidth depends mainly
on the density. For other densities the opacity will vary as
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~p23 due to the change in linewidth. The opacity of the
Lyman-¢ line of Krt33 is much smaller than that of the
helium-f line because the ratio of K133 to Kr*34 ground-state
populations at N, = 1024 cm™ varies over the 1- to 10-keV
temperature range from ~10710 to ~107L.

The curves in Fig. 61.2 and the temperature curves calcu-
lated below assume a steady-state situation. To justify this
assumption we show in Fig. 61.3 the calculated ionization
time ¢; of the Kr*34 jon as a function of temperature for N, =
10%* cm™3; ¢; depends inversely on N, and is given by
t; =((0ion?)N, )~ . The ionization rate was taken as!!

(Oion) = 2.5%10787 E 2 (k/E;)
x [1+(kT/E)]|” expl~(&/kT)], @

where E; is the ionization energy (in V) and 77 is the number
of outer-shell electrons (77 = 2 for helium-like ions). The
time constant for approaching a steady state of level popula-
tions for a given set of hydrodynamic conditions is given by f;
since t;is the slowest of the relevant processes. An example can
be found in the excitation rate from the ground level to the 21 P
level of K34, which is faster than the ionization rate by a
factor that varies from ~700 at the low end of the temperature
range to ~3 at the higher end. We see from Fig. 61.3 that fora
value of T of 5 keV, the ionization time #; is ~50 ps, which is
about the time period £, predicted for the volume-averaged
temperature to be within ~90% of its peak value. Thus, the
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Figure 61.3

Calculated ionization time f; of Kr*34 as a function of temperature, for N, =
1024 cm3. The ionization time serves as a time constant for approaching a
steady state of level populations for a given set of hydrodynamic conditions.
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density of hydrogen-like ions will reach only the fraction
[1— exp(— peak /t,-)] ~0.63 of its steady-state value. Neglecting
this effect will result in an underestimate of the temperature (in
the above example, 4.6 keV instead of 5 keV). An underesti-
mate will also result if the spectral measurement is not time
resolved, since the emission time of helium-like lines will be
longer than that of hydrogen-like lines.

‘We show in Fig. 61.4 the calculated intensity ratio of the
Lyman-c: line of Kr*3> to the helium-f line of Krt33 as a
function of temperature for two electron-density values. Clearly,
the intensity-ratio change is sensitive to temperature, but the
Lyman-¢ line may be too weak to be observed for temper-
atures smaller than ~4 keV. In going from T=10keVto T=
4 keV, both the ratio in Fig. 61.4 and the intensity of the
helium-fBline drop by an order of magnitude, which causes the
intensity of the Lyman-c¢:line to drop by two orders of magni-
tude. Over a wide density range (changing by a factor of 20),
the temperature-dependence curve changes very little. This
behavior is due to the close resemblance to the corona model,
where the line ratio is completely independent of density. If we
know the density to be within this range, the maximum error in
determining the temperature would be less than +10%. The
required precision in the intensity measurements is modest: to
achieve a *10% precision in the temperature, the intensity
ratio must be measured with a precision of only a factor of ~3
(at T=4 keV) or a factor of ~2 (at T=6 keV). The attenuation
of these two lines through the compressed CH polymer shell
is of no concern, as a cold pAR of more than 1 g/cm? is needed
to significantly attenuate them.

1F T T T ; T
[ Kr
0 —— -
o _ Ly /Hep
g |
> -1 2 =
5_,2 ) : N, (cm-3)
-go - — —-2x1024 3
- - 1x1023
31 /] i
_4 I ! I 1 1 |
0 2 4 6 8 10 12
E7244 Temperature (keV)
Figure 61.4

Intensity ratio of the Lyman-o line of Kr*35 to the helium-$ line of Krt35 as
a function of temperature at two electron-density values. The opacity of both
lines, which was shown to be small, was neglected.

Mixing Diagnosis Based on High-Opacity Kr Lines

In the previous section the opacity of the helium-f line of
Kr*34 for a fill pressure of 0.01 atm was shown to be smaller
than 1 (75 ~ 0.56), and thus negligible. We now examine the
case of much higher fill pressures, where the helium-J3 line is
optically thick at peak compression. Although the intensity
ratio in Fig. 61.4 is then not applicable, a different type of
information can be obtained on the target behavior. Anticipat-
ing the last section, we choose the helium-f line rather than
the higher-opacity helium-¢ line.

The intensity of an optically thick line emerging from the
plasma volume is related to the escape factor parameter, which
has been the subject of numerous publications.!2-15 The es-
cape factor G is defined by

G(tp)= j y (8E)exp[~7oP(5E)/ P(SE = 0)]d(SE), (5)

where G(7p) in spherical geometry corresponds to a point
source at the center of the sphere and 7 is the opacity over the
radius. For a source uniformly distributed over the sphere,
Mancini et al.1> have shown that G(7p) is twice as big as the
point-source case and depends primarily on the type of line
profile. For example, for a Gaussian (i.e., Doppler) profile,
G(7p) does not depend explicitly on the linewidth; for 75>> 1,
G(rp) ~1 / (wln 1:0)1/ 21, . For Stark profiles the corresponding
asymptotic relation was found to be G(7)~1/7g 35 For ex-
ample, a Holtzmarkian profile (the simplest approximation to
a Stark profile) yields the universal asymptotic expression]2

G(z)=0451/5, > (5g>>1). ©)

Mancini et al.}> have calculated G(7) for the Lyman-¢/
line of argon using complete Stark profiles. They showed that
for an accurate value of G, a detailed calculation with an actual
Stark profile should be performed. However, their curves (for
a point source) can still be approximated by Eq. (6) if G is
expressed as a function of 7, rather than as a function of
7o/P(8E =0), because an approximate Stark profile that
changes only the line width without changing the profile shape
will not affect Eq. (6).

A measurement of the escape factor of a high-opacity line
can yield the value of 7, using Eq. (6) or the equivalent result
of a more detailed calculation.® As Eq. (3) shows, 7, depends
on pR and, through P(J8E), on p. For a high-opacity line, most
of the emergent intensity is located in the far wings of the
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spectral profile. Because the Doppler profile drops much faster
than the Stark profile, the wings are dominated by the latter,
although the two separate linewidths are comparable. For this
reason we consider the escape factor for a purely Stark profile.
For the helium-fBline, By = P(8E =0) ~ p~2/3, when the den-
sity is high enough to merge the 1s3p and 1534 levels, which
we have argued to be the case here. For the crude estimate of
17-eV Stark width, this relationship reads

By(ev1)=0.15p72, @)

where, as explained, P refers to the peak of the profile rather
than to the line center. On the other hand, in an imploding
spherical target

PR =(3Mp [4m)' p @®)

in terms of the total fill mass (fuel and krypton) M. Thus 7yis
independent of the target compression because the opacity
increases with increasing pR but decreases due to the increas-
ing width (or decreasing Pg). The two quantities change as
p?3 and cancel each other’s effect on 7.

The foregoing discussion shows that measuring the escape
factor cannot yield information on the density or pR. Mixing of
shell material into the fuel, however, does affect the escape
factor measurement because the pR deduced from the absorp-
tion of Kr lines yields the pR of only the fuel (pR)f, whereas
the Stark profile depends on the total density pr, including
shell material mixed into the fuel. Combining Egs. (3), (7), and
(8), we can relate the volume-averaged fraction of density due

to mixing & = prix/PF tO Tp:
1+ =[0.157e%h f(eMp/4m) | (mMe o) . (©)

'We can understand the effect of mixing on the opacity as
follows: Without mixing, the opacity 7 is approximately
constant during the compression because of the two opposing
effects: (1) increase in the pR of absorbing ions and (2) increase
in the linewidth. The mixed shell material is involved only in
the second effect, which causes a net reduction in the opacity.

The experimental determination of the mixing fraction
consists of measuring the escape factor G(7p), deducing 7,
from Eq. (6) (or from a more detailed equivalent thereof), and,
finally, finding € from Eq. (9). In addition to using a crude Stark
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profile, Eq. (9) is correct only for a point source (central hot
spot). As mentioned earlier, Mancini et al.!> have shown that
for a spherically uniform source, G(1p) is twice as big as for the
point-source case. To determine which geometry conforms
better to the experiment we can examine two experimental
signatures: (a) for a uniform source, the core image size at high
photon energy will be about the same as that at low photon
energy, whereas for a hot-spot source the former will be much
smaller than the latter; and (b) for a uniform source the
observed line profile will be flat topped, whereas for a hot-spot
source a self-reversal (or minimum) will be observed at the
position of the profile peaks.

A Method for Measuring the Escape Factor

The escape factor of a line can be measured by comparing
its measured intensity to that of another line, both of which
have the same upper level. The first should have an opacity 7,
>> 1, the second 7y << 1. The two helium-like Kr lines we
selected are (a) the Lyman-f§ line, 1s3plP — 152 1§
(at 0.8033 A) and (b) the Balmer-¢ line, 1s3p'P — 1525 1S
(at 5.0508 A). Note that what we refer to here as Balmer-¢ is
the helium-like, 3-2 transition that shares an upper level with
the helium-f line (and not, for example, to the stronger
153d'D — 1s2p!P transition at 5.3463 A). Previously, we
mentioned the helium-o line corresponding to the
15s2p'P — 152 18 transition. For krypton ions, both the transi-
tions to the ground level and the 3-2 transitions are easily
accessible to x-ray measurement. Thus, for argon, the 3-2
transitions are too soft (A > 20 A) for common X-ray crystal
instruments, and they also suffer very high opacity in travers-
ing the target.

By making an appropriate choice of the krypton fill pres-
sure, the opacity (for resonant absorption) of the Lyman-f
line at peak compression will be >>1, while that of the
Balmer-o will be <<1. It was estimated earlier that for a Kr
fill pressure of 0.01 atm, the opacity 7, of the helium-fline will
be ~0.5. Thus, for a fill pressure in the range of 0.1 to 1.0 atm,
7y will be in the range of 5 to 50. The opacity of the Balmer-¢;
line will still be negligible since it is absorbed by ions in the n
= 2 shell (whereas the helium-f line is absorbed by ground-
level ions). Figure 61.2 shows that the population of n =2
absorbing ions is smaller than that of n = 1 absorbing ions by
several orders of magnitude. Due to the expected merging of
the 1s3plP and 153d'D levels, both ions in the 1s2p!P and
1s2plS levels can absorb the broadened Balmer-c line;
these constitute 1/3 of all n =2 ions. With no merging, only
1/16 of the n = 2 ions can absorb the 1s3plP — 1525!S tran-
sition. The high opacity of the resonance line 152 — 1s2p1P
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will also increase the n = 2 population (this effect is not
included in Fig. 61.2).

In the absence of any absorption, the intensity ratio of these
two lines Iy ,/Ig, would simply be given by the ratio of the
Einstein A coefficients (spontaneous emission probabilities)
A1y/Ag, and be independent of any atomic modeling. Since A
(Lyman-B) = 4.453 x 1014 s71 and A (Balmer-c) = 6.163 X
1012 571, Ayy/Ap, =72.25. In the case discussed here, the
observed intensity ratio Ij /I, will be lower than the ratio of
the Einstein A coefficients Apy/Ag,, by the escape factor G
for the helium-f line. Thus, G can be found from

G=(Iy/Isa)/(ALy /ABa) = (Iiy /T5a) [7225.  (10)

It should be noted that the emergent intensity of a high-
opacity line may not depend uniquely on the escape factor
because of the possibility of re-emission of absorbed pho-
tons.!6 This is equivalent to allowing for the increased
excited-level population (and thus emission) due to the
absorption itself. In our case this effect is already included in
the ratio of line intensity because the measured intensity of
the optically thin Balmer- line does reflect the actual
excited-level population.

The nonresonant absorption by the target material (mostly
the shell) should be negligibly small to insure the validity of
this method. The attenuation of the Lyman-§ line through the
shell is negligible: it takes a pAR of ~1.8 g/cm? of cold CH to
attenuate that line by 1/e. On the other hand, the Balmer-o
line will be attenuated by the same amount in going through
only a pAR of ~5.5 mg/cm? of cold CH. Figure 61.1 shows
that the shell at peak compression is hot enough to minimize
this attenuation. The opacity of the CH shell ata wavelength A,
due to inverse bremsstrahlung absorption, is given byl7
7=2.23x1033(pAR) p/TV?, where A is in A and T in
keV. For the target profiles of Fig. 61.1, the inverse brems-
strahlung opacity is 7 ~ 0.014. The opacity of CH due to
photoionization is given by!? 7=0.54 2*(pAR)¥Y, where ¥
is the fraction of carbon ions that are not stripped. Results from
POPION calculations show that, at the given shell temperature
and density values, ¥ < 1073 so that the photoionization
opacity is 7 <1073,

Finally we estimate the expected sensitivity of the method
for measuring the degree of shell-fuel mixing. To find G from
Eq. (10) with a precision of approximately +20%, the relative
intensity of each of the lines must be measured with a precision
of £10%, which requires the relative calibration of two
instruments for the two very different wavelengths used here.
A suitable procedure is as follows: the intensity ratio Iy ,/Ig,
for the case of a very low K fill pressure (~0.01 atm) is simply
given by the known ratio Ay ,/Ag,. Since, for Stark profiles, G
depends!> asymptotically on 7, like l/ 7(3)/ 3, an error of +20%
in G will result in an error of £33% in 7. Finally, finding the
relative mixing from Eq. (9), this error translates into an error
of £50% in 1+ &. Thus, the method is useful only for exten-
sive mixing, where & is not much smaller than 1.
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Direct Measurements of the Ion-Acoustic Decay Instability
in a Laser-Produced, Large-Scale, Hot Plasma

The final experiment carried out on the 24-beam OMEGA
laser (in collaboration with scientists from Lawrence Liver-
more and the University of California, Davis) involved the
investigation of the ion-acoustic decay instability (IADI) in
large-scale-length (~1-mm), hot (~1-keV) plasmas.

In the IADI], an electromagnetic wave (i.e., an incident laser
beam) decays into an electron plasma wave (epw) and an ion-
acoustic wave (iaw), near the critical density n, (where the
electromagnetic wave frequency equals the plasma frequency).
A unique feature of this experiment was the first direct obser-
vation of the epw using collective Thomson scattering (CTS).
Further, it was possible from the spectral width of the CTS
signal to estimate the electron temperature T, in the plasma,
the result (7, = 1.5 keV) being in reasonably good agreement
with the value (1.1 keV) predicted by the two-dimensional
code SAGE.

The IADI! is a fundamentally important subject in plasma
physics that has been studied by numerous authors in the
context of laser-plasma interactions,2> microwave experi-
ments,* and ionospheric studies. It is potentially significant
in the large-scale plasmas relevant to laser fusion because
anomalous electron heating can occur even when the insta-
bility is relatively weak, if the unstable volume is sufficiently
large. In addition, the instability can lead to anomalous dc
resistivity and a reduction in electron thermal transport, and
it has an application as a critical surface diagnostic. Despite
the significance of the IADI to large-scale plasmas, all previ-
ous experiments have been carried out in relatively small-
scale plasmas.

In this article we present two original results: (1) the first
direct observation of the epw excited by the IADI, and (2) the
first study of the IADI in a plasma that approaches laser-fusion
conditions, in the sense of having a density scale length of the
order of 1 mm and an electron temperature 7, in excess of
1 keV. Previous observations of the epw’s have been based on
the second-harmonic emission, from which little can be in-
ferred because the emission is produced by unknown pairs of

epw’s, integrated in a complicated way over wave-number
space and real space. In contrast, we have directly observed the
epw by using the 90°, collective Thomson scattering of a UV
laser (at the third harmonic of the pump) from the epw’s.
Because the ratio of probe frequency to electron plasma fre-
quency is only about 3, the scattering is collective (i.e., kopwApe
is small, where ke, is the epw wave number and Ap is the
Debye length), even though the scattering angle is large. The
electron temperature can then be deduced from the ion sound
velocity, obtained from the measurement of the frequency at
which growth is maximum at the scattering wave number.

The experiments were carried out using a large-scale
(~1-mm), hot (~1-keV) plasma® produced by the OMEGA
laser in the geometry shown in Fig. 61.5. Two opposed sets of
four UV beams, peaking at time #=1.0 ns, were used to explode
a polystyrene (CH) foil of 6-um thickness and 600-m diam-
eter overcoated with 500 A of Al. Four beams from each side
were used as secondary heating beams and were incident later
at ¢ = 1.6 ns. The on-target laser energy was typically 50 to
60 J per beam with a pulse duration of 0.60 to 0.65 ns at a
wavelength of 351 nm. One of the OMEGA beams was used as
a1.054-pm pump beam (at @) to drive the IADI and timed to
peak at=2.2 ns. This beam was incident through a phase plate
with 3-mm cells and an f/3.6 lens to produce a focal spot of
210-pm diam (at half-maximum), with 36 J in the central Airy
lobe, giving a maximum intensity in space and time of ~1.25
x 1014 W/cm?2. Another beam was attenuated and used
as the 3y probe. A wave plate was used to rotate the (ellipti-
cal) polarization of the pump beam to the optimum angle for
exciting the epw’s being diagnosed. The typical plasmahad a
center density of 1 to 2 x 1021 cm™3, which was maintained
within a factor of 2 at T, ~ 1 keV for approximately 1 ns. The
scale length was of the order of 1 mm at #=2.2 ns.

The scattering geometry is shown in Fig. 61.6. The CTS
signal was collected by a focusing mirror at 90° to the Thomson
scattering beam and focused onto the detector system (at the
opposite port), which included a 1-m spectrometer, a UV
streak camera, and a CCD camera. The measured wave vector
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Figure 61.5 Figure 61.6

Configuration for long-scale-length plasma experiments. A plastic (CH) disk
target is first irradiated by four near-normal-incidence, primary beams (P)
from each side, forming an approximately spherical plasma. This plasma is
then heated by four obliquely incident, secondary beams (S) from each side
and one 1054-nm interaction beam (I). The interaction beam (shown shaded)
is focused more tightly than the other beams.

Schematic diagram of the experiment in the scattering plane. The IR pump
beam is incident 6° below this plane. The initial target normatl (the z axis of
the simulations) is in the plane perpendicular to the scattering vector ks and
69° below the scattering plane. It is also 69° from the pump beam. The k-
matching diagram of the CTS is shown in the inset. Note that kepw is nearly
perpendicular to the pump laser.

kepw Was nearly parallel to the pump electric field. Simulta-
neously, the time-resolved, second-harmonic spectrum (through
the Thomson-scattering port) was measured using a 1/3-m
spectrometer, a streak camera, and another CCD camera.

Collective Thomson scattering’ is a three-wave process
satisfying the k-matching condition kg = k; & ke, and the
energy conservation law @; = 0; & @gpy, . (The k’s and @’s are
the wave vectors and frequencies of the three waves; the
subscripts i, s, and epw refer to the incident and scattered probe
beam and the electron plasma wave.) We have measured the
up-shifted signal at 4 (= w; + wepw) to reduce the problems
of incoherentharmonic emission and refraction. The scattering
angle 0 is given from the k-matching condition by
kg'pw = k? + k2 — 2k;k; cos6. For the up-shifted scattering,
we have w; ~ 4/3 @; and kg ~ 4/3 k;. The geometry of the
experiment selected a 90° scattering angle (Fig. 61.6) and
Kepw =2.9 X 105 cm™L, At this angle the CTS signal intensity
is maximum for out-of-plane polarization of the probe
beam.” For T, ~ 1 keV, the observed angle is close to the
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optimum scattering angle of 89° for measurement of the most
unstable IADI mode, which has ke, Ap, ~ 0.23. The density
at which the observed K, is resonant for the IADI depends
upon T,, becoming higher as T, decreases.

Our experiments were guided by two-dimensional calcula-
tions using the computer code SAGE.® Figure 61.7 shows
spatial profiles of n,, T,, and ion temperature T; along the
center z axis at a time of 2.2 ns, corresponding to the peak of
the pump beam. This timing was chosen so that the center
plasma density would be slightly higher than the critical
density n,~102! cm™3 of the pump laser. When the pump laser
is applied to the preformed plasma, no significant density
change is predicted, but the electrons in its path are heated by
classical electron-ion collisions as is shown by the hump on
the right-hand side of the T, curve. The peak value of T, is just
above 1 keV.The SAGE calculations indicate that 15%—70% of
the pump laser energy reaches the instability region, depending
on the laser intensity.
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Calculated spatial profiles of the electron density n, and the electron and ion
temperatures (T, T;) at 2.2 ns. The pump laser enters from the right.

Owing to the three-dimensional nature of the experiment,
some approximations were necessary. The pump beam was
modeled as incident along the target normal (z), for consis-
tency with the cylindrical symmetry about this direction
assumed by SAGE, although the actual angle of incidence was
69°. At 2.2 ns the 0.86 n, contour, at which the measured epw
(kepw = 2.9 X 105 cm™1) is resonantly excited, is close to a
prolate ellipsoid with diameters 560 ym along and 162 yum
transverse to the z axis. Typical rays are incident at 21° to
the ellipsoid normal and see flow velocities veof 1 to 2 x
107 cm/s generally directed away from the plasma center. The
experimental geometry is such that v¢ “kgpy = 0.

‘We verified that the measured signals were caused by CTS
from the JADI-excited epw as follows: (1) the 4@y intensity
decreased rapidly as the pump laser intensity decreased, and
the signal disappeared when the pump was below the JADI
threshold (as determined by conventional second-harmonic
emission measurements); (2) when the probe beam was turned
off, no 4@y signal was observed; and (3) the 4y intensity
varied drastically (decreased about ten times) when the probe
beam polarization was changed from out-of-plane to in-plane.
Moreover, the measurements discussed in the remainder of this
article are all consistent with standard instability theory for a
uniform plasma.!

The experimental threshold value of the spatially averaged
intensity in the instability region was estimated to be
~(1.4-2.8) x 1012 W/cm?, based on the measured threshold
laser energy for a CTS signal (5 J) and taking into account the
collisional attenuation and refraction as estimated by SAGE.

10

This result is in satisfactory agreement with the theoretical
value® of ~(0.8-2.3) x 1012 W/cm? calculated using T, =
0.8 keV (appropriate for a low pump intensity), taking into
account the swelling at the instability region and the multiple-
species ion sound theory of Ref. 10.

Figure 61.8(a) shows a CTS measurement of the time
evolution of the epw spectral density function with kgpy, =
2.9 x 105 cm™L. A clear red shift relative to the 4ay wave-
length is evident. This Stokes peak is due to the primary JADI
decay process: in these experiments, where the pump laser
energy is less than 50 J, no cascade decay process!! is ob-
served. The solid curve in Fig. 61.8(b) shows the spectral
density function at the time of the peak signal of Fig. 61.8(a)
plotted against the normalized frequency shift
(a)o - a)epw) /.Q iaw»> Where Q; . is chosen to center the spec-
trum on a normalized shift of 1. The CTS timing is not known
precisely, but Fig. 61.8(b) is presumed to correspond to 2.2 ns,
the peak of the pump beam. The dashed curve gives the IADI
growth rate calculated using the experimental parameters; its
peak is calculated to occur at @) — Wepy = Ljaw . The IADI
resonance condition is thus satisfied, and the normal mode of
the iaw is excited. The measured CTS spectrum is consistent
with the growth-rate curve. If the pump laser intensity were
instead much larger than ten times the threshold, the growth rate
peak would shift to a higher frequency and the iaw frequency
would increase with the laser intensity (driven mode).

‘We can now estimate the phase velocity of the iaw. Since the
dipole approximation is valid in these experiments, the pump
laser wave number is given by kg ~ Kepy + Kjaw ~ 0, so that
the wave numbers ki,,, and k., are approximately equal in
magnitude. The ion-acoustic wave frequency used for the
normalization of Fig. 61.8(b) is given by

Qo =2mcAA X5, = 9%10'2 Hz,

where AA is the wavelength shift of the peak of the CTS sig-
nal (3.320.2 A). The phase velocity Q;,y/kiaw Of the iaw is
then determined to be about 3 x 107 cm/s and may now be used
to estimate the electron temperature.

The electron temperature depends on the ion-acoustic dis-
persion relation. To calculate this with greater accuracy, the
multiple-ion nature of the plasma was included. Williams
et al.10 have obtained fast- and slow-wave solutions for CH
plasmas and have shown that the slow wave is the important
one, as it is eight times less damped than the fast wave. The
phase velocity of the slow wave is effectively independent of
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(a) Time evolution of the spectral density function of the epw (with kepw = 2.9 X 105 cm™!) measured by CTS. (b) Solid line: the spectral density function of
the same epw at # = 2.2 ns. Dashed line: the IADI growth rate calculated for a laser intensity five times threshold.

T;in the range 0.3 < T;/T, < 1, being about 0.8 (kgT,/M)V/2 or
1.87 x 1072 v,, where M is the proton mass, kg is Boltzmann’s
constant, and v, is the electron thermal velocity. The slow iaw
frequency at a given wave number is thus an excellent diagnos-
tic for T,: from the measured peak-signal frequency shift and
the scattering wave vector (known from the geometry), one
immediately obtains the slow iaw velocity and hence T,. In this
experiment, the iaw phase velocity is 3 x 107 cm/s, giving T,
=1.5keV and v, = 1.6 x 10° cm/s. The theoretical values (v, =
1.4%10% cm/s and T,=1.1keV) givenby the SAGE calculation
(Fig. 61.7) are somewhat lower than the experimental values
(about 13% for v, and 27% for T,). However, if the compli-
cated nature of the large-scale plasma produced, the possibility
of hot spots within the focal spot, and the three-dimensional
nature of the experiment are all taken into account, the theoreti-
cal and experimental values are in reasonably good agreement.

Several conditions were met that enabled the diagnostic to
work well:

e The scattering angle was chosen to be large to measure the
most unstable epw.

e Between the thresholds for the slow-ion-wave IADI (I;)
and the fast-ion-wave IADI (8 Ip), only the former was
significantly excited.

¢ The refraction of the probe beam itself was small (less than

7% for this experiment) and that of the up-shifted signal
even smaller.
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* The complications of plasma flow effects on the diagnostic
were minimized because the detection vector (Kepy =ks—k;)
was perpendicular to the direction of plasma expansion.

* Because this is a collective scattering, the scattering rate is
much larger than that from thermal electrons, and it is
relatively easy to exceed the background bremsstrahlung
emissions.

e The experimental design assured that only a narrow range
of densities could contribute to the observed signals.!2

We also measured the conventional second-harmonic sig-
nal (from the coupling between two epw’s) and found its
threshold laser energy to be comparable to that of the CTS
threshold energy, consistent with the presence of the IADI. The
Stokes signal is spread over a large wavelength range and
decreases gradually without a distinct peak. This finding
indicates that the epw intensity is spread over a wide range of
wave numbers in the large-scale plasma.

In summary, we have studied the ion-acoustic decay insta-
bility in a large-scale-length (~1-mm), hot (~1-keV) plasma,
which is relevant to a laser fusion reactor target, and have
shown that the JADI threshold is low. We have also developed
a novel collective Thomson scattering diagnostic for the
interaction of a 1-um pump laser near its critical density, using
the third harmonic of the interaction laser at a 90° scattering
angle, and we have used this diagnostic to measure the
electron plasma wave excited by the ion-acoustic decay insta-
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bility near the critical density (n, ~ 0.86 n,). The frequency of
the detected wave obtained from this diagnostic has been used
to determine the electron temperature in the interaction region,
yielding aresultreasonably close to that predicted by the SAGE
computer code.
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The cascade process for a fixed kepw is that @, = 0D + o,

and k{®), = k@D + kG (which indicates that

k=

G| =172

+1
Lol P

where n =1, 2 ..., and n = 1 is the epw excited by the primary
IADI process).

The epw’s excited at densities above 0.86 n. have smaller wave
numbers and cannot produce the observed wave vector by propagation.
The epw’s driven at densities much below 0.86 n. are very strongly
Landau damped.
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Frequency-Domain Interferometer for Measurement of the Group-
Velocity Walkaway of Ultrashort Pulses in Birefringent Media

A new technique based on frequency-domain interferometry
(FDD)!:2 has been used to measure the group-velocity walk-
away (GVW) of ultrashort pulses in birefringent media. As the
name implies, this technique is based on the spectral interfer-
ence of two short pulses in the frequency domain and makes
use of the intrinsic phase delay between the fast and slow
modes of a birefringent medium. Due to the different group
delays, two pulses launched along the fast and slow axes will
come out of the medium at different times. In the frequency
domain, two temporally separated pulses interfere in the same
way that two waves with different frequencies do in the time
domain. In the frequency-domain interferometer described
here, measurement of the modulation period of the interference
fringes in the frequency domain gives the GVW directly
without the need for further assumptions about the properties
of the light source. By analogy with an ordinary interferometer,
the two optical axes of the birefringent medium can be re-
garded as two interfering arms. A polarizer placed at the output
end of the medium combines the two field components to
generate interference fringes in the frequency domain. Tempo-
rally separated pulses caninterfere owing to the linear dispersion
of the grating in a spectrometer.!2 Different frequency com-
ponents propagate along different directions, resulting in a
frequency-dependent time delay. Therefore, two temporally
separated pulses can physically overlap on the detector surface
of the spectrometer. In comparison with other methods, the
experimental setup of our interferometer is quite simple, and
the alignment is very easy. Of greater significance is the fact
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that the experimental data is directly related to the GVW and
no further curve fitting is needed.

To understand the physics of the frequency-domain inter-
ferometer, we mustunderstand the properties of a spectrometer.
A simplified version of a spectrometer is shown in Fig. 61.9.
The incident beam is collimated and has a diameter D. The
incident angle to the grating is i, while the diffracted angle is
0. Assuming two pulses with pulse width 7, that are separated
by T, we find that the amplitude fronts of these two pulses are
no longer parallel to the phase fronts after the grating. At the
focus of the image lens, each pulse is temporally stretched to
aduration of DNA/cos(i)c, where N is the groove number of the
grating, A is the wavelength of the pulses, and ¢ is the speed of
light. The two separate pulses can physically overlap for atime
to in at the focal (frequency) plane, provided that the original
separation 7 is less than the grating-induced stretching DNA/
cos(f)c shown in Fig. 61.9.

FDI for the Measurement of Polarization Mode Disper-
sion of Single-Mode Optical Fibers

Single-mode optical fibers have seen increasing use in
coherent optical transmission systems and as polarization-
dependent fiber-optic sensors. A knowledge of the polariza-
tion properties of single-mode fibers is of fundamental impor-
tance in these applications since these properties govern the
degree and state of the polarization of the radiation. It is well-
known that birefringence in optical fibers can be induced by

I{w)

Figure 61.9

A simplified diagram illustrating temporal stretching
of short pulses in a spectrometer. The incident angle
to the grating is /; the diffracted angle is o

oy
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built-in stress or by geometric deformation of the fiber core.
The most important parameters characterizing birefringent
fibers are the polarization mode dispersion (PMD) and modal
birefringence (MB). Polarization mode dispersion is the group
delay time difference between two orthogonally polarized
HE,; modes, while modal birefringence is the refractive index
difference between these two modes. In optical fiber commu-
nication systems, the presence of PMD results in bandwidth
limitations.3 Polarization mode dispersion has two contribu-
tions: one is the phase delay, which is proportional to modal
birefringence; the other arises from dispersion difference be-
tween two modes. Since the first experimental verifications of
PMD in birefringent optical fibers made by Rashleigh and
Ulrich,* many methods for measuring PMD in single-mode
fibers have been reported.*-18 These methods fall into four
categories: optical short-pulse methods,’ frequency domain
techniques,3? interferometric methods,*3-16 and optical het-
erodyne techniques.!’-18 The white-light interferometric
method has proved to be very accurate and applicable to meter-
length samples.*16

The configuration of the frequency-domain interferometer
asused in our experiment is shown schematically in Fig. 61.10.
The birefringent axes are labeled as x and y; the laser light
propagates along the z direction. Two identical pulses tempo-
rally displaced by T are launched into the birefringent fiber
with their polarization directions aligned to the x and y axes,
respectively. At the input plane (z = 0), the electric fields of
these two pulses can be expressed by

E,(t,z=0)= E()exp(i oy ?)
Ey(t,z=0)=E(t-T) expli wo(t-T)],

6y

Nonlinear crystal
®
Computer |[— Digitizer |— Spectrometer
E7213
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where E(?) is the slowly varying envelope of the two pulses
and ay is the carrier frequency of the laser pulses. At the exit
end of the fiber, the Fourier transformations of the electric
fields are

E.(w,z=L) = E(0 - ag)exp[~i B,(») L]
Ey(0,2=L) = E(@-ag)exp[-i B,(@) L] @
x exp(-i@ T),

where E(a) - a)o) is the Fourier transform of E(f) and (@)
and f3,(w) are propagation constants of the x and y modes.

A polarizer with its transmission axis set to 45° with respect
to the x and y axes combines the two electric fields:

By (@z=L)= %[Ex((o,z =D)+E@z=L)] ©

The power spectrum detected by a spectrometer can be ex-
pressed as

I(w)= %IE(w - coo)|2 {1+ co[AB(w)L + ofl}, @

where AB(w) = B, (@) - B, (®) is themodal birefringence and
can be expanded as follows:

AB(@) = Aﬁ(w0)+£§go—(ﬁAw

Ao?+..., )]

Figure 61.10

Experimental setup for measurement of GVW in
birefringent media, where A/2 = half-wave plate,
OB =microscope objectives, P=polarizer, and M
= mirror. Linearly polarized light is coupled into
the birefringent sample with the polarization di-
rection aligned 45° with respect to the optic axes.
The microscope objectives and birefringent fiber
(a) were replaced with CDA, KDP, or KD*P
(b) for measurements of GVW in nonlinear crys-
talline media.

A2
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where dAf3/dw is the polarization mode dispersion. The third
term in Eq. (5) is the difference of group-velocity dispersion
(GVD), which describes the difference in pulse spreading for
the two principal axes. For subpicosecond pulses, the disper-
sion distance (the distance at which pulse width becomes twice
the initial value) could be shorter than 1 m.! This term can
be ignored, as pointed out in Ref. 4, since the difference in
temporal spreading due to GVD is still negligible. Substituting
Eq. (5) into Eq. (4) gives

() = %|E(a)—a>0)|2

X {1 + cos[Aﬁ(wo)L + % AwL+ wT]} ©

FromEgq. (6), the periodicity of the interference fringes is given
by

Q=2n/(ﬂl,+:r). Q)]
do

The polarization mode dispersion can be determined in terms
of the measured quantity , the fringe spacing in the frequency
domain. From Eq. (7), we have

S

A careful examination of Eq. (8) reveals that there are two
possible methods of measuring PMD. In the first method, no
optical delay is needed (7'=0), and a measurement of the fiber
length L and interference spacing €2 gives the required result of
PMD. This method has the advantage in that it is very simple
to implement. The second method relies on adjustment of the
temporal delay such that Q = e, which makes PMD =-T/L.
Physically, this means that the predelay T is set so that two
pulses come out of the fiber at the same time, resulting in no
interference in the frequency domain.

The experimental setup is shown in Fig. 61.10. The laser
beam originates from an actively mode-locked Nd: YLF oscil-
lator that produces a S0-ps pulse train at a 1054-nm wavelength
with a 100-MHz repetition rate. The pulse train goes through
an 800-m, single-mode optical fiber that increases the band-
width from 0.3 A to 31.6 A through the combined effects of
self-phase-modulation (SPM) and GVD.20 The pulses are
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then temporally compressed to 1 ps by a double-pass grating
pair. Two microscope objectives are used to couple the laser
beam into and out of a highly birefringent fiber (3M product,
FS-HB-5651). A A/2-wave plate placed in front of the fiber was
used to control the polarization direction of the incident laser
beam. A polarizer placed at the exit end of fiber was used to
combine the electric field components of the fast and slow
modes. Finally the collimated output beam was sent to a
spectrometer equipped with an optical multichannel analyzer
(OMA). Another A/2-wave plate placed in front of the spec-
trometer was used to match the polarization direction of the
laser beam to that of the grating inside the spectrometer. The
waveguide parameters of the fiber used in the experiment are
listed in Table 61.1.

Table 61.I: Waveguide parameters of the fiber used
in the experiment.
Fiber length 2750 m
Mode field diameter 6.8 um
Fiber diameter 100 um
Operating wavelength 1.060 um
Cutoff wavelength 1.000 um
Birefringence 4x10~4
Loss <2 dB/km

The input spectrum [lE(w - wo)lz is shown in Fig. 61.11.
The power spectrum hasnearly a square-top shape with a width
of about 31.6 A. In the experiment, the input polarization
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Figure 61.11

The spectrum of the incident pulses applied to the fiber. The spectrum
shape is typical of the combined effects of SPM and GVD. The peak-peak
width is 31.6 A.
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direction was adjusted to 45° with respect to the fast and slow
axes of the birefringent fiber. The polarizer was also aligned to
the same angle as described in Eq. (3). The frequency-domain
interference fringes are shown in Fig. 61.12. The least-squares
method was used to fit Fig. 61.12 using Eq. (6). The value of
Q was found to be 22.7+0.1 pixels, giving a modulational
period of the interference fringes of 9.13+0.04 A. The length
of the fiber was measured to an accuracy of 1 mm. From
Eq. (8), the PMD is found to be 1.42 ps/m with an accuracy of
1%. The term dAfS/dw of Eq. (8) can also be expressed as

dAB _An . o din
do ¢c ¢ do’

®

where An is the modal birefringence and ¢ is the speed of light.
Substituting the value for AQ) from Table 61.1 into Eq. (9)
makes the first term on the right-hand side of Eq. (9) equal to
1.3+0.1 ps/m, which is very close to the measured PMD. The
uncertainty comes from the fact that there is not enough
information about the sample fiber. The contribution of the
second term in Eq. (9) is much smaller than the first term,
which is true in most stress-induced birefringent fibers.20:21
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Figure 61.12
Frequency-domain interference fringes for the birefringent fiber. The fringe
spacing is measured to be 9.13 A.

FDI for the Measurement of GVW in Nonlinear Crystals

Frequency conversion in nonlinear crystals is an important
method for obtaining coherent radiation sources for wave-
lengths not covered by lasers and is especially valuable in
applications involving ultrashort laser pulses. Frequency con-
version includes second (and higher) harmonic genera-

16

tion,2224 optical parametric oscillators (OPO), and optical

parametric amplifiers (OPA).2526 A major limitation in ul-
trashort frequency conversion is the GVW between the
ordinary (o-wave) and extraordinary (e-wave) waves due to
the different group velocities for the two polarizations.?” Since
birefringence and dispersion exist in all nonlinear crystals, the
GVW effect becomes a fundamental factor in determining the
frequency-conversion efficiency. The walkaway has been used
to increase the conversion efficiency in type-II doubling of
1-pm, 1-ps laser pulses by using a second crystal to predelay
the extraordinary wave relative to the ordinary wave.22:23 It
was also found that the pulse duration could be reduced from
1 ps to 200 fs.28 Chien et al.24 have studied the conversion
efficiency of high-power ultrashort pulses and have found that
the GVW between two polarizations causes reconversion of
the second harmonic back to the fundamental frequency.

The GVW between the e- and o-wave is of fundamental
importance in the frequency conversion of ultrashort pulses.
Typically, the walkaway is inferred by measuring the refractive
indices and the dispersion of the e- and o-waves. Most values
of the refractive index have been obtained by the minimum-
deviation method (MDM) and are accurate to the fifth decimal
place.?9 Extensive measurements of refractive indices of non-
linear crystals isomorphic to KH,PO, have been made by
Kirby and DeShazer.30 Although MDM provides an accurate
measurement of the refractive indices of e- and o-waves, it is
not convenient for many applications involving nonlinear
frequency conversion. Since the MDM measurement requires
a high-quality prism made from the sample crystal, this meth-
od can be expensive and impractical for ordinary fre-
quency-conversion applications. The dispersion properties are
usually obtained by fitting to the Sellmeier or Zernike for-
mula,3132 which requires multiple measurements with different
light frequencies. Since narrow spectral lines of different
lamps are used in MDM, itis possible that no experimental data
exists for some specific wavelength that is used in frequency-
conversion experiments. Another disadvantage of this method
is that the refractive indices of o- and e-waves are a function of
propagation direction. All calculations require that the loca-
tions of optical axes and the propagation angle, as well as the
relative angle between the propagation direction and the opti-
cal axis, be known accurately.

In this section we report on an alternative method that
allows direct measurement of the GVW between the e- and o-
waves in a birefringent crystal. There are several other
advantages of this technique as far as nonlinear frequency
conversion is concerned. In practical applications of frequency
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conversion involving short pulses, it is desirable to know the
walkaway parameter for the laser frequency involved. Since
the walkaway can be measured using the same laser pulses that
will be used in frequency conversion, the measured data about
the walkaway is immediately relevant. For the applications
involving cascade processes of frequency conversion of short
pulses, it is crucial to know either the polarization direction or
the crystal orientation that corresponds to the minimum walk-
away, so that the orientations of nonlinear crystal for the next
stage of frequency conversion can be optimized.?8 To our
knowledge, this method provides the first direct measurement
of angular dependence of the GVW.

From Eq. (4), the power spectrum detected in the spectrom-
eter takes the following form:

(@)= %IE((D —ap) [1+cos(d + Ah)],  (10)

where E(co - a)o) is the spectrum of the incident pulse, ¢yisa
constant, A7 is the temporal delay between the two pulses
traveling along the fast and slow axes of the crystal, and
A = w — wy. The GVW is therefore equivalent to the period-
icity of the interference pattern in the frequency domain.

The experimental setup is as shown in Fig. 61.10, except
that the birefringent fiber and microscope objectives used for
in-and-out coupling the incident light are replaced by a nonlin-
ear crystal. The frequency-domain interference fringes for a
2.5-cm-thick CDA crystal are shown in Fig. 61.13. A least-
squares method is used to fit Fig. 61.13 using Eq. (10), as
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Figure 61.13

Frequency-domain interference fringes of the CDA-I sample. The fringe
spacing is measured to be 6.7 A. The solid line is the experimental data, while
the dashed line is the theoretical fitting.
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shown by the dashed curve. There are three sources of error
in the measurements: (1) measuring the length of the crystal,
(2) calibrating the spectrometer, and (3) determining the spac-
ing of the interference fringes. The error bar for thickness
measurement is 1%. The calibration was performed using five
spectral lines of a rubidium lamp ranging from 1053 nm to
1073 nm. The spectral lines were fitted with a Lorentzian line
shape, and the overall error bar in the calibration was found to
be 0.2%. The least-squares fit for the interference fringes gave
an error of 0.3%. The largest source of error is in the measure-
ment of the crystals’ thickness. After taking into account
these three error sources, we found that the error in deter-
mining the temporal walkaway is about 1%. The experimen-~
tally determined GVW values for several commonly used
nonlinear crystals are listed in Table 61.I1, along with the cut
angles and lengths of the tested crystals. The last column of
Table 61.11 shows the calculated values of the GVW based on
the dispersion data of Ref. 30; the measured results are very
close to the calculated ones. As mentioned previously, this
method can also be used to measure the length of a birefringent
crystal if its GVW parameter is known. The last row of
Table 61.11 shows the length of a KDP-I crystal determined by
this method using the calculated result of the walkaway; the
resolution is about 50 ym.

Table 61.11: Parameters of nonlinear crystals and measured

walkaway.
Cut | Length x2 | Walkaway® | Walkaway ®
Crystal | angle (cm) (psfcm) (ps/cm)

CDAI 85.0° 2.50 1.0040.01 1.01
KDP*1I | 53.7° 150 0.9440.02 0.97
KDPII |59.2° 1.90 1.35+0.02 1.33
KDP1 41.2° |1.02940.005 - 0.79

(a) Measured results

(b) Calculated results

Since the refractive index of the extraordinary wave is a
function of propagation direction, the GVW will also be
affected by the direction of propagation, as shown by the plot
of walkaway dependence versus propagation angle in
Fig. 61.14. The angle is measured with respect to the phase-
matching angle of the crystal (KDP-II) in the YZ plane. The
scattered triangles are experimental data, while the solid curve
is the theoretical prediction based on the material dispersion.24
The experimental data fits the theory very well, with an
accuracy of 1%. The angle shown in Fig. 61.14 is the angle
inside the crystal as obtained by Snell’s law. The propagation
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distance is also a function of angle due to the cube-shaped
crystal, which has been taken into account in Fig. 61.14. In our
experiment, the pulses were not transform limited (i.e., the
pulses are slightly chirped). Itis believed that the chirp may be
responsible for the finite visibility of the interference patterns,
which could affect the accuracy of the measurements when
visibility is poor.
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Figure 61.14

Dependence of the group-velocity walkaway on the propagation direction.
The angle is measured with respect to the phase-matching angle of the
sample (KDP-II).

Conclusions

A new technique based on frequency-domain interferom-
etry has been used to measure the polarization mode dispersion
of birefringent media. In contrast to the usual interferometric
methods that measure the interference visibility as a function
of optical delay between two interfering arms, we measure the
periodicity of the interference fringes in the frequency domain
by using short, broadband optical pulses. No curve fitting is
needed to find the values of PMD since the measured modula-
tion period of the fringes is directly related to PMD. Two
schemes of measurement, differing only in the requirements
for an optical delay line, have been presented, and one method
(without the delay line) was demonstrated experimentally.
Advantages of this new method include (1) direct, real-time
measurement of the group-velocity walkaway, which is useful
for applications in which the GVW can be controlled by tuning
the crystals; (2) values of GVW at the appropriate wavelength
for most frequency-conversion applications since the source is
the same as that used in the nonlinear frequency conversion;
and (3) determination of the angular dependence of GVW,
which is useful for experiments involving serial frequency
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conversion in that the walkaway can be compensated for in the
second crystal.28 Compared to other methods, the frequency-
domain interferometric technique provides reasonably good
accuracy, experimental simplicity, and linearity in the sense
that it is not dependent on the laser power.
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Transient Flux Dynamics in Optically Irradiated
YBCO Thin-Film Switches

Fast switching using thin films of high-temperature supercon-
ductor (HTS) has been a subject of interest in recent years.
Several high-power applications, including fault current limit-
ers, generation of fast current pulses, and energy extraction
from superconducting magnetic energy storage (SMES), re-
quire an opening switch with high current-carrying capacity
and fast rise times. The property requirements of the opening
switch are diverse and depend on the application.! In this
article, we discuss a contactless, inductively coupled opening
switch that employs YBa,Cu307_, (YBCO) thin films.

In its simplest form, the switch consists of a film of HTS
placed between the primary and secondary coils of a trans-
former, shown conceptually in Fig. 61.15.2 A current source
drives current in the primary coil. If the film is superconduct-
ing, it screens the magnetic flux, and there is no flux coupling
between the two coils. If a load is connected across the
secondary coil, the voltage across the load is zero. Upon
illumination by a laser pulse, the film makes a transition to the
normal state, allowing magnetic flux produced by the primary
current to couple into the secondary coil. The temporal change

B-field
B-field after trigger

before trigger *

———— = = — ~N

A

L T

: |
il
| | —
l Load
Current Superconducting

z152 source film

Figure 61.15
A conceptual diagram of the high-temperature superconducting thin-film
switch. The superconducting film acts as a magnetic shield until triggered.
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of flux through the secondary coil results in an induced voltage

(V =—0®/0¢) across the load. A similar contactless arrange-
ment has been used to measure critical temperature and critical
current density of films.3 Optically thick films (500-800 nm)
were used in our experiment to enhance the current-carrying
capacity. A ring of 5-mm width, 1-mm thickness, and 20-MA/
cm? current density will correspond to a current of 1 kA that
can produce a field (B =Uo I/ 2a) of about0.12 T at the center
of the ring. This order-of-magnitude estimate suggests that a
large field can be excluded using thin films with very high
critical current density (J,,).

Figure 61.16 shows the configuration of our switching
system, which has three components: the source (the primary
coil in our discussion), the switch (the superconducting film),
and the load circuit (the secondary coil and load). The super-
conducting magnet serves as the primary coil (source), while
two superconducting films (switch) are placed on either side of
the secondary coil.

Theory

For the described switch configuration, if the applied field,
which is perpendicular to the film surface, is below the lower
critical field (H,,) of the superconductor, the superconductor
isinareversible Meissner state and will initially screen the flux
produced by the magnet from coupling to the secondary coil.
When it is driven to its normal state by heating with a laser
pulse, the magnetic flux mbves radially inward and produces
a voltage pulse across the secondary coil. As the film cools
down and returns to its superconducting state, it will expel the
flux. Repetitive switching can then be performed with a train
of laser pulses.2 If the applied field exceeds H,,, the flux will
still be excluded from the superconductor up to a certain field
strength depending upon the critical current density of the film
(critical state model). Beyond this point, only a partial flux
exclusion will take place as the screening currents in the
superconductor redistribute to exclude the flux from the center
of the film. Single-shot switching can still be performed under
these conditions, allowing the excluded flux to couple to the
secondary coil. As the film cools into the superconducting
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state, however, it will no longer expel the penetrated flux.
Because the thin-film geometry produces a large demagnetiza-
tion factor that causes enhancement of the magnetic field at the
edges of the film, some field penetration occurs at the edges,
even when the applied field is less than H ;.

To understand the motion of flux inside the superconductor
following its transition into the normal state, we must analyze
the distribution of screening currents and magnetic fields.
Temporal variation of the flux in the secondary coil, which is
inductively coupled to the superconducting films, must also be
investigated. We first calculate the current and field distribu-
tion in a film of thickness ¢, shaped like a circular disk of radius
R, foragiven externally applied field (B,,,) and critical current
density (J,) by dividing the disk into a set of » concentric
circular strips of equal width (w = R/n, where n = 25 for our
calculation). Starting from the current-density distribution
J(r) required for complete flux exclusion inside the film, the
J-limited distribution is calculated iteratively. At each step of
the iteration the field is allowed to penetrate from the edge by
the width of one ring more than the previous step. If the field
penetrates to a radius a, J(r < a) is recalculated to make the
region 0 < r < a flux free, and J(r > a) is set equal to J,.. Fora
single film and field-independent critical current, our result,
shown in Fig. 61.17, exactly matches the analytical expression
given by Mikheenko and Kuzovlev.’

We then proceed to calculate the temporal evolution of
current distributions in the two films and the secondary coil.

LLE Review, Volume 61

The experimental setup for the high-field experiments showing
the laser illumination scheme and the data acquisition system.

This is done by treating each ring in the two films and the
secondary coil as (2n+ 1) circuits. We then solve a set of linear
equations of the form [L]d[I]/dt+[R][I]=0, where [L] and
[R] are matrices of dimension 2n+ 1) X (2n+1)and [[]isa
column vector. The diagonal elements of [L] are the induc-
tances of each circuit, and off-diagonal elements are the
appropriate mutual inductances. [R] is a diagonal matrix with
elements equal to the normal-state resistances of the circuits.
The elements of [] represent the current in each circuit. Using

»
o
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Figure 61.17

Static J-limited surface current and z-component of the magnetic field for
a 1-cm-diam, thin superconducting disk of 500-nm thickness. A constant
critical current density of 5.107 A/cm? and an externally applied field of
—0.2 T are assumed.
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this analysis we calculate the current in the secondary coil as
a function of time; Fig. 61.18 shows the result of this calcula-
tion. The matrix formulation of the problem enables us to take
advantage of the computationally efficient, matrix manipula-
tion tools in commercial software packages such as
MATLAB™, The numerical method discussed above can
easily incorporate additional details,* e.g., field-dependent
critical current densities J(B) and field-dependent supercon-
ducting flux-flow resistances.

30 —T—T T T T T T T
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Figure 61.18

The simulated current pulse produced at a single-turn secondary coil for
different values of load resistance. Two identical, 1-cm-diam, 500-nm-thick,
disk-shaped superconducting films with J,=5.107 A/em2 are placed on either
side of the secondary coil at a distance of 1 mm. The externally applied field
(Bexp) is—0.2T.

Experimental Results and Discussion

The magnet used in our experiment is a Nb-Ti solenoid
cooled by liquid helium, rated at 100 A and a maximum field
of 4 T. A schematic drawing of the entire experimental setup,
including the cryostat and magnet, is shown in Fig. 61.16.

The secondary coil is a single-turn inductor patterned on a
printed circuit board. The sample holder consists of two 2-in.-
diam circular copper disks with 1-cm X 1-cm-sq windows. The
films, 500-nm-thick YBCO on 1-cm X 1-cm LaAlO3 sub-
strates with T, > 88 K, are placed on either side of the second-
ary coil and supported by the copper disks.

A Nd:YAG laser beam (A = 1064 nm; pulse width =
150 ps) was used to illuminate the films from either side
through a splitter arrangement (Fig. 61.16). A stainless steel,
semirigid coaxial cable carries the secondary voltage signal
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out of the cryostat to a computer-interfaced oscilloscope for
viewing (Fig. 61.16).

After cooling the sample to the desired temperature using
liquid nitrogen or helium in zero magnetic field, the magnet
was then charged at a ramp rate of 0.1 A/s up to the desired
level and was maintained in persistent current mode. The
magnetic field strength was measured using a Hall probe and
a gaussmeter.

With the magnet charged, the switch was illuminated by the
laser. The YBCO films screening the secondary coils were
driven normal by this laser irradiation, which allowed the flux
to penetrate. A secondary voltage (of negative sign) appeared
across the load. The magnet was then discharged by heating the
persistent switch, leaving some of the flux trapped in the
superconductor. Driving the films normal again expelled the
trapped flux, and the corresponding secondary voltage signal
(of positive sign) was observed.

Figure 61.19 shows a comparison of the experimentally
observed secondary voltage signal at an applied field of
—0.2 T with the one obtained with the theoretical analysis
described in the previous section. The simulation was done by
varying J,. to match the flux associated with the output voltage
pulse. The peak voltage of the simulated pulse is higher than
the experimentally observed pulse because instantaneous tran-
sition to the normal slate was assumed. The critical current
density required to match the flux was 1.33 X 106 A/cm?, which

120 T T T T
Boy=-02T
100 J. = 1.33 x 106 Alcm?
2 gl .
[
%” ol Theory |
=
2 40} Experiment -
S
=}
8 20t -
Q
n
0 — . A e
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Figure 61.19

A comparison of experimentally obtained secondary voltage with the simu-
lated voltage pulse representing the same flux. The experiment was carried
out at 12.4 K, in ~0.2-T field, and 8 mJ of laser energy per film.
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is of the right order of magnitude but slightly lower than the
value of J, at zero field, as quoted by the film manufacturer.
Possible sources of reduced effective J, might include sup-
pression in the magnetic field or sample inhomogeneity.

The variation of the secondary voltage signal for different
laser energies is shown in Fig. 61.20. At lower laser energies,
the entire bulk of the film is not heated instantaneously above
the transition temperature. The 500-nm film thickness is greater
than the optical penetration depth (=120 nm); consequently the
upper section of the film absorbs most of the energy when the
laser pulse is incident on the film. The heat is eventually
redistributed by diffusion, elevating the temperature of the
entire film above the critical temperature. The heat is then
redistributed throughout the remaining bulk of the film by
thermal diffusion.® If we divide the film into a series of layers
normal to the propagation direction of the incident laser
radiation, the bottom layers will remain superconducting and
carry the screening currents even after the top layers become
nonsuperconducting. These screening currents continue to
exclude flux and retard its motion. Since the secondary voltage
is the temporal derivative of the flux, the peak voltage goes
down, and rise and fall times increase, with the decrease in
laser fluence. However, as shown in Fig. 61.20, the time
integral of the secondary voltage pulse, representing the total
flux that has traversed the film, is the same for pulses triggered
by laserirradiation of varying intensity. Based on these results,
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Figure 61.20

The speed of flux motion depends on the incident laser energy. For lower laser
energy the bottom part of the film remains superconducting for a while,
impeding the motion of flux. The film was a 1-cm-diam disk with a thickness
of 500 nm.
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we can conclude that higherlaser fluence will give rise to faster
signals with higher peak voltage. The energy (E) delivered to
the load is given by E =1/R'|'V2 (1)dr, where R is the load
resistance and V(¥) is the voltage across the secondary. For the
same flux, @ = [V(r)dt, a faster signal will deliver higher
energy in the load. Both the peak voltage and the flux are larger
at lower temperatures because J,, is higher.

An inductively coupled switch of the type we have de-
scribed lends itself to a variety of applications. For example, in
a current multiplication circuit using programmed inductive
elements (PIE),’ storage inductors are charged in series and
discharged sequentially in stages that are connected in parallel
with the load through a set of isolating closing switches. This
circuitcan be used to deliver alarge load current using switches
that are rated at a fraction of that current. The most important
constraint in such a circuit is the synchronization of the
opening switches with the closing switches. If the opening
switches in this circuit are not triggered within a short temporal
window, transient high current or voltages will catastrophi-
cally destroy the circuit elements. Optical triggering provides
accurate timing. The optically triggered inductive opening
switch will be suitable in circuits with such constraints.

The contactless arrangement of our switch is espe-
cially suited for applications such as energy extraction from
SMES,3-? though there are some unresolved problems. The
main application of SMES is as a backup source of energy to
be delivered to the load in a crisis situation. If an opening
switch is placed in series with the magnet winding, the finite
closed-state resistance of the switch results in a continuous loss
of energy while the system is idle. A contactless switch will
solve this problem; the film properties, however, will need to
be significantly improved for this design to be practical for
high-power applications.

Conclusion

We have described the flux dynamics in a contactless
opening switch. The switching is performed by the optical
heating of YBCO thin films, which in their superconducting
state screen the flux coupling between two inductively coupled
circuits. A single-turn secondary coil with a small L/R time
produces a fast voltage pulse. The rise time of the output signal
is about 1 ns. At lower temperatures the critical currents are
higher and can screen higher fields. Fast voltage pulses of
100 V and higher are possible and may have switching appli-
cations. We have developed a theoretical model, supported
by experimental evidence, that can be used as a diagnostic tool
to study flux motion.
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Shlurry Particle Size Evolution During
the Polishing of Optical Glass

Significant advances have been made in the fabrication of
glass optical components since Newton’s time, especially in
the mechanically dominated grinding operations; however,
optical polishing remains a very challenging finishing opera-
tion, primarily because of uncontrolled chemical factors and
associated chemo-mechanical interactions. Most modern fab-
rication shops still rely on the specialized skills of experienced
opticians to manage the complex system of polishing agent,
fluid, glass work, and polishing tool. As an added source of
difficulty, the proprietary nature of compositional data for
some of the system elements (especially the glass work and
polishing agent) means that knowledge of the initial process
conditions is usually incomplete. Coupled with inherently low
glass removal rates, the optician’s labor makes polishing the
most expensive operation in precision optical fabrication.

In this article, evolution of the slurry particle size distribu-
tion during aqueous glass polishingis investigated. Our primary
focus is on the role of slurry fluid chemistry, which can also be
influenced by the in-process dissolution of glass constituents. !
This issue is especially significant in commercial polishing
processes, where recirculation of the slurry is an economic
necessity. The discussion here is limited to three glass types
(Corning 7940 fused silica, Schott BK7 borosilicate crown,
and Schott SF6 dense flint) and three polishing agents (CeO,,
monoclinic ZrO,, and nanocrystalline a-Al,O3). A more ex-
tensive treatment of the subject, including materials of purely
academic interest, may be found in Ref. 2.

Introduction

In the fabrication of typical precision optical elements, the
purpose of polishing is threefold: (1) to shape the glass work
to within 0.1 um (A/5, 1=0.5 um) or less of the desired surface
form, (2) remove subsurface damage (SSD) created by the
preceding grinding operations, and (3) reduce the peak-to-
valley (PV) surface roughness to less than 5 nm (A/100). The
mechanism of glass removal, while not entirely understood, is
generally accepted as plastic scratching of the hydrated or
corroded glass surface by a polishing agent suspended in an
aqueous fluid.? This mechanism is considered to be the es-
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sence of the chemo-mechanical theory of glass polishing. The
most common polishing agents are CeO, and ZrO, with mean
particle sizes ranging from 0.01 to 3 ym. The polishing agent
is supported by a viscoelastic tool made of pitch (wood or
petroleum based) or polyurethane foam. Since the polishing
agent sinks into the tool until the smallest grains are load-
bearing, the glass removal rate is not strongly dependent on the
particle size distribution within some poorly specified upper
limit.* The total glass thickness removed is about 25 ym, with
removal rates ranging from 0.1 to 1 gm/min. The creation of
SSD is not an issue in the polishing of glass because, unlike
grinding, there is no fracturing of the surface.

The mechanical aspects of polishing have been modeled as

an area-averaged wear process using Preston’s equation®-

dz L ds

d PAd’ W
where zis the height at a point on the surface of the glass work,
Cp is Preston’s coefficient (units of area/force), L is the total
load, A is the area over which wear occurs, and s is the path
traveled by the work relative to the tool. This equation predicts
that the glass removal rate at any point on the surface is
proportional to the local pressure (L/A) and velocity (ds/dr).
The term C,, is generally used as either a fitting parameter or an
empirical measure of polishing efficiency.”8 The latter use is
made clear by solving Eq. (1) for C, in terms of polishing
process parameters:

C == (2)

where p is the density of the glass work, Am is the mass lost
by the glass work during a given interval of polishing time, and
As is the total path length traveled by the tool across the
‘work during the same time interval. Typically reported values
of C, are of the order of 10714 cm%/dyne (10713 Pa~! or
9.806 x 10~7 mm?/kgf).*32
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Preston’s deceivingly simple model lacks an explicit ac-
counting of the role of process chemistry. This point s clarified
by the work of Brown et al. on purely abrasive (i.e., chemically
inactive) polishing of metals.!? For this specific case, they
proposed an expression for C, that is proportional to the
inverse of Young’s modulus of the bulk metal. If glass polish-
ing was also a purely abrasive process, then there would be no
hydrated surface layer. The corresponding value of Cp, calcu-
lated using the value of Young’s modulus for the bulk glass,
would be of the order of 10712 cm?/dyne, which is two orders
of magnitude larger than typically reported empirical values.
A major portion of this discrepancy is most likely due to three
chemistry-related processes: (1) the complex hydration/corro-
sion of multicomponent silicate glass, (2) redeposition of
silica species during polishing, and (3) surface charging of the
glass work and the polishing agent. Cook’s review of these
processes and his proposed rate model suggested a number of
interesting experiments, particularly relating to the influence
of surface charge on mass transport during polishing.* This
was a precursor to the trend of increasing interest in sur-
face charge effects in the microgrinding!! as well as polish-
ing®12.13 of optical glass.

Hunter has summarized the mechanisms for the spontane-
ous separation of electric charges in systems consisting of
oxides and fluids.]4 The mechanisms relevant to such sys-
tems consisting of two material phases are

(a) differencesin the affinity of the two phases forions of
opposite charge, and

(b) ionization of surface groups.

Mechanism (a) involves the differential adsorption of an-
ions or cations from the fluid onto the oxide surface as well as
the differential dissolution of one type of ion over another from
the oxide into the fluid. Equilibrium is established when the
electrochemical potential is the same in both the oxide and
fluid phases for any ion that can move freely between them.

For mechanism (b), the degree of charge development (and
its sign) at the fluid-oxide interface due to ionization of surface
groups on the oxide depends on the pH of the fluid. Metal-
oxide surfaces typically possess a high density of amphoteric
hydroxyl groups that can react with either H* or OH™ depend-
ing on the pH:

MOH,* < M-0H—2L sMO~+H,0. (3)
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This behavior may be regarded as a specific example of
mechanism (a), with H* and OH™ acting as the freely moving
ions. These types of reactions can occur at the surface of a
metal-oxide polishing agent particle as well as at an optical
glass surface.

Well-developed techniques based on electrokinetic effects
exist for measuring surface charge in systems containing either
microscopic particles suspended in a fluid!® or macroscopic
solid bodies immersed in a fluid.!® For suspended microscopic
particles, measurement of the velocity of the particles under
the influence of a known externally applied electric field
permits the determination of the mobility of the particle. The
mobility is related to the net electric charge, or surface poten-
tial, of the particle with respect to the bulk fluid. This technique
is known as particle electrophoresis.

For the case of a macroscopic solid body, the surface charge
can be determined by constraining the fluid to flow along a
surface under the influence of a pressure gradient. Ionic charges
at the surface tend to be swept along with the moving fluid,
which results in an accumulation of charge downstream. The
resultant potential difference induces an upstream electric cur-
rent by ionic conduction through the fluid. A steady state is
quickly established, and the measured potential difference along
the portion of the surface over which the fluid is flowing is called
the streaming potential. This streaming potential is related to
both the pressure gradient driving the fluid motion and the
surface potential of the solid with respect to the bulk fluid.

The above descriptions of electrokinetic measurement tech-
niques refer to the term “surface potential.” What is typically
calculated from electrokinetic measurement data is known as
the zeta ({) potential, defined as the average electric potential
atthe “surface of shear” near the solid (microscopic particle or
macroscopic body) with respect to the bulk fluid potential.
This surface of shear is an imaginary hydrodynamic boundary
in the region of the fluid-solid interface. Between the solid
surface and the surface of shear, the fluid is considered to be
stationary in the reference frame of the solid.

Recent literature on polishing has referred to both the ¢
potential®12 and the isoelectric point (IEP)* of the polishing
agent and the glass work. The relationship between the IEP and
the { potential can be readily understood in terms of the
preceding discussion. The IEP of a hydrated surface is defined
as the pH at which there is no net charge within the surface of
shear, which clearly corresponds to {=0.
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In spite of the complexity of the task, there has been recent
progress toward the development of a deterministic glass-
polishing model. Based on empirical data from two different
sources, a polishing rate model has been proposed by Cook*
that accounts for the single oxygen bond strength of the metal-
oxide polishing agent (R-O, in kcal/mole), the pH of the fluid,
and the IEP of the polishing agent:

1
R.= .
¢ logyo[(R-0)x|pH~IEP]]

@

The rate factor (R,) is a predictor of the relative polishing
activity of metal-oxide polishing agents.

Ourcarlierresearch with an atomic force microscope (AFM)
showed that electrostatic forces between planar glass disks and
individual metal-oxide polishing agent particles can be easily
controlled by manipulating the pH of the surrounding fluid.13
In this work, we investigate the manifestations of such chemi-
cally modulated forces in a planar continuous-polishing process
and assess the effectiveness of manipulating the slurry chem-
istry to produce higher-quality surfaces in less time.

Experiment

Commercially available products were used in our experi-
ments whenever feasible. Optical glass disks and polishing
slurries were characterized in terms of the { potential. Slurries
were further characterized in terms of the particle size distribu-
tion, and planar glass polishing experiments were conducted
with a commercially compatible continuous polishing ma-
chine. Particle electrophoresis and streaming potential
measurements were used to determine the IEP’s of metal-
oxide polishing agents and silicate glass types prior to actual
polishing experiments.

1. Materials

Three glass types commonly used for precision optical
components were examined in this study: Corning 7940 (fused
silica),!” Schott BK7 (borosilicate crown), and Schott SF6
(dense lead silicate flint).18 Their chemical compositions!%-20
along with some of their fundamental properties2!%2! are
listed in Tables 61.11I and 61.IV, respectively. The action of
three high-purity metal-oxide polishing agents on these three
glass types was evaluated at three levels of slurry fluid pH (4,
7, and 10), spanning the range of values normally encountered
in polishing. Two of the three polishing agents, Transelco
Ce0,2? and Norton monoclinic ZrO,,23 are supplied as aque-
ous slurries with a median particle size of 1 ym. The third
polishing agent, Norton nanocrystalline 0-Al,03,24 is also
supplied as an aqueous slurry but with a median particle size of
0.6 pum. It is engineered for greater friability (i.e., a lower
resistance to crumbling) than conventional ¢-Al,O3 grinding
abrasives, thereby improving the prospects for successful
glass polishing. 2%

. Table 61.1I: Composition of the three glass types

(weight %).
Glass | «;
SiO, | B,O; | Na,O| K,0 | BaO | PbO | As,O
Type 15 | B2Y3 2 2 5203
7940 | 99.9 - - -~ - - -
BK7 | 689 | 10.1 | 8.8 84 | 2.8 - 10
SF6 | 269 - 05 1.0 - |713]| 03

The scope of our core experimental program was thus
defined as the evaluation of 27 different combinations (3%) of
glass, polishing agent, and fluid.

2. Equipment and Methods
a. Preparation of glass surfaces. To ensure consistent initial
conditions for each polishing experiment, a uniform planar

Table 61.IV:  Some thermal and mechanical properties of the three glass types.
Glass Tvpe Transition a Density Young’s H, K,
IPC | Temp. (T CO) | (10°50) @ | (glem?) Modulus (kgf/mm2)® | MPam!2)©
(GPa)
7940 1075 0.5 2.20 73.1 953 -
BK7 559 71 251 81.0 772 0.86
SF6 423 8.1 5.18 56.0 465 044
(a) Linear thermal expansion coefficient (¢c) of 7940 determined over a temperature range of 5°C to 35°C.9
o of BK7 and SF6 determined over a range of —30°C to 70°C.2!
() Vickers hardness (H,, ) measured using 0.05 kgf with samples immersed in water.2
(¢) Fracture toughness (K;) also measured using 0.05 kgf with samples immersed in water.2 K.is
undefined here for fused silica because it does not fracture radially under such a low load.
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disk geometry was adopted for all glass samples. Fine an-
nealed plates were rough ground to a thickness of 15 mm and
then core drilled to produce at least two dozen 40-mm-diam
disks of each glass type. The individual disks were beveled and
then processed using a controlled grinding strategy to mini-
mize the depth of subsurface damage (SSD).26 A cast iron tool
and Microgrit #9 Al,O3 abrasive,2’ which has a median par-
ticle size of 5.75 um, were used in the last fine-grinding
operation. The resultant PV surface roughness was measured
over a 4-mm scan length using a Pocket Surf III roughness
gage,?8 and the depth of SSD was measured using a modifica-
tion of the Itek ball method.2® All surface sampling
measurements, including PV roughness and SSD, were taken
at five sites per disk: the center site plus the four sites within
5 mm of the edge at the 3, 6, 9, and 12 o’clock positions.

b. { potential and particle-size analysis. The ¢ potential

values of the three optical glass types were determined using a
Brookhaven EKA electrokinetic analyzer.30 Six disks of each
glass type were cut and rough ground to the rectangular
dimensions (33 X 20 X 5 mm) required to line the fluid cell of
the Brookhaven EKA. One large face of each rectangular
sample was fine ground as specified above and then polished
using a pitch tool with an aqueous slurry of monoclinic ZrO,.
The polished surfaces were planar to within /2 with a scratch/
dig quality of 60/40.31 Samples of a given glass type were
cleaned and mounted end-to-end in the upper and lower re-
cesses of the EKA streaming potential cell with the polished
surfaces exposed to the fluid. The streaming potential that
developed along the surface of the glass-lined channel was
measured while an electrolyte solution (1 x 10~3 M aqueous
KCl) was forced, by external pressure, to flow along the
surface. The pH values were varied between 3 and 10 by
adding either HC1 or NaOH to the transport electrolyte. The {
potential values, calculated from the streaming potential mea-
surements using the Briggs method,!5-16 were plotted as a
function of fluid pH. The corresponding IEP values of each
glass type (pH at which {=0) were obtained by interpolation.

The { potential values of the three polishing agents were
determined using a Brookhaven ZetaPlus zeta potential ana-
lyzer,32 which measures the electrokinetic mobility of particles
suspended in a fluid using electrophoretic light scattering
(ELS). The { potential, calculated from the electrokinetic
mobility using the Smoluchowski equation, !> was measured
with the polishing agents suspended in water as well as in
aqueous solutions of NaCl and catechol (1,2-(HO),CgHy).
Catechol was chosen as a fluid additive because of its reported
role as a potential silica sequestering agent during polishing
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with pitch tools.*933 Since a salt-rich, aqueous environment
is known to effectively screen out electrostatic interactions
near macroscopic oxide surfaces?* and between particles in
colloidal systems,35v36 NaCl was also chosen as a fluid addi-
tive. Samples of each of the three slurries as received from the
manufacturers were diluted (10:1) with three different carrier
fluids: deionized water, aqueous catechol (500 ppm, 4.5 X
103 M), and aqueous NaCl [S00 ppm, (0.01 M)]. The catechol
concentration was chosen based on the maximum conceivable
evolution of analogous compounds from a pitch polishing tool
in recirculated slurry systems.3” The maximum salt concen-
tration was limited by the electrolytic current handling capa-
bility of the ZetaPlus instrument. Small working volumes of
the nine polishing agent/fluid combinations were prepared at
three pH values (4, 7, and 10) adjusted by the addition of HCI
or NaOH. Measured {potential values of each polishing agent/
fluid combination were then plotted as a function of pH, and the
corresponding IEP values were obtained by interpolation.

The particle size distribution of polishing slurries was
measured using a Horiba LA900.38 This instrument optically
determines the size of particles suspended in a fluid over a
range of 0.04 to 1000 ym by combining Fraunhofer diffraction
and Mie scattering information.3® Typically, two or three
droplets of a given slurry were dispersed directly into the
carrier fluid (V = 250 ml) of the LA900. An aqueous solution
of an anionic surfactant [(NaPOj3)¢, 0.2% by weight] was used
as the carrier fluid to prevent any agglomeration of the sus-
pended metal-oxide particles. The diluted slurry was
recirculated through the LA900 until the forward-scattered
red light (A = 633 nm) signal stabilized, indicating uniform
mixing. The particle size distribution was then measured and
stored as a 74-bin histogram.

¢. Glass polishing experiments. Glass polishing experi-
ments were conducted on a custom-built, 535-mm-diam

continuous polishing machine (CPM) with a 297-mm-diam
conditioner and a pair of 178-mm-diam work rings (for indi-
vidual work pieces). The theory and operational considera-
tions of this planar polishing machine have been presented
elsewhere by Preston® and Cooke et al 40 and will not be
discussed here. Unique features of our CPM include a vacuum-
activated slurry agitation/recirculation system,! 1 amechanical
agitator in the outer catchment trough to prevent liquid/solid
separation by settling, and in situ measurement of the frictional
force (Fy) between the polishing tool and an individual
40-mm-diam glass work piece using an Entran load cell. 4!
The overall sensitivity of the frictional force measurement
system is approximately 0.1 N.
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Given the ambitiously large number of material combina-
tions to be evaluated and the need to eliminate any chemical
carryover between experiments, polyurethane foam was used
instead of pitch as the polishing tool. Although this choice
simplifies tool replacement between experiments, the surface
figure of the work, or edge roll-off, was compromised. On the
basis of cost and the availability of die-cut sheets large enough
to cover the 535-mm-diam turntable of our CPM, we selected
a 0.5-mm-thick blown polyurethane pad, Rodel HSP.42 The
open cellular structure of this material provides a high density
of sites for retaining polishing agent particles, which is a
necessary condition for efficient glass removal during polish-
ing with any polyurethane tool.3

The primary role of the CPM conditioner in our polishing
experiments was to dominate the process chemistry by provid-
ing a significant surface area for tool/slurry/glass interactions.
The conditioner also functioned as a truing device by shearing
off any local asperities on the surface of the polyurethane
tool.#* To isolate glass-specific chemical effects, a separate
conditioner was prepared for each of the three glass types that
were polished. Each conditioner was fabricated by blocking 17
individual glass disks (40-mm diam, 15 mm thick) to a large
Pyrex disk (297-mm diam, 25 mm thick). Since the functional
surface of the conditioner was made of the same glass type
as the individual work piece in the frictional force measure-
ment system, only the particular glass type being studied in a
given experiment participated in the process chemistry. This
choice of common glass types essentially eliminated any
competing effects that could be attributed to a different condi-
tioner material,

A consistent CPM operational procedure was followed in
each of the glass polishing experiments. Since chemistry-
related issues were our primary concern, constant values of
pressure (40 gf/cm?) and synchronous rotation rate (9 RPM
for the turntable and work rings) were maintained throughout
the experiments.

At the conclusion of each experiment, the roughness of a
blocked disk near the center of the conditioner was measured
using a Zygo Maxim-3D laser interference microscope.4 The
surface figure of the glass work and the conditioner disk was
evaluated using a Davidson Optronics Fizeau interferometer,
which has a He-Ne laser source (1=632.8 nm) and a 127-mm-
diam reference flat for testing planar surfaces.*

The glass removal rate (Az/Af) was calculated from the mass
loss (Am) of the glass work over a given time interval (Af)
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using!!

Az
A 5)

1 Am
PA At’

where p is the glass density and A is the area of the work in
contact with the polyurethane pad. The mass loss was deter-
mined by weighing the work before and after polishing using
an analytical balance with a reproducibility (one standard
deviation) of 20 tig. The maximum uncertainty in the reported
glass removal rates was 3%.

A typical polishing experiment required approximately 7 h,
including cleanup time. The polyurethane pad was replaced
whenever an experiment called for a change in glass type or
polishing agent. New pads were preconditioned by an 8-h
polishing session with the slurry and glass type of interest,
which ensured that the pad was fully charged with polishing
agent particles.

Results and Discussion
1. Glass Surface Conditions prior to Polishing

The surface conditions of each glass type following fine
grinding with #9 Al,O3 abrasive are summarized in Table 61.V
in terms of the PV roughness and depth of SSD. The results
clearly demonstrate that the performance of a given loose
abrasive grinding operation is highly dependent on the glass
type. From Table 61.V, we see that only 7940 follows the
constant SSD-to-PV roughness ratio of 4.0 (£0.4) for loose
abrasive grinding advanced by Aleinikov.’ The two multi-
component glass types, BK7 and SF6, have significantly lower
SSD-to-PV roughness ratios.

Table 61.V: Roughness and subsurface damage of the
three glass types after fine grinding with
#9 Al;O3 abrasive.

PV
Glass | Roughness | Standard SS]Zqu‘;p‘h Standard
Type (um) Deviation (average of Deviation
(average of (um) five s;gtes) (um)
five sites)
7940 22 0.3 8.1 0.6
BK7 24 05 53 04
SF6 42 0.7 4.0 02

2. Isoelectric Point (IEP) Values of Optical Glasses and
Polishing Agents
The pH dependence of the { potential values obtained for
each glass type using the Brookhaven EKA instrument is
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shown in Fig. 61.21. The corresponding IEP values of each
glass type, obtained by interpolation, are listed in the legend.
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Figure 61.21

Zeta potential of 7940, BK7, and SF6 versus fluid pH. The pH was adjusted
by the addition of HCI or NaOH to the transport fluid (1 X 103 M aqueous
KCIl). Error bars < 2 mV (43 standard deviations) have been omitted
for clarity.

Several important observations can be made concerning the
results shown in Fig. 61.21:

e The measured value of the IEP of 7940 is in excellent
agreement with that reported by Jednacak et al. for vitreous
silica. 48

e The { potential values of the three glass types are all
negative (i.e., the surfaces are negatively charged due
to the dissociation of OH groups) for the entire range
of pH values usually encountered in optical polishing
(4 <pH < 10).

e While the presence of significant amounts of intermediates
and/or modifiers in BK7 and SF6 results in only a modest
reduction of their IEP values relative to that of 7940, the §
potential values are fairly distinctive for pH values between
6and9. This behavioris caused by differences in the density
and charging characteristics of active surface oxide species,
ostensibly due to the compositional differences between the
three glass types.

The { potential values of each polishing agent were mea-

sured in all nine combinations of fluid additive and pH using
the Brookhaven ZetaPlus instrument. The results for each
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polishing agent/fluid combination, when plotted as a function
of pH, allowed us to determine the IEP values by interpolation,
as shown for nanocrystalline Al,O3 suspended in aqueous
catechol in Fig. 61.22. The IEP values for the eight remaining
combinations of polishing agent and fiuid additive were ob-
tained by similar means and are summarized in Table 61.VI.
The IEP values published by Cook? are also included in the
table for reference.
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{ potential (mV)
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[
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S
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Figure 61.22

Zeta potential of the nanocrystalline Al;O3 polishing agent diluted in aque-
ous catechol (500 ppm, 4.5 x 10~3 M) versus fluid pH. The pH was adjusted
by the addition of HCI or NaOH to the fluid. The data shown represents an
average of three samples with %1 standard deviation error bars.

A remarkable feature of the data in Table 61.VI is the
consistency between the measured and previously published
TEP values for nanocrystalline Al,O3, which is an indication
of the lack of specifically adsorbed ions on the surface of the
polishing agent.*? Conversely, the IEP values of CeO, and
Zr0, are very sensitive to the fluid chemistry. The presence of
either additive reduces the IEP values of both polishing agents,
which suggests that catechol and NaCl provide ions that are
specifically adsorbed at the surfaces of CeO, and ZrO,. These
results are considered valid only in the absence of mechanical
action since individual polishing agent particles are not sub-
jected to mechanical forces that might cause them to crumble
during ¢ potential measurements. The total active surface
area of the polishing agent particles also remains essentially
constant, unlike the case when glass is polished.

3. Original Particle Size Distribution and Friability of the

Polishing Agents
The original particle size distribution of each slurry as re-
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Table 61.VI Isoelectric point (JEP) values of the three polishing agents in deionized water, aqueous

catechol, and aqueous sodium chloride.

IEP IEP [EP IEP
Polishing . . . measured in catechol (aq) | measured in NaCl (aq)
Agent previously published | measured in 4.5% 103M) (10X 102M)
(Ref. 4) deionized water ) )
(500 ppm) (584 ppm)
CeO, 6.8 838 70 73
m-ZrO, 6.2 6.3 3.0 5.0
n-ALO3 9.5 9.3 94 93
ceived from the manufacturers was measured using the Horiba 15 T n
L.A900 instrument. All three polishing agents fall within the [&%%Ss%%c
median particle size range of 0.01 to 3.0 um that is typical of ° D -—t —0min |
precision polishing operations, as shown in Table 61.VIIL. % % 10 i A =3 min -
Table 61.VII  Original particle size statistics of the three g § 5 @ =9 min | |
polishing agents. S g : 1
Polishing | Median Size| M&imum | Minimum §5 5 ]
Agent (um) Size Size Z g 1
(um) (um) ;
CeO, 1.00 447 0.23 5 .
- 0 L
m Zr02 1.34 5.12 0.23 O. 1.0 10.0
n-ALOs 0.59 312 0.26 coM14 Particle diameter ({m)
The friability of each polishing agent was assessed by
Figure 61.23

evaluating particle size distribution in recirculated slurry
samples exposed to 20-kHz, 40-W ultrasound in the LA 900
instrument. These measurements were conducted between
successive, 3-min exposures to ultrasound.

Figure 61.23 illustrates the effect of ultrasonic energy on the
particle size distribution of CeO,. The initial distribution (¢ =
0 min) is bimodal, with the dominant mode representing the
larger particles in the population. After 3 min of ultrasonic
exposure, the distribution character is reversed, with the domi-
nant mode representing the smaller particles in the population.
Evidently, the ultrasonic energy induced a significant fraction
of the CeO, particles to break apart. After 6 min (not shown)
and 9 min of ultrasonic vibration, the size distribution shifts
further toward smaller particle diameters, but not as dramati-
cally as within the first 3 min.

The effect of ultrasonic energy on the median particle size
of all three polishing agents is shown in Fig. 61.24. Based on
the decaying exponential character of the size dependence
shown in the figure, we can define an empirical ultrasonic
friability index F,; as
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Effect of ultrasonic energy on the particle size distribution of the CeO3 slurry.
Particle size measurements were performed between successive 3-min expo-
sures to ultrasound (40 W, 20 kHz). For clarity, the =6 min. distribution has
been omitted.

1 D
F;IS == E ln(D_oJ » (6)

where D is the median particle size measured after exposure to
ultrasonic energy U and Dy is the original median particle size.
This friability index F,, is a useful measure of the relative
change in median particle size per unit of ultrasonic energy, i.e.,
the more friable the polishing agent, the larger the value of F, ;.

The median pasticle size and corresponding value of F
for all three polishing agents after 3 and 6 min of ultrasonic
exposure are listed in Table 61.VIIl. The original median
particle size (¢=0)is also given in Table 61.VIII for convenient
reference. In terms of F,;, nanocrystalline Al,Oj is the most
friable polishing agent, followed in decreasing order by CeO,
and monoclinic ZrO,.
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Table 61.VIII: Median particle size and ultrasonic friability index of the three polishing agents.

Polishing | Median Size (um) | Median Size (m) Fs Median Size Fus
P ;o (t =3 min) (um) (t =6 min)
Agent (¢ =0 min) (¢ =3 min) o 1()-5/1) (¢ =6 min) o 10—5/-])
CeO, 1.00 0.50 9.6 043 59
m-ZrOy 1.34 0.89 5.7 0.87 3.0
n-Al,O3 0.59 0.29 9.9 0.21 72
1.5 T ; at pH 7 for 30 consecutive hours. The mass loss of the work
l and the slurry particle size distribution were measured hourly
— ) for the first 8 h, then at 15- and 30-h intervals.
s
8 10 m-Z10, The resulting glass removal rate and median particle size
@ A are plotted versus polishing time in Fig. 61.25. The glass
g L A removal rate is seen to stabilize after 6 h, which validates the
§ il need to condition new pads for at least this length of time.
g o5} PY \Ceoz Between 8 and 30 h of polishing, the glass removal rate is
3 o o essentially constant. This experiment established a reasonable
= | | | n-AlO5 I minimum pad lifetime of 30 h, which was never exceeded
n n during the remaining CPM experiments.
0.0 ' '
0 10 20 30 1.0 T T 1.5
coMis Ultrasonic exposure time (min) g g
& 0.8 Q
Figure 61.24 % —%,, @
Effect of ultrasonic exposure time on the median particle size of the polishing = 0.6 S
5 g
agents. =]
g pe
. . £ 04 o
4. Glass Polishing Experiments @ 405 3
Two preliminary experiments with the CPM were con- %n o
. . . ~ 02 S
ducted using the most commercially important glass and Y —9 3
polishing agents, BK7 and CeQ,, respectively. The goals of M ' ' =
these experiments were 0'00 10 20 300'0
COM16 Time (h)

¢ toassess the in-process evolution of slurry particle size over
a prolonged period of polishing, and

¢ to study the effect of catechol and NaCl as slurry additives.

The core experiments were then conducted using all 27
combinations of polishing agent, glass type, and slurry fluid
pH. The results of each experiment are discussed below.

a. Assessment of in-process particle size evolution. The
effective working lifetime of the polyurethane pad and slurry

was initially determined by running the CPM with a new pad,
a BK7 work and conditioner, and a fresh batch of CeO, slurry
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Figure 61.25
Removal rate of BK7 and the corresponding median size of the CeOz
polishing agent versus polishing time.

After 6 h of polishing, the median CeO, particle size was
reduced to 0.64 um (approximately 50% of the initial value).
Comparison of Figs. 61.24 and 61.25 suggests an equiva-
lence relationship between 6 h of BK7 polishing under these
conditions with 3 min of ultrasonic vibration in the Horiba
LA900. These results also serve as a reminder that the glass
polishing process also functions as a milling process for the
polishing agent.
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b. Effect of catechol and sodium chloride as slurry
additives. Our earlier AFM screening experiments!3 revealed
that catechol and NaCl function only to buffer mildly the
forces between individual metal-oxide particles and polished
glass surfaces. Their strong influence on the measured IEP
values of CeO, and ZrO,, as indicated in Table 61.1V, suggests
the possibility of more-complex interactions between slurry
particles. To resolve this issue, we studied the effect of cat-
echol and NaCl as slurry additives using the CPM.

The average BK7 glass removal rate obtained during 4 h of
polishing with aqueous CeO, slurries containing no slurry
fluid additive, aqueous catechol (500 ppm, 4.5 x 1073 M), and
NaCl (5% by weight, 0.86 M) is plotted as a function of slurry
pH in Fig. 61.26. At each of the three pH levels, the relative
effect of the additives on the glass removal rate was quite
consistent. The additive-free slurry fluid yielded the maxi-
mum removal rate, followed by aqueous catechol and aqueous
NaCl. The maximum removal rate was obtained with no
additive at pH 7. In contrast with the glass removal rate, the
final rms surface roughness values (average of five measure-
ments) of the conditioner for all nine combinations of slurry
fluid additive and pH were nearly indistinguishable, averaging
from only 10 to 16 A.

1.25 T T T T
M no additive

@ 1.00F A catechol (500 ppm) |
E @ NaCl (5% by weight)
]
g 075k . -
E T~
g 0.50 - .\\\\~~ ——’,-A -
: ~ ~ ~—p -
8 T~
O 025 - ———-0 -

0.00 | | | |

0 4 6 8 10 12
com1? pH
Figure 61.26

Glass removal rate as a function of slurry pH and slurry additive for polishing
of BK7 with CeO».

These results demonstrate that, in terms of final BK7
surface roughness, the performance of CeO, is insensitive to
significant variations in fluid chemistry. This insensitivity to
fluid chemistry variations implies that an insignificant level of
specifically adsorbed ions evolve from BK7 glass during the
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polishing process. There also is a penalty for using either
catechol or NaCl as a slurry additive between pH 4 and pH 10,
as evidenced by the lower glass removal rate. Since these
additives made no significant impact on the polishing process,
they were excluded from the remaining experiments.

c. Core glass polishing experiments. The results of the 27
core polishing experiments with CeO,, monoclinic ZrO,, and

nanocrystalline Al,O3 are summarized in Table 61.IX. The
range of data presented includes the average glass removal rate
(RR) during each 4-h polishing session, the corresponding
value of Preston’s coefficient (Cp), the coefficient of friction
(1) between the work and the polyurethane pad, the final rms
surface roughness of the conditioner, and the ratio of the final
and original median particle size (Df/Do) of the slurry.

A careful review of Table 61.IX shows that polishing
slurries containing monoclinic ZrO, are clearly the least sen-
sitive to glass type or slurry pH, while those containing
nanocrystalline Al,O3 are the most sensitive to these
chemistry-related process factors. The CeO, results are inter-
mediate to the other two polishing agents. This ordering of
chemical sensitivity is identical to the ultrasonic friability
index ordering (Table 61.VIII) but is contrary to the IEP
stability (Table 61.VI). This apparent inconsistency can be
reconciled if the available surface area of the polishing agent
is taken into account. From Eq. (3), the total number of
hydroxyl groups able to participate in ionization reactions
scales with the combined surface area of the polishing agent
particles in the recirculated slurry. Highly friable polishing
agent particles will crumble progressively with use, exposing
new active surface groups and accentuating the chemical
aspect of their performance.

The coefficient of friction (1) has been shown previously to
be a good quantitative indicator of the efficiency of glass
removal®12 and, as such, is a useful element with which to
begin quantitative interpretation of the data in Table 61.IX. In
Fig. 61.27, C, is plotted as a function of u for all 27 core
polishing experiments. Although there are a number of outly-
ing points, the reasonably good linear correlation (r2=0.718)
confirms quantitatively that ft may be regarded as a measure of
the useful mechanical work done during polishing. Those
process conditions that induced a value of u in excess of 0.4
always resulted in a value of C,, characteristic of efficient mass
transport away from the work (210713 cm?/dyne).

If one studies the effect of slurry pH on the efficiency of
glass removal, an interesting pattern emerges from the data.
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Table 61.IX: Results of the core polishing experiments.

L Cp Friction ms
Polishing | Glass Sturry RR (x10714 Coefficient | Roughness | Dy/Dp
Agent Type pH (nm/s) cm2/dyne) W A)

CeOy 7940 4 0.141 22 0.27 13 122

" " 7 0.215 33 0.31 12 1.11

" " 10 0.200 3.1 0.30 10 0.61

" BK7 4 0.582 8.9 032 16 2.36

" " 7 0.680 104 041 13 0.55

" " 10 0.580 8.8 0.29 11 0.25

" SF6 4 0.270 4.1 0.32 478 1.78

" " 7 0.104 1.6 0.28 308 0.37

" " 10 0.788 120 048 13 0.51
m-ZrOy 7940 4 0.307 47 0.35 13 0.85
" " 7 0.241 3.7 0.35 12 0.20

" " 10 0.253 3.8 0.33 13 047

" BK7 4 0.673 103 0.38 19 2.15

" " 7 0.530 8.1 0.40 16 0.80

" " 10 0524 8.0 0.37 14 0.62

" SF6 4 1.110 16.9 0.49 24 1.36

" " 7 0.733 11.2 0.48 21 0.83

" " 10 0.778 11.8 0.48 14 0.76
n-Al,O3 7940 4 0.123 1.9 0.28 243 0.54
" " 7 0.033 05 0.25 167 3.92

" " 10 0.147 22 0.31 16 0.56

" BK7 4 0.353 54 032 24 0.64

" " 7 0.029 04 024 66 3.75

" " 10 0.364 55 0.29 10 0.29

" SF6 4 0.713 109 0.38 19 0.80

" " 7 0.077 12 034 609 4.00

" " 10 0.966 149 041 12 0.56

Except for the case of CeO, and SF6, a glass prone to selective
corrosion of the PbO network modifier in acidic to neutral
fluids,?0 each polishing agent exhibits a unique, glass-inde-
pendent optimum pH for the maximum removal rate. For
CeO,, monoclinic ZrO,, and nanocrystalline Al,O3, the glass
removal rates were maximized at pH 7,4, and 10, respectively.
Returning to Table 61.VI, these optimum pH values roughly
correspond to the respective IEP values measured in the
presence of specifically adsorbed ions (i.e., in 0.01-M aqueous
NaCl). An abundance of such ions was assumed to be present
during our polishing experiments because of the dissolution of
glass constituents and the use of HCI or NaOH to adjust the
slurry pH. Given this assumption, our results are partially
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consistent with Cook’s rate model, which predicts a maximum
glass removal rate for a given polishing agent if the slurry pH
is close to the IEP of the polishing agent [Eq. (4)]. However,
as shown in Figs. 61.28-61.31, the reliability of the rate
constant (R,) as a predictor of glass removal rates is suspect.
This reliability issue is especially apparent in Figs. 61.30 and
61.31, which show that R, is not positively correlated with
removal rates obtained in fluids that are corrosive to the glass.

The optimum pH for maximum glass removal did not result
necessarily in the smoothest possible surfaces, which is a
primary objective of polishing. Minimum surface roughness
values for all nine combinations of polishing agent and glass
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Figure 61.27
Preston’s coefficient versus the coefficient of friction between the glass work
and the polyurethane pad.
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Glass removal rate versus the rate constant (4] for BK7 polishing at pH 4.
(R-0) is the single oxygen bond strength (units of kcal/mole) of the
polishing agent.
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Figure 61.29

Glass removal rate versus the rate constant [4] for BK7 polishing at pH 7.
(R-0) is the single oxygen bond strength (units of kcal/mole) of the
polishing agent.

Figure 61.30

Glass removal rate versus the rate constant [4] for BK7 polishing at pH 10.
(R-0) is the single oxygen bond strength (units of kcal/mole) of the
polishing agent.
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Glass removal rate versus the rate constant [4] for SF6 polishing at pH 7.
(R-0O) is the single oxygen bond strength (units of kcal/mole) of the
polishing agent.

type were obtained when the slurry was maintained at pH 10.
To understand this result, it should first be noted that all three
polishing agents and all three glass types have a negative
surface charge density at pH 10. As indicated by Dy/Dy,
significant in-process reduction of the mean slurry particle
size occurred for all nine combinations of polishing agent and
glass type at this pH Ievel. The repulsive electrostatic interpar-
ticle forces induced by the basic fluid environment inhibit the
formation of agglomerates in the slurry, thereby preventing the
formation of deep scratches or sleeks on the surface of the glass
work. The aqueous solubility of silica, which forms the net-
work of all three glass types, is also sharply accelerated above
pH 85! At pH 10, it is therefore quite plausible to ex-
pect preferential dissolution of any microscopic irregularities
on the silicate surface because of their relatively high surface-
area-to-volume ratios. Supportive evidence for the above can
be found in the scatter diagram of Fig. 61.32, which is a plot of
the average rms surface roughness values on a logarithmic
scale obtained at the conclusion of each of the 27 core polish-
ing experiments versus the difference between the fluid pH
and the IEP values of the polishing agents. Each plotted sym-
bol in Fig. 61.32 represents one polishing session for the
indicated glass type and polishing agent at a given pH value.
The abscissa, pH-IEP, is an opposite indicator of the sign of
the surface charge on the polishing agent. Note that for pH
values larger than the IEP of the polishing agent (i.e., for which
the polishing agent and glass are negatively charged), the
surface roughness values were, without exception, quite low.
When the pH is less than the IEP, large values of roughness

36

were observed for some combinations of polishing agent,
glass type, and pH; we term this phenomenon the slurry
charge control effect.
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Figure 61.32

ljependence of the glass surface roughness on the difference between the
fluid pH and the isoelectric point of the polishing agent (measured in 0.01-M
aqueous NaCl). Each data point corresponds to a unique combination of
polishing agent (CeOz, monoclinic ZrO3, or nanocrystalline Al203), glass
type (7940, BK7, or SF6), and slurry pH (4, 7, or 10).

Interpretation of the slurry charge control effect is quite
simple as summarized in Table 61.X. For glass types with a
silica network, the combination of fluid and polishing agent
should be selected so that the fluid pH is always larger than the
IEP of the polishing agent. This precaution ensures that both
the polishing agent particles and any silica species have sur-
face charge of the same sign. As was mentioned previously,
the corresponding repulsive electrostatic force inhibits ag-
glomeration of any particles suspended in the slurry, resulting
in the smoothest possible surface finishes.

Referring to Figs. 61.33 and 61.34, the polishing of 7940
with nanocrystalline Al,O3 provides an excellent example of
the slurry charge control effect. In terms of both removal rate
and surface roughness, the best results were obtained at pH 10,
where both the polishing agent particles and the glass work
had relatively large negative charge densities. At pH 7, where
the polishing agent particles and the glass work were oppo-
sitely charged, significant agglomeration occurred, causing an
increase in the surface roughness and a decrease in the removal
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Table 61.X:  Qualitative summary of the slurry charge
control effect. The smoothest surfaces are
obtained using combinations of polishing

agent and glass type with surface charge

rate. At pH 4, no agglomeration occurred since the polishing
agent particles had a relatively high positive charge density,
while the glass work had only a slight negative charge density.
The removal rate in this system was nearly as high as with
the pH 10 slurry. The corresponding large value of surface

of the same sign. roughness at pH 4 is probably due to the reduced solubility of
Surface | Surface | Surface silica in the acidic environment, which inhibited corrosion of
. Charge | Charge | Charge the network.
Materials IEP | Stateat | Stateat | Stateat
H 4 H7 H 10 . .
— P P P Landingham et al. have previously encountered agglomera-
ioggn;ng tion problems in the pitch polishing of fused silica with
Ce0, 3@ " o = Al,03.52 In hindsight, this is not surprising since their inves-
e 5.0(3) . - — tigation was limited to slurry pH values between 7.4 and 9.0,
v 02 9'3 ® " " where silica and Al,O3 are oppositely charged. Although the
pra2s . - more recent success of Tesar et al.12 in the pitch polishing of
Glass T pitch p g2
ass _ypes o) fused silica with CeO, and monoclinic ZrQO, at pH 4 appears
7940 37 0 - —_— to be at odds with the slurry charge control effect, their slurries
BK7 320 - - I were dispensed at a very low rate (1.2 ml/min.) and were not
SF6 340 - = —= recirculated. These two process features reduced the tendency
(®  Measured in aqueous NaCl (0.01 M) using electrophoretic of the polishing agent to agglomerate because the accumula-
o ngssucr‘;‘dti?‘"f weous KC1 (0.00LM) using the sreaming tion of silica species in the slurry was negligible. Since no
potential techn(ilque ) results were reported by Tesar ef al. at pH 10, we were unable
++  Relatively large positive charge density to make a more direct comparison of their results with our own.
+  Relatively small positive charge density
0™  Slight positive charge density (pH close to the IEP) .
0~  Slight negative charge density (pH close to the IEP) Conclusions
- ge:alﬁve{y ]small negative Cglafge geﬂs_ity The concepts and analytical tools of colloid science for
— - catively large negative charge density characterization of surface charge effects were used in this
work to demonstrate the strengths and limitations of a newly
proposed polishing process rate model. The pivotal role of
slurry fluid chemistry, particularly pH, in maintaining
0.15 T T T T . T 0.5 250 T u 4 .g
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Glass removal rate and coefficient of friction between the work and the
polyurethane pad as a function of slurry pH for polishing of 7940 with
nanocrystalline Al,O3.

Surface roughness and the final median particle size of the slurry divided by
the original median particle size as a function of slurry pH for polishing of
7940 with nanocrystalline Al,O3.
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electrokinetically favorable conditions for a well-dispersed
polishing agent was also identified and explored. For the
silicate glass types studied here, these electrokinetically favor-
able conditions were sufficient for obtaining the smoothest
possible surfaces. A relationship between fluid pH and the
isoelectric point of the polishing agent, termed the slurry
charge control effect, was also established, and its importance
in controlling surface roughness was demonstrated. Our re-
sults have shown that there are chemically modulated forces
present in the polishing system that can be equal to and, insome
cases, exceed the mechanical forces and that these chemically
modulated forces exert their effect at the interparticle Ievel, not
between individual particles and the glass work. The latter was
most clearly demonstrated by the performance of nano-crys-
talline Al,O3, which was limited by the slurry fluid pH and not
by the mechanical friability of individual polishing agent
particles. The pH of the fluid and the IEP of the polishing agent
were also shown to be the process parameters that, if carefully
controlled, can lead to the production of higher-quality sur-
faces in less time.
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Effect of Thermal and Mechanical Processing on Molecular
Ordering in Liquid Crystal Elastomers

Liquid crystalline polymers have been the focus of intensive
research in recent years because of their potential for use in a
wide range of optical as well as photonic applications.!=3
Although the macroscopic alignment required for practical
applications can be achieved by surface treatment and the
application of an external electric or magnetic field, the effec-
tiveness of these processing techniques is limited to films with
a thickness less than 100 um.* To overcome this problem,
liquid crystalline (L.C) elastomers have been explored in view
of the relative ease with which mesogenic moieties can be
aligned by stretching.5-1! An additional feature of these mate-
rials is the ability to “lock-in” this stress-induced alignment via
crosslinking of reactive side-chains to produce a three-dimen-
sional polymer network.

Finkelmann et al.!2 have previously described a novel two-
stage reaction scheme for the preparation of LC elastomers;
this process is shown in Fig. 61.35. In the first stage, a
hydrosilylation reaction was conducted on the terminal meth-
ylene groups of the polymer to obtain a partially crosslinked
elastomer carrying two pendant groups: a nematogen and a
methacrylate. In the second stage, a constant stress was applied
to produce uniform nematic alignment followed by a second
crosslinking step by means of the less-reactive metha-

Divinyl cross-

cryloyl groups. Poly(methylhydrosiloxane), with a degree of
polymerization » of 120, was employed exclusively in
these experiments.

In this article we describe the preparation of mesogenic
elastomer systems based on two commercially available
polysiloxanes, poly(methylhydrosiloxane) (n = 40) and poly-
(ethylhydrosiloxane) (n = 80), and their characterization by
Fourier transform infrared (FTIR) spectroscopy, differential
scanning calorimetry (DSC), hot-stage polarized optical mi-
croscopy, stress-strain analysis, and x-ray diffraction to
elucidate the dynamic features of preparation and processing
of LC elastomers.

Experimental Section
1. Materials

Poly(methylhydrosiloxane) (PMHS), —[(CH3)SiH-O-]40—,
(0.30 Stoke, Spectrum Chemicals); poly(ethylhydrosiloxane)
(PEHS), —-[(C,H5)SiH-0O-1g5—, (1.00 Stoke, Gelest); toluene
(anhydrous, 99+% Aldrich Chemical Company); and a Pt-
catalyst (PC072, United Chemical Technologies) were all used
as received without further purification. The nematic mono-
mer and cross-linking agents were synthesized by standard
literature methods, as shown in Figs. 61.36 and 61.37.

link agent (C1)
NN NN ———— AN I
Polymer (PMHS) Nematic monomer (NM) Vinyl-methacroyl
crosslink agent (C2)
Hydrosilylation,
stage-1 crosslink
Figure 61.35
Stage-2 crosslink The two-step process for the preparation of aligned

(Heat, mechanical stress)

Partially crosslinked elastomer
con

40

LC elastomers. The components are combined and
reacted to form a partially crosslinked elastomer;
the combination of heat and mechanical stress
completes the crosslinking reaction and aligns the
mesogenic pendant groups.

Fully crosslinked, aligned elastomer
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KOH, KI
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Hy (CHy), EtOH, reflux 24 h Hy (CHy); @

(COCl),, DMF/CH,CL,
room temp., 1 h

(CH3O)2802,
NaOH/H20
o O~O—on 2 1o (Do anmantians—o-o
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room temp., 24 h
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Cs,Co,, KI, DMF
5>— _— —_— _— - —_— =
2 CH5=CH— (CH,), Br + HO OH ————-— CHy=CH~-(CH,); O O (CH,)y— CH==CH,

cono Crosslinking agent I

Figure 61.36
Synthesis scheme for the preparation of the nematic monomer and the diacrylate crosslinking agent used for elastomer preparation.

Cs,CO, KI, DMF
CH,==CH—(CH,) Br + HO OCH; ——=——> CHy=CH— (CH),—O0 OCH,
HO—(CH,); Br + Ho—@ COOH

KOH/H,0, KI
ethanol, reflux 24 h CH3 NaSMe, DMF
reflux 3 h
HO—(CH,), 0— COOCH + CH,= C—COOH
H,BO, pTSA
hydroquinone, benzene Figure 61.37

CIH 3 reflux 24h Synthesis scheme for the preparation

CH,==C—CO00~—(CH,);0 ——@COOH P AN of the methacrylate crosslinking agent
used in the elastomer preparation.

(COCI), DMF/CH,CL,
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CH,
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co Crosslinking agent II
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2. Preparation of Elastomers

To prepare the elastomers, appropriate quantities of the
nematic monomer (NM), the first crosslinking agent (C1), and
the second crosslinking agent (C2), as shown in Fig. 61.38,
were added to PEHS or PMHS in a round-bottomed reaction
flask to ensure a polymer:NM:C1:C2 molar ratio of
1:0.3:0.1:0.1. Upon addition of toluene (13.6 ml/g-material),
the flask was sealed, flushed with nitrogen, and heated to
ensure dissolution of solids. The catalyst was added ([Pt/CH,
= CH-] = 0.002), and the flask was shaken vigorously for 30 s
before quickly transferring the contents to a heated Teflon™
mold kept overnight at 60°C under a nitrogen purge (first-stage
reaction). The elastomer was carefully removed from the
mold, stretched by the desired amount, and left for three days
on a hot plate at 60°C to complete the elastomer preparation
(second-stage reaction). This method of elastomer preparation
is similar to that reported by Finkelmann ef al.,!2 with the
exception that a constant strain, as opposed to a constant
stress, was used in our experiments. The extent of reaction was
monitored using FTIR spectroscopy. The elastomers prepared
from PEHS and PMHS parent polymers were denoted as ES
and MS, respectively.

3. Methods of Characterization

The degrees of polymerization of PEHS and PMHS were
evaluated from a viscosity versus molecular weight relation-
ship derived from product data (United Chemical Technol-
ogies). Infrared spectra of both the parent polymers and the
elastomers were obtained using a Nicolet 20SXC FTIR spec-
trophotometer. Differential scanning calorimetry (DSC) data
were collected using a Perkin Elmer DSC-4 at +20°C/min

©)

CH,==CH~(CH,),— o—@—coo OCH3

@

CH,=CH— (CH,)— o—@— 0 —(CHy;—CH==CH,

CHy
CH,==C— COO—(CH,)e—0

oonz
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under a helium purge with liquid nitrogen cooling. A hot-stage
polarized optical microscope (Leitz Orthoplan-Pol and a Mett-
ler FP52 hot stage) was used for mesophase identification and
verification of transition temperatures determined by DSC.
Mechanical characterization of elastomers was conducted in a
water bath at 55+1°C using an Instron Table Model 1102
instrument. The stress ¢'is determined in terms of the original
cross sectional area, and the strain is defined as € = (l -y ) / l 0
where [ and [, are the length at the time of data collection and
original length, respectively.

Two-dimensional, flat-plate x-ray diffraction patterns were
collected using a Statton box camera with a sample-to-film
distance of 5.0 cm. An image-plate storage phosphor detector
was utilized in place of x-ray film to reduce data-collection
time.13 Samples were irradiated with nickel-filtered copper
radiation. A qualitative assessment of orientation and liquid
crystallinity was accomplished using the flat-plate diffraction
data. The x-ray diffraction patterns were obtained with a
Rigaku RU-300 pole figure goniometer used in the Bragg-
Brentano geometry. This diffractometer was equipped with a
copper rotating anode operated at 50 kV and 280 mA, a
diffracted-beam nickel filter, and a scintillation detector. Re-
flection-mode 6/20 scans provided information on planar
orientation, while symmetrical transmission-mode 6/20
scans provided a preliminary assessment of in-plane orienta-
tion. A quantitative orientation analysis was performed by an
azimuthal diffraction technique.l4 Data were collected using
the Rigaku RU-300 pole goniometer as mentioned above.
Azimuthal analysis involved positioning a sample at a fixed
angle 0in the symmetric transmission mode with the detector

Figure 61.38

Materials used in the preparation of the liquid crys-
talline elastomers: (a) poly(methylhydrosiloxane);
(b) poly(ethylhydro-siloxane); (c) nematic mono-
mer; (d) first crosslinking agent; and (e) second
crosslinking agent.

(e)
coo —@— 0—(CH,),—CH==CH,
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at a fixed 20 to detect a desired Bragg diffraction peak. The
sample was then rotated 360° around the normal to the sample
plane, defined as the ¥ rotation. In this study the transverse
direction was mounted at zero azimuthal angle, i.e., parallel to
the plane of the x-ray beam. Azimuthal data allowed the
determination of in-plane orientation. Orientation distribution
was quantified by the use of the Herman’s orientation distribu-
tion function (HOF,) defined for in-plane alignment as!4

3{cos? x)-1
HOF, = ___(cos Z) @M
2
with (cos2 x) defined as
: 2
<0032 Z) _ ZI(x)sin x cos®y )

ZI(y)siny

where I() denotes intensity as a function of azimuthal angle
X. The value of HOF, ranges from —-0.5 to 1 for in-plane
orientation distribution, with a value of -0.5 indicating a
perfect alignment of polymer chains along the strain direction,
a value of 0 indicating a random or balanced alignment, and
a value of 1 indicating perfect alignment of polymer chains
along the transverse direction.!4

Results and Discussion

Fourier transform infrared spectrometry was used to
monitor the extent of hydrosilylation reaction, as illustrated in
Fig. 61.39 for elastomer MS, where a comparison of scans
recorded after the first- [Fig. 61.39(a)] and second-stage
[Fig. 61.39(b)] reactions shows the expected reduction in the
intensity of the Si-H stretching band at 2160 cm™1. The effect
of reaction on the mechanical properties of both the ES and
MS elastomers is illustrated in the stress versus strain curves of
Fig. 61.40. Inlight of the reported effect of crosslink density on
glass transition (T}) and liquid-crystal-to-isotropic transition
temperatures,*~11 itis important to ensure that a valid compari-
son of ES to MS elastomers is made. The crosslink density in
terms of the molecular weight between crosslinks, M,, is
related to the elastic modulus E (N/mm?) at low strains and at
temperatures above T, by Eq. (3):8

3pRT
E= , 3
M, 3)

where p is the density estimated at 1.0 g/cm3,311 R the ideal
gas constant, and T the temperature (°K). Since the data were
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Figure 61.39
FTIR spectra of the MS elastomer after (a) first-stage and (b) second-
stage reaction.

collected at a temperature (55°C) that is above the T, for all
samples considered, Eq. (3) is appropriate for evaluating E
from Fig. 61.40. Using Eq. (3), an M, of 660 g/mole (E =
12.4 N/mm?2) and 560 g/mole (E = 14.6 N/mm?) were found
for the ES and MS elastomers, respectively. Figure 61.37 also
shows the expected increase in E (i.e., a decrease in M,,) with
anincreased extent of reaction. Since samples must be stretched
during the second-stage reaction to achieve bulk alignment of
the nematic pendant groups, the maximum strain sustained, &,
is an important parameter. For our elastomer composition as
defined earlier, ES and MS possessed an &, value of 0.31 and
0.16, respectively. The difference in g, is attributed to the
higher molecular weight of the ES system since the degrees of
polymerization of the PEHS and PMHS polymers are 80 and
40, respectively.
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Figure 61.40

Stress (o) versus strain (€) recorded at 55°C for MS elastomer after first-stage
(A) and second-stage reaction (A), and ES elastomer after first-stage (@)
and second-stage reaction (O).

The DSC thermograms of ES and MS are presented in
Fig. 61.41, where the subscripts s and » refer to samples that
were stretched and not stretched, respectively, during the
second-stage reaction. Samples described as “stretched” are
those that were strained to the fullest possible extent without
tearing during the second-stage reaction. Since the glass tran-
sitions of pure PEHS and PMHS are —149°C and —140°C,
respectively, the substitution and crosslinking reactions would
appear to be responsible for the elevated glass transitions of
both polymer hosts. This factor is consistent with the increase
in E observed in Fig. 61.40. In the first heating scan of the ES
elastomer prepared without stretching, an endotherm occurs at
82°C {Fig. 61.41(a)] due to a nematic-to-isotropic transition. A
lower value for the transition enthalpy (AH) was obtained for
an equivalent sample that had been stretched. After the ES
sample is heated through this transition temperature and slowly
cooled to room temperature, the nematic-isotropic endotherm
now appears at 63°C [Fig. 61.38(b)] with a greatly reduced
AH. If this same ES elastomer sample is instead rapidly cooled
to low temperatures (i.e., quenched) from 90°C and then
annealed at 60°C, subsequent heating gives an endotherm at
70°C with a AH of 1.9 J/g, identical to the value shown in
Fig. 61.38(b). These results infer that the AH for the nematic-
isotropic transition is independent of thermal history applied
after the initial heating cycle, while, in contrast, the nematic-
isotropic transition temperature (7, ;) displays total thermal
history dependence. For the MS elastomer [Fig. 61.41(c)], the
endotherm at 80°C is accompanied by a reduced AH as com-
pared to the ES elastomer, even though the nematic texture was
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clearly visible between T, and 80°C by hot-stage polarizing
microscopy. The absence of an endotherm for elastomer MS
when the same sample is rescanned [Fig. 61.41(d)] suggests a
lack of nematic ordering. Finkelmann et al.,}?2 however, have
reported values for Ty, T, ; and AH),; of 0°C, 83°C, and
1.7 J/g°K,, respectively, for the elastomer prepared from PMHS
with a degree of polymerization of 120. Other than the differ-
ences in the chain length of the starting PMHS and in the

T=282°C

AH,=6.4]/g
AH =541]lg

AC,=0.11 WgK ™~
T=63°C

AH =AH =19g

T,=18°C
AC,=0.13Y/gK
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AC,=02J/gK
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Figure 61.41

DSC thermograms recorded at 20°C/min. of (a) ES elastomer; (b) second
heating scan of ES elastomer after the sample was first heated to 90°C and
cooled at 5°C/min to room temperature; (¢) MS elastomer; and (d) second
heating scan of MS elastomer after the sample was heated to 90°C and cooled
at 5°C/min to room temperature.
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crosslink density, no explanation can be offered for the dis-
crepancy with our experimental results. It appears that the
observed values of AH,, and AH of the ES and MS elastomers
without any previous thermal history are both greater than
those that can be properly accounted for by a typical nematic-
to-isotropic transition.

To gain further insights into the relationship between mo-
lecular ordering and the endotherms acquired during the first
heating scans of the ES and MS elastomers, we turned to x-ray
diffraction techniques. The flat-plate diffraction pattern for the
unstretched ES sample [Fig. 61.42(a)] shows two broad dif-
fraction rings characteristic of a polydomain nematic, as was
also observed for the unstretched MS elastomer. Interplanar
spacing calculations reveal that the inner and outer rings have
d-spacings of 8.8 A and 4.38 A, respectively. Upon stretching
the elastomers, in-plane orientation occurs, as evidenced by
the formation of arcs in the flat-plate diffraction pattern for the
ES elastomer with £= 0.3 [Fig. 61.42(b)], which is character-
istic of a monodomain nematic. > Due to the lower sustainable
strains in the MS elastomer (see Fig. 61.40), the effect of strain
on orientation in this system is not pronounced, as evidenced
by the lack of arc formation in the flat-plate camera photo-

Figure 61.42

Flat-plate x-ray diffraction patterns
of ES elastomer: (a) unstretched;
(b) stretched to £=10.3; and (c) as
in (b) but first heated to 90°C and
then cooled to room temperature.

Corn6
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graphs. In the ES samples, the majority of the diffraction
scatter lies in the equatorial position (zeroth order) in the flat-
plate pattern, which indicates that the 8.8-A and 4.38-A
diffraction peaks are of the type (7k0). In the following discus-
sion, the term “thermal treatment” indicates that the samples
were heated at 90°C for 10 min and then cooled to room
temperature. Upon thermal treatment of the stretched ES
elastomer, the nematic order is retained, as evidenced by the
absence of any discernible effect on arc formation in compar-
ing Figs. 61.42(b) and 61.42(c). In fact, the AH, ; at 63°C,
1.9 J/g as noted in Fig. 61.41(b), is typical of a nematic-to-
isotropic transition. Thus, the AH,, ; observed in Fig. 61.41(a)
appears to be caused by a combination of nematic-to-isotropic
transition and molecular relaxation.

Transmission-mode x-ray diffraction data were collected
for elastomer ES over a selected range of 26, as shown in
Fig. 61.43. An inspection of Fig. 61.43 reveals that, for both
unstretched [I(a)] and stretched [II(a)] ES samples, the 438-A
peak (corresponding to the outer ring shown in Fig. 61.42)
observed in the flat-plate diffraction data actually comprises
two peaks with d-spacings of 4.47 A and 4.13 A. The two peaks
can be resolved because of the 20-cm sample-to-detector
distance, as compared to the 5-cm distance utilized in the flat-
plate diffraction work. The intensity of the 4.13-A peak rela-
tive to that of the 4.47-A peak is clearly diminished by stretch-
ing. The 4.13-A peak disappears with an increase in intensity
of the 4.47-A peak with thermal treatment, as revealed in
comparing I(b) to I(a) and II(b) to II(a) (Fig. 61.43). These
observations indicate that stretching and thermal treatment
may induce some degree of molecular relaxation, consistent
with the facts that AH, >AH and that AH, and AH, both
decrease to 1.9 J/g upon thermal treatment (see Fig. 61.41).

Azimuthal diffraction data collected on the 4.47-A peak, as
shown in Fig. 61.44, permit a quantitative assessment of
molecular relaxation resulting in an enhanced order reflected
by the HOF, parameter defined by Eq. (1). These data suggest
that the unstretched ES sample has no in-plane alignment,
which implies a near-random distribution of lattice planes
based on a HOF, value of 0.02. For the stretched ES sample,
the peaks at 0° and 180° azimuthal positions in Fig. 61.44
(along the sample transverse direction) and a HOF, value of
0.35 reveal the effect of stretching on the preferred orientation
of (hk0) lattice planes. Thermal treatment of the stretched
sample shows an enhancement of the azimuthal intensity along
the transverse direction, resulting in an increased HOF, value
of 0.43 apparently due to the alignment of nematic domains. To
be consistent with the observed order in which the HOF value
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Figure 61.43

X-ray diffraction patterns of ES elastomer: I(a)
unstretched, no thermal processing; I(b) sample
I(2) heated at 90°C for 10 min and by cooled to
room temperature; II(a) stretched to £ = 0.3, no
thermal processing; II(b) stretched as in H(a) fol-
lowed by heating at 90°C for 10 min and cooled to
room temperature.
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increases upon stretching and thermal treatment, the DSC
thermograms in Figs. 61.41(a) and 61.41(b) should be inter-
preted in terms of stored enthalpy at the molecular scale that is
released to some extent by stretching during the second-stage
reaction and completely released by thermal treatment. This
mode of enthalpy storage does not seem to contribute to the
experimentally quantified HOF, parameter on a relatively
macroscopic scale in the case of nematic ordering.

From the x-ray diffraction and thermal analysis data re-
viewed above, we can make several observations regarding the
effect of processing on mesomorphic behavior:
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¢ Based onthe flat-plate x-ray diffraction pattern, animposed

strain givesrise to amonodomain nematic character, whereas
a polydomain character is observed in the absence of
applied strain. Furthermore, the monodomain character
achieved with the application of strain is retained when the
sample is heated above the nematic-isotropic transition
temperature and cooled back to room temperature.

The DSC thermograms, coupled with the transmission-
mode x-ray diffraction data, suggest that (a) enthalpy is
stored in the freshly prepared elastomer; (b) the imposed
strain helps to release the stored enthalpy to some extent;
and (c) the stored enthalpy is almost completely released
upon thermal cycling between the nematic-isotropic transi-
tion and room temperature.

The transmission mode and azimuthal x-ray diffraction data
demonstrate that, although the stored enthalpy does notlead
to an increased order parameter (HOF,), the enthalpy is
released through molecular relaxation upon stretching or
thermal treatment. This enthalpy release appears to enhance
nematic ordering and increase HOF, values.

Figure 61.44

X-ray diffraction azimuth plots for ES elastomer at 26 = 19.8°, i.e., the
4.47-A peak in Fig. 61.40: unstretched (M), stretched to £=0.3 (A), and
stretched to £ = 0.3 (@) while heating at 90°C for 10 min followed by
cooling to room temperature.
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Summary

Liquid crystalline elastomers derived from siloxane poly-
mers, PMHS and PEHS, were prepared following a two-stage
reaction scheme to investigate the effects of processing condi-
tions and thermal treatment on mesomorphic characteristics. A
thorough analysis of these elastomers by a combination of
FTIR, DSC, mechanical analysis, polarized hot-stage optical
microscopy, and x-ray diffraction techniques has shown that
the chain length of the precursor siloxane polymer plays an
important role in achieving bulk alignment via stretching
during the second-stage reaction. The imposed strain was also
demonstrated to be critical in achieving a monodomain nem-
atic character, which is completely recoverable after repeated
thermal cycling from T,,; to room temperature. The latter
feature is especially important in the preparation of freestand-
ing, optical-quality birefringent films for laser and other optical
device applications.
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An Intrinsic Laser-Damage Mechanism in Next-Generation
OMEGA UV Multilayer Coatings

Laser-induced damage has always been and remains as vexing
as it is expensive. Despite a quarter century of work, the
problem has not been eliminated or even fully defined—only
the technical limits have been increased. Although dielectric
thin films have improved over the last 25 years, they remain
especially difficult subjects to deal with owing to the multipa-
rameter nature of the nonequilibrium deposition methods used
in their preparation. As new analytical methods and tools
become available, however, better insight into the laser-dam-
age enigma is gained.

The importance of nodular film-growth defects in originat-
ing laser damage was one such key insight that was recently
offered through a series of pioneering papers by the Optical
Coatings Group at Lawrence Livermore National Labora-
tory.'~* These results were achieved through a combination of
(1) analytical modeling of laser-field effects in and around
growth nodules; (2) mapping of these growth nodules under
atomic-force microscopy; and (3) physical analysis of the
nodules by focused-ion-beam cross sectioning and Auger
spectroscopy. In conjunction with conventional laser-damage-
threshold measurements, this approach yielded the broad
conclusion that nodular growth defects are the dominant laser-
damagedrivers in thin films. Froma systems design viewpoint,
nodules became the coating affliction to be eradicated for
laser-damage thresholds to improve.

Asresults for the fundamental and second-harmonic-wave-
length laser-damage characteristics of multilayer coatings were
being disseminated, prototype development and actual pro-
duction of OMEGA Upgrade transport coatings were
proceeding at LLE. In this article we report our observations on
laser damage in these 3@ (351-nm) high reflectors (HR’s),
obtained by combining conventional 3w laser-damage inves-
tigations with mapping of damaged and undamaged sites on
production witness pieces by atomic force microscopy. These
findings differ from the earlier ones for 1054-nm and 527-nm
conditions in that the nodules are capable of surviving fluences
that cause crater formation by other mechanisms. These mecha-
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nisms confine crater origination to the top two layers of the
multilayer, high-reflector stack.

Samples and Experimental Conditions

Two types of oblique-incidence, 3w high reflectors were
analyzed: (1) a46° angle-of-incidence, 37 alternating quarter-
wave stack HR  made from HfO, and SiO,, with the first and
third HfO, layers replaced by Sc,03 to make the coating
strippable; and (2) a 50° angle-of-incidence, 53 alternating
quarter-wave stack of Sc,03 and SiO,, with 47 layers of exact
quarter-wave optical thicknesses and the top six layers ad-
justed in thickness for reduced electric-field intensity at the
layerinterfaces. Both coatings were deposited by conventional
e-beam methods. One of the primary goals in the deposition
process was to minimize the formation of growth nodules.

Witness pieces from these production coatings were irradi-
ated at the respective angles using frequency-tripled, 0.7-ns
pulses from a Nd:glass slab laser. At optimized conversion
efficiency and under weak focusing by a 10-m focal-length
silica lens, fluences up to 14 J/cm2 within a 600-um spot
diameter were delivered to the test piece. Damage was identi-
fied by dark-field microscopy (110-times magnification) as an
agglomeration of very fine, low-light-level scattering sites
(nebula). The damage thresholds in 1-on-1 irradiation mode
(p-polarization, scaled to 0° incidence for systems design
engineering convenience) were 5.6:0.2 J/cm? in the case of
the HfO,/SiO, system, and 5.410.1 J/cm? for Sc,05/Si0,.
Sites later mapped by atomic force microscopy experienced
damage at ~5% above threshold (defined as “weak” damage
sites) and at 15%—20% above threshold fluences (defined as
“moderate” damage sites).

Analysis of both irradiated and unirradiated (control) sites
was carried out using a Nanoscope IIT (Digital Instruments,
Inc.) atomic force microscope (AFM) operated in contact
mode. “Oxide-sharp” SizN4 probes proved adequate for re-
solving both nanometer-scale film morphology and any
laser-modified structures, although rapid wear required fre-
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quent probe replacement. Typical “stickiness” between the
sample and probe of dielectric oxide films during scans was
counteracted by making adjustments in scanning speeds and
feedback loop parameters. The contact force was routinely
minimized to ensure an unmodified scan area during repeated
scans. Adjacent, 5-um X 5-um sections were mapped with the
goal of accumulating statistically significant numbers of vari-
ous damage features, such as cracks, craters, or domes. For a
given sample and irradiation condition, this number is of the
order of 100 for each irradiated site. Each feature observed was
subsequently analyzed in high-resolution closeups.

Results and Discussion
1. Morphology of Unirradiated Films

In both the HfO,/SiO, and Sc,04/Si0, stacks, the termi-
nating (top) layeris therespective high-refractive-index medium
(i.e., HfO, or Sc,03). Figures 62.1 and 62.2 show the typical
oxide-film columnar structures for these materials, with 25- to
40-nm grain size and 3.3- to 3.6-nm vertical rms roughness.
Taking into account an AFM probe tip radius Ry, ~10 nm
(according to manufacturer specifications) and the recently
reported image-distortion criterion,’ i.e., Ropain/Reip < 2, we
find our imaged grain size to be overestimated. The magnitude
of this error, however, is not large, as we were able to resolve
the 10-nm-scale granular structure of Ta,O5 monolayer films
using the same probes.® These features are less than half the
scale length of the HfO, and/or Sc,05 characteristic grains.

G3753

Figure 62.1
Columnar structure of the HfO5 top surface (700 x 700-um scan) of a HfO»/
SiO; multilayer HR stack.

G3754

Figure 62.2
Columnar structure of the Sca03 top surface (700X 700-4m scan) of a ScyO3/
Si07 multilayer HR stack with reduced E-field design.

2. Laser-Induced Morphology

In both HfO,/SiO, and Sc,05/SiO, coatings, craters on
the scale 0of 200 nm to 700 nm across and up to 130 nm deep are
the main laser-damage features (Figs. 62.3 and 62.4). Their
spatial correlation with the incident beam-fluence profile re-
corded in a sample equivalent plane by a CID camera is weak
or nearly nonexistent. Under weakly damaging conditions,

G3755

Figure 62.3

Conventional laser-damage craters formed by 351-nm radiation in the HfOy/
SiO;3 film. The area shown corresponds to the periphery of a moderate-
damage site.
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Figure 62.4
Conventional laser-damage crater formed by 351-nm radiation in the ScpO3/
Si0; film, The crater is 38 nm deep and, on average, 300 nm in diameter.

crater-to-crater average distances are 2.4 ym for HfO,/SiO,
and 2.7 um for Sc,04/SiO,. In agreement with our earlier
findings on 1054-nm laser-irradiated monolayer films,® such
craters develop independently of whether or not micron-scale
growth nodules are present. Figure 62.5 demonstrates that
growth nodules and inclusions can remain unaffected, even
under 351-nm irradiation, while other defect-driving mecha-
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nisms dominate crater formation in the nodules’ immediate
vicinity. Up to now, we have been unable to offer similar
evidence for 1054-nm HR stacks. Within that constraint, the
current evidence suggests that growth nodules are not always
the dominating cause of damage. We have, in fact, no AFM
evidence or visible-light microscopy record for any observable
feature that could be used as a landmark for predicting the
occurrence of these craters.

Closer analysis of these craters offers some interesting
conclusions regarding their potential source. In agreement
with LLNL findings from 1981, under near-threshold condi-
tions the majority of craters are very shallow, originating in
either or both of the top two layers; ie., 29% of HfO,/
SiO, craters and 17% of Sc,03/Si0, craters are less than
20 nm deep. If a compact absorber is postulated as the damage
originator, one can deduce immediately from this crater
depth that such an absorber would have to be limited in
extent to ~10 nm.

Modern AFM tools now permit greater insight into crater
cross-sectional features than were observed 14 years ago. We
have found many instances in which a conventional, cone-
edged crater is superimposed on a second, deeper crater (see
Fig. 62.6). These complex craters occur mainly in Sc,03/SiO,
with an abundance level of 37%. Conventional craters show
conical walls that are normally smooth and without any grain
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Figure 62.5

(a) Crater formed in the vicinity of an unaffected nodular growth defect in the HfO2/SiO film. The columnar structure of the nodule surface is masked by the
saturating dome height (~200 nm) relative to the only 15-nm peak-to-valley excursions characteristic for the columnar structure. (b) High-pass filtered version
of the image in Fig. 62.5(a), highlighting the columnar structure and nodular nature of the defect.
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Figure 62.6

(a) Complex crater(s) in the Sc203/SiO3 film show the preserved columnar structure within the outer, larger-diameter cone. This indicates that melting remains
localized within the inner cone volume, i.e., the SiO3 layer. (b) Cross section through the complex crater in the Sc203/S10; film. The double-cone structure
is clearly pronounced here, as well as the 32.8-nm step formed by the outer cone.

structure with ridges elevated above the film surface average
(Fig. 62.7). In complex craters, the inner, deeper cone also
shows smooth, glassy walls, while the outer cone and the
horizontal interface clearly preserve columnar structure. Al-
though the horizontal step between the outer and inner cones
occurs reproducibly at 32.8+0.3 nm from the nominal top
surface average (36 craters were sampled for this value by
AFM determination) and intuitively corresponds to the Sc,O3/
SiO, interface, the top-layer (Sc,0O3) physical thickness deter-
mined during evaporation by quartz-microbalance and
optical-monitoring methods is supposed to be 25.4+3 nm. We
ascribe this discrepancy to the uncertainty in material-density
and refractive-index values for evaporated thin films when
extracting physical thickness data from mass deposition and
interference numbers.

Without detailed simulation, it remains unclear whether the
observed double-cone damage is driven by starting events in
the first or the second layer. In each scenario, the large differ-
ence in melting temperature between SiO, (T}, = 1753°C) and
Scy03 (T, ~2400°C) is essential in explaining the observed
morphology. As the SiO, crater walls yield no columnar-
structure indicators, we can assume that melting has occurred
in the 810, layer. Conversely, the columnar spatial frequencies
typical of the unirradiated film are maintained around the
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ScyO3 crater walls and ridges, which rules out large-scale
melting in that layer [Fig. 62.6(a)]. Temperatures insufficient
for melting in Sc,03 are adequate to produce thermal expan-
sion and possible buckling of the 25- to 32-nm top layer that,
with or without further pressure from the underlying, melted
S$i0, layer, severed along grain boundaries and “popped out.”
In the event that the initiating absorber was lodged in the
second (SiO,) layer, the melting of that layer preceded the
thermal distortion of the top layer. If the absorber was instead
in the top layer, heat from that layer must first propagate across
the layer boundary at a flow rate that supports melting of SiO,
columns before the top layer pops out. On the basis of post-
mortem evidence alone, the dominant or most likely mechanism
cannot be determined with any certainty.

Superimposed, double-crater damage is absent in the HfO,/
SiO, system. Conventional craters become more numerous
and, if sufficiently adjacent to one another, merge as the level
of damage increases in this system (Fig. 62.8). In spite of
earlier reports to the contrary that rank quarter-wave layers of
SiO, at nearly a factor of 2 higher in 351-nm thresholds than
equivalent HfO, layers of the same thickness, all merging
craters in our samples originate in the SiO, layer after exposure
to fluences above threshold. This issue will be discussed in
detail in the next section.
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Figure 62.7

Cross section through the 46-nm-deep conventional crater in the Scy03/
SiO3 film. Smooth, glassy walls offer evidence of melting as part of the
damage process.

G3762 um

Figure 62.8
Merging craters in the central portion of a moderate-damage event in the
Hf0,/Si03 film.

3. Crater-Depth Distribution

For both material systems, crater-depth distributions were
recorded for three irradiation conditions: (1) weak damage,
attained at fluences ~5% above the threshold average;
(2) moderate damage at 15%-20% above threshold; and
(3) the periphery condition of moderate damage, estimated to
correspond to a fluence condition intermediate between (1)
and (2). Damage-crater histograms were assembled using
10-nm-wide bins as a matter of convenience, with the under-
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standing that for other bin sizes the crater-count distribution
would vary. The arguments in the following sections are
therefore not focused on exact depths, but rather on trends.

a.HfO,/Si0,. The weak-damage results summarized in
Fig. 62.9 show that craters originate in the first or second layer
only, with the majority originating in the 46-nm-thick HfO,
layer. The distribution peaks at a depth near 20 nm and shifts
to greater depths with increasing fluence. At the periphery of
moderate damage (Fig. 62.10), two peaks appear in the distri-
bution at 30 nm and 80 nm, respectively; in the center of
moderate damage, craters appear only infrequently in the
HfO, layer, while the distribution peak centers around 75 nm
(Fig. 62.11). In the latter case, a few damage events originate
near the interface between the second and third layers, but
none were observed protruding into the next HfO, layer.
Concurrent with this shift of craters to greater depths is an
increase in both their density (more than an order of magnitude
higher for moderate damage than for near-threshold damage)
and their tendency to merge.

Energy-balance considerations suggest that the amount of
energy near threshold needed for removal of a cone volume
(anticrater) is met predominantly by absorbers closer to the
surface. We assume here that (1) the crater bottom is either at
or very near the location of the absorbing defect, and (2) the
defect characteristics and depth do not vary significantly from
one AFM mapping area to the next. At energy values further
above threshold, deeply located defects absorb sufficient en-
ergy to remove material and form a crater, while those closer
to the surface not only cause material removal but also dissi-
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Figure 62.9

Crater-depth distribution (histogram) for weak-damage conditions (~5%
above threshold fluence) in the HfO2/Si0; system. The majority of craters
originate within the top HfO> layer.
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Figure 62.10

Crater-depth distribution (histogram) for moderate-damage (periphery) con-
ditions in the HfO5/Si0O; system. The second peak at 80-nm depth may be
attributed to the combined effects of excess energy (relative to weak-damage
conditions) and heat propagation from the higher-melting-point HfO; layer
to the lower-melting-point SiO layer.
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Figure 62.11

Crater-depth distribution at the central portion of a moderate-damage area
(~20% above threshold fluence) in the HfO2/Si05 system. The distribution is
now fully shifted into the SiO; layer, indicative of the dominance of heat-
propagation effects under the 20%-above-threshold fluence conditions.

pate heat into the lower layer, extending the effective material
modification to greater depths. This process is eased by the
lower melting point of the second layer.

Figures 62.9 and 62.10 show also the E2-optical-intensity
dependence inside the first two stack layers, which peak
exactly at the interface. Other local maxima are located at the
interface between the third and fourth layers, etc., with each
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deeper maximum dropping in value relative to the previous
one. In good coatings, it is therefore not surprising to find that,
at values near threshold, only the absorbers near the largest
intensity maximum contribute to crater formation.

It has long been suspected that, either for manufacturing
reasons or owing to intrinsic physics, the discontinuities asso-
ciated with interfacial areas are absorber locations themselves
and, as such, are drivers for laser damage. The lack of any clear
evidence for crater depths peaking at interfaces (the apparent
interface peak in Fig. 62.9 is not nearly strong enough not to
disappear after a small bin-size adjustment) suggest that, for
state-of-the-art coatings, interface issues have ceased to be
damage-critical issues.

b. S¢y03/8i0,. In the Scy05/5i0, system the top ScyO;
layer is only 25.4 nm thick, and the peak of the E2-intensity
distribution has been designed to not coincide with the layer
interface. For this system, the intensity peaks at a depth of
65 nm. Both factors bias the crater-depth distribution toward
the SiO, layer, as seen in Figs. 62.12 and 62.13 for the cases
of weak damage and peripheral moderate damage. As was true
for HfO,/SiO,, no craters originate from beneath the second
layer. However, the shift of the distribution peak in going from
weak to moderate damage (~40 nm in HfO,/SiO,) is more
modestin this system. The 10-nm difference between distribu-
tion peaks in Figs. 62.12 and 62.13 is too small to be consid-
ered significant in light of the 10-nm bin width.

The trailing edges of the distributions shown in Figs. 62.12
and 62.13 drop faster with depth than the incident intensity,
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Figure 62.12

Crater-depth distribution (histogram) for weak damage in the Sca03/SiO2
system. Owing to the relatively thin (25.4-nm) Scy03 layer, the E-field, i.e.,
intensity, peaks inside the SiO; layer.
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Figure 62.13

Crater-depth distribution (histogram) for moderate-damage (periphery) con-
ditions in the Sc203/Si03 system. The distribution is almost fully bracketed
within the SiO3 layer.

which is not unexpected based on energy-balance grounds. If
one simply assumes that for a conical crater to be formed the
entire conical volume will be uniformly affected by heat, then
the energy required for such heating will scale with the cone
depth £ as, at most, 43, In reality, this dependence is probably
less severe. The distribution’s trailing edge already scales
nearly as 1/43, indicating that the exponent must be signifi-
cantly smaller in light of the monotonously declining intensity
dependence over the same depth interval.

Conclusions

Mapping of pulsed-laser-induced damage morphologies in
UV high-reflector coatings by AFM has shown the dominant
damage feature to be submicron-lateral-sized craters that ap-
pear to be independent of micron-scale film growth defects
(nodules). The local number density of these defect craters
follows the intensity profile over the full laser-beam profile
(hundreds of microns) but appears random over scale lengths
of a few microns. The 700°K to 1000°K difference in the
melting point between the high- and low-index medium in
these stacks results in peculiar crater formation in the Sc,O3/
SiO, system, where crater-wall structural evidence shows
melting and glass forming in the SiO, layer, while the crater
walls along the ScyO3 layer maintain columnar structure. A
preponderance of craters originating in the second (SiO,) layer
points toward heat transfer across the interface and lower-layer
melting by absorbers located in the top layer as the primary
cause. Together with the observation that the smallest mea-
sured craters allow for starting absorber sizes of <10 nm, this
distribution points toward randomly distributed nano-cluster
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absorbers as the sources involved in the energy transfer from
the optical field to the porous film medium. Whether these
nano-clusters owe their absorptivity to unbound charges of
metallic character or to charges localized in broken-stoichiom-
etry states (point-defect states) remains to be resolved. The
oxide deposition process certainly does not rule out bursts of
impurity or non-stoichiometric events during which such nano-
clusters could be dispersed into the coating stack. Similarly, at
this time details of the damage kinetics are still speculative.
The very low number density of nodules encountered leaves no
doubt that few, if any, of these nano-clusters act as seeds for
growth nodules, and that the nodules themselves may survive
irradiation even though craters are formed within their imme-
diate vicinity.
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The OMEGA Laser Pulse-Shaping System

Laser-fusion experiments require that high-energy, temporally
shaped optical pulses be generated and applied to fusion
targets. On the OMEGA laser, low-energy optical pulses will
be shaped with amplitude modulators and injected into the
laser system for amplification and delivery to the laser-fusion
targets. A layout of the pulse-shaping system is shown in
Fig. 62.14. The output of a single-mode Nd: YLF laser is sliced
toproduce a 10- to 15-ns square optical pulse. This pulse is sent
through two integrated-optic amplitude modulators operated
in series and fabricated on a single, fiber-coupled LiNbO3
waveguide. Shaped electrical pulses, synchronized with the
input optical square pulse, are applied to the modulators. This
shaped optical pulse from the modulators is then preamplified
in a regenerative amplifier (regen) and sent to the OMEGA
amplifier chains. The shaped electrical pulses are produced
using optically activated Si photoconductive (PC) switches
and variable impedance microstrip lines. Activation of the Si
PC switches is achieved using an optical pulse that has been
steepened by the stimulated Brillouin scattering process.

Given the desired optical pulse shape and energy on target,
the required output optical pulse shape from the modulator is
determined by modeling the temporal pulse distortions intro-

duced by the OMEGA laser system from all sources and then
using this model as a transfer function to relate the input to
output pulse shapes from the system. This model, available in
the form of a computer code (RAINBOW), takes into account
such factors as the effects of the frequency-tripling process and
gain saturation in the amplifiers. Since the optical transfer
function of a modulator is well known in terms of the voltage
waveform applied to the modulator, aknowledge of the optical
pulse shape required on target uniquely determines the re-
quired voltage waveform that must be applied to the modulator.

Optical Modulators

A schematic of a typical dual-amplitude, fiber-coupled,
waveguide integrated-optic modulator is shown in Fig. 62.15.
The input and output fibers are single-mode polarization-
preserving fiber with industry-standard FC/APC connectors.
Light launched into the input fiber is coupled into a waveguide
in the LiNbOj electro-optic crystal. A Y-branch is used to split
the signal and form two arms of a Mach-Zehnder interferom-
eter. Electrodes are placed around the interferometer arms so
that a voltage applied to the RF port produces a phase shift in
each arm of the interferometer. The polarity of these electrodes
isarranged such that the device operates in a push-pull fashion,
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Figure 62.14

A block diagram of the OMEGA optical-pulse-shaping
system. The electrical-pulse-generation portion of the
system uses Si photoconductive switches that are acti-
vated with an SBS-steepened optical pulse.
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i.e., the phase shift in the two arms is cumulative. A second Y-
branch is used to coherently combine the two beams and send
the shaped pulse to the next stage, while the unwanted radiation
is sent to an appropriate beam dump. The device incorporates
two identical modulators in series. The output optical pulse
intensity from a modulator is given by

I(H)=1o(2) cosz[g % + ¢], ey

where Iy(¢) is the input optical pulse intensity to the modula-
tor, V(¢) is the applied voltage, V, is the half-wave voltage [the
voltage required to drive the modulator from its maximum to
its minimum transmission (<10 V)], and ¢ is an overall phase
that can be controlled by an applied 0- to 10-V dc bias
(provided by a computer with an A/D board). In our case, the
input optical pulse to the modulator is a square optical pulse
(~10-ns FWHM) obtained by “slicing out” the center of a
single-longitudinal-mode Nd:YLF laser pulse (pulsewidth

SBS __—
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. Variable
Impedance Jine
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FC/APC Figure 62.15
connector The dual-amplitude, Mach-Zehnder, waveguide
- integrated-optic modulator used for pulse shaping.
(g E) Shaped voltage waveforms are applied to the RF
> input ports, and each modulator has aDC input port
Fiber for setting the dc offset.
output

~100-ns FWHM) using conventional Pockels cells. The modula-
tors are designed for 1054-nm-wavelength operation and have
traveling wave electrodes to provide an 8-GHz bandwidth.

Electrical Waveform Generation

To produce shaped optical pulses from the modulators,
temporally shaped voltage waveforms [V(¥) in Eq. (1)] must be
applied to the modulators. (The modulator is dc biased so that
¢ = 1/2.) The electrical-pulse-generation system that shapes
the voltage waveforms applied to the modulators is modeled
after a design developed at Lawrence Livermore National
Laboratory (LLNL).! The system consists of two Si PC switches,
a microstrip charge line, and a variable impedance microstrip
line as shown in Fig. 62.16. The microstrip charge line is
placed between two PC switches and is charged to approxi-
mately 80 V. The opposite side of one PC switch is connected
to the modulator, while the opposite side of the other PC switch
is connected to the terminated variable-impedance microstrip
line. When the PC switch near the variable-impedance
microstrip lineis activated (closed), asquare pulse is sent to the

Bonding pads

Figure 62.16

A detailed view of the electrical-pulse-generation system
consisting of two optically activated Si PC switches, a
microstrip charge line, and a terminated variable-imped-
ance microstrip line.
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variable-impedance microstrip line. A voltage waveform is
then reflected from the variable-impedance line with a specific
shape depending on the impedance mismatches along the
Iength of the line. This shaped voltage waveform propagates
back through the PC switch and charge line toward the modu-
lator. Just before the waveform reaches the modulator PC
switch, this switch is activated, allowing the voltage waveform
to be applied to the RF input port of the modulator. The exact
shape of the voltage waveform can be controlled by the
judicious placement of impedance variations along the length
of the variable-impedance microstrip line.

The system of microstrip lines and switches is designed to
be impedance matched to the 50-Q input impedance of the
modulators and test equipment used. Microstrip lines were
chosen instead of strip lines to minimize the impedance mis-
match atthe Siswitches. The charge line and variable-impedance
microstrip lines are fabricated in 0.79-mm-thick RT/duroid
5880 microwave laminate having 36-um-thick Cu on both
sides. An impedance variation along the line is obtained by
adjusting the width of the top Cu electrode. The exact geometry
is easily calculated knowing the required voltage waveform
that must be produced. The reflection coefficient along the line
can be calculated using a layer-peeling technique.? The impe-
dance as a function of position along the line is then obtained
from the reflection coefficient along the line. Finally the width
of the electrode along the line is calculated using simple
relationships between the material parameters and the imped-
ance variations.3 To fabricate the microstrip line, the Cu
material on one side is machined with a precision program-
mable milling machine to produce the desired width as a
function of length. The charge line is a constant 50-Q micro-
strip line (Cu width =2.38 mm) with a 2-mm gap at both ends
to facilitate Siswitch mounting. The Si switches, 2 mm long by

2.38 mm wide (to match the width of the 50-Q charge line) by

0.5 mm thick, have bonding pads with 1-mm separation. The
switches are low temperature soldered across each gap in the
charge line with the bonding pads facing the Cu of the micro-
stripline, as shown in Fig. 62.16. The switches are illuminated
from the back (opposite side from the contact pads) using
1054-nm laser radiation with ~0.5 mJ of energy per pulse. The
laserradiation is absorbed throughout the entire volume of the
0.5-mm-thick Si switch, which results in switch activation.
When illuminated with a laser pulse, the switch resistance
changes from its dark value of approximately 600 kQ to its
activated resistance of less than 1 £ as the absorbed photons
generate electron hole pairs in the Si and reduce the resistivity
of the material.
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The square pulse sent to the variable-impedance microstrip
line must contain frequency components high enough toreflect
the pulse shapes of interest. Photoconductive switches can be
activated (closed) in a time comparable to the rise time of the
activating optical pulse (<100 ps), which in this case is a pulse
that has its leading edge steepened by the stimulated Brillouin
scattering (SBS) process. A typical square pulse produced by
activating one switch only is shown in Fig. 62.17. The rising
edge of the electrical pulse is approximately 80 ps, as measured
with a Tektronix 7250 oscilloscope (~10-GHz bandwidth).
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Figure 62.17
A square electrical pulse generated by the charge line and a Si PC switch. The
pulse has a rise time of approximately 80 ps.

High bandwidth must be maintained throughout the entire
system. High-bandwidth SMA end launchers and cables are
used to transfer the electrical pulses from the microstrip line to
the modulator or test equipment being used. Care is taken to
minimize the impedance mismatch in the charge line at the
point where the charging voltage is applied; this is done by
charging through three board-mounted chip resistors (~10 kS
each) stacked in series, as shown in Fig. 62.16. Less than 0.6%
reflection at 10 GHz is produced by this process, as determined
from time-domain reflectometer (TDR) measurements. A
TDR of the complete microstrip line can be taken by soldering
copper strips across the gaps in place of the Si switches.
Figure 62.18 shows (1) the TDR measurement of a variable
impedance microstrip line (taken with a 20-GHz-bandwidth
HP 5420B TDR oscilloscope) with Si switches removed,
compared to the design shape, and (2) the shaped electrical
pulse transferred into the Tektronix 7250 oscilloscope after
passing through the two Siswitches thathave been activated as
described above. From Fig. 62.18 we see that, although the
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present Si switches clearly degrade the inherent frequency
response of the system, high-bandwidth shaped electrical
pulses can ultimately be achieved with this pulse-generating
system. Research is continuing in this area to improve the
overall system performance.
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Figure 62.18

Time-domain reflectometer (TDR) measurement of a variable impedance
microstrip line (dotted line) compared to the design goal (solid line). The
dashed line is the measured shaped electrical pulse after propagation through
two Si PC switches.

PC Switch Activation

To produce fast closing times the PC switches must be
activated by illuminating them with optical energy in as short
atime as possible. Once the switches are closed, they must stay
closed for a long time in comparison to the desired electrical
pulse shapes of interest (~10 ns). Silicon PC switches were
chosen for this application because of their long recombination
times (100 to 200 us). The switches are activated with fast-rise-
time, high-contrast optical pulses generated by the SBS
process.*= The experimental setup is shown in Fig. 62.14.

A 1054-nm, 1- to 3-ns FWHM pulse (controlled by intra-
cavity etalonsS) from a Nd: YLF regen is amplified to 3 to 5 mJ
and focused into a liquid cell containing carbon tetrachloride
(CCly). A Brillouin-Stokes pulse is generated in the backward
direction from this cell due to the SBS process. The SBS
process is an intensity-dependent, nonlinear process where the
incident laser Bragg-scatters in the backward direction from a
driven acoustic wave in the medium. The process can be
modeled as a pure gain process whereby a backward-traveling
Brillouin noise signal experiences exponential-type gain
throughout the focal region of the laser and grows into the
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Brillouin-Stokes signal. The gain coefficient depends on the
laser intensity and the response time of the Brillouin medium
(less than 1 ns for CCly).” The low intensity at the beginning of
the laser pulse is transmitted through the cell, with little energy
converted to the Brillouin signal. As the laser intensity in the
cell increases during the laser pulse, the cell begins to generate
Brillouin Stokes energy very rapidly due to the nonlinear
buildup of the acoustic wave. The process quickly saturates,
after which the laser scatters into the Stokes wave with high
efficiency. The backscattered Brillouin pulse from the SBS cell
has a fast-rising edge (<100-ps measurement limited) due to
this Brillouin pulse steepening, while the back of the pulse
approximates that of the laser. The reflected Brillouin pulse is
sent back through the preamplifier and switched out using
polarization optics and a Faraday rotator (FR). The SBS pulse
is then split and used to activate both PC switches by introduc-
ing an appropriate timing delay between the two pulses.

Typical SBS reflected pulses for different incident laser
energies are shown in Fig. 62.19. As the incident laser energy
is varied, the location in time of the fast-rising edge of the SBS
pulse changes. As seen in Fig. 62.19, as we increase (decrease)
the laser energy, the SBS process turns on earlier (later).
Hence, amplitude fluctuations in the laser may result in timing
jitter of the electrical-pulse-generation system. To obtain elec-
trical waveforms from the pulse-generation system that are
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Figure 62.19

Fast-rise-time optical pulses produced by SBS pulse steepening with varying
laser input energy. As the incident laser energy is increased (decreased), the
SBS pulse turns on earlier (later). The reflected SBS pulse has a rise time of
less than 100 ps.
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accurately synchronized to a master timing reference, the laser
that activates the PC switches must be amplitude stable. The
laser amplitude in our setup is actively stabilized to within 3%
using an optical feedback system that controls the cavity losses
during the pulse build-up phase. A shaped optical pulse from
the pulse-shaping system (including the Si PC switches, vari-
able-impedance microstrip line, optical modulator, and regen
preamplifier) was produced, and the shot-to-shot timing jitter
between the shaped optical pulse and the master cw-mode-
locked laser pulse injected into the regen that activates the PC
switches was measured. An absolute timing jitter of less than
30 ps was measured using the Tektronix 7250 oscilloscope
(~10-GHzbandwidth) and fast detectors (~3.5-GHzbandwidth).

The SBS process has an additional advantage when using Si
PC switches. The SBS process is nonlinear, and for low
incident laser energy into the SBS cell, essentially no Brillouin
energy is reflected; hence, all laser prepulse noise is elimi-
nated, resulting in a very-high on/off contrast ratio. This is
important for Si switch applications because the recombina-
tion times are long (100 to 200 us) and the switch will inte-
grate the incident energy during this recombination time.
Elimination of all prepulse optical noise ensures proper
switch performance.

System Performance

Optical pulses have been produced with the pulse-shaping
system described above. Figure 62.20 shows an optical pulse
shape produced by the system (solid line). To produce this
shape, a square optical pulse (~10-ns FWHM) is used as input
to the modulator. This pulseis obtained by slicing out the center
of asingle-longitudinal-mode Nd: YLF laser pulse (pulse width
~100-ns FWHM) using conventional Pockels cells, as was
mentioned previously. The square pulse is then transferred to
the modulator through optical fibers. Synchronized with this
optical pulse is the electrical pulse (Fig. 62.18) that was
produced by the electrical pulse generator described above.
Figure 62.20 also shows the optical pulse shape expected from
the modulator (dashed line) if the design goal of Fig. 62.18 is
substituted into the modulator transfer function [Eq. (1)], and
the optical pulse shape expected from the modulator (dotted
line) if the measured shaped electrical pulse of Fig. 62.18 is
substituted into the modulator transfer function [Eq. (1)].

The optical pulse in Fig. 62.20 was measured at the output
of the modulator with a 25-GHz bandwidth detector (New
Focus 1414). The energy at this point in the pulse-shaping
system is approximately 10 nJ per pulse and is too low to make
temporal measurements of a single pulse. The measurement
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A comparison of expected and observed optical pulse shapes from the
OMEGA laser’s pulse-shaping system. Actual measured optical pulse shape
from the modulator (solid line); optical pulse shape expected from the
modulator if the design goal of Fig. 62.18 is substituted into the modulator
transfer function [Eq. (1)] (dashed line); optical pulse shape expected from
the modulator if the measured shaped electrical pulse of Fig. 62.18 is
substituted into the modulator transfer function [Eq. (1)] (dotted line).

was taken with a high-bandwidth sampling oscilloscope
(HP 5420B) and includes averaging over many pulses. The
optical pulse shape in Fig. 62.20 appears to deviate from the
expected pulse shape. We believe that the deviations are
largely due to the detector response. In fact, our measurements
show that large discrepancies occur between high-bandwidth
detectors when measuring the same optical pulse. These detec-
tors are designed to measure short pulses with fast rise times
buthave varying responses when trying to measure long pulses
with fast rising structure. Work is continuing in this area to
make accurate measurements of these shaped pulses. A streak
camera will be used to measure these pulses and is expected to
provide more accurate results.

In summary, an optical-pulse-shaping system has been
designed that is capable of meeting the future pulse-shaping
requirements for the OMEGA laser. The system has been
tested and is capable of producing shaped optical pulses
with 50- to 100-ps structure over a several-nanosecond
pulse envelope.
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Direct-Drive Irradiation Uniformity for the NIF

The National Ignition Facility (NIF) can have the flexibility to
perform direct-drive experiments, in addition to indirect drive,
if two key elements are included in its design: (1) The facility
must be able to redirect 24 of the beam clusters to new beam
ports near the “equator” of the target chamber, and (2) two-
dimensional smoothing by spectral dispersion! (2-D SSD)
must be implemented.

In this article, we first address how the indirect-drive
irradiation geometry must be modified to accommodate direct
drive. Emphasis is placed on finding an acceptable direct-drive
geometry that minimizes the amount of reconfiguration. Toler-
ances for energy imbalance, beam mispointing, and
target-positioning errors are discussed for the proposed irra-
diation geometry. The beam uniformity that can be achieved
using 2-D SSD is also examined. One related laser design issue
that affects the level of uniformity is pinhole size. The pinholes
determine the maximum amount of angular spectral dispersion
that can be used with SSD. The dependence of uniformity on
pinhole size is discussed. Finally, the SSD-smoothed beam
profile is combined with the direct-drive beam geometry to
calculate the irradiation uniformity on a spherical target with
multiple overlapping beams.

Beam Placement

Because the NIF will have only a single target chamber
(designed primarily for indirect drive), a direct-drive compo-
nent must be integrated into the system without major
modifications. The current design for beam placement at the
NIF target chamber, given in Table 62.1, has 48 beams in eight
latitudinal rings clustered near the poles. Each beam consists
of a cluster of four beamlets, separated in wavelength by about
5 A. Such an irradiation scheme, taken as a whole, does not
lend itself to direct drive. However, a portion of the beam
positions would be suitable if additional beam ports were
added near the equator. Such configurations have been consid-
ered by Mark,? who pointed out that direct-drive beams need
not be uniformly disposed but could be placed in rings at polar
angles given by the zeros of a Legendre polynomial. However,
in general, the beams from different rings must have different
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energies, corresponding to the weights of Gaussian quadrature.
One such configuration, which closely meshes with the current
NIF design, is based on rings of beams at the zeros of the Pg
Legendre polynomial, with polar angles given by 6=21.17°,
48.60°,76.19°,103.81°,131.40° and 158.83°. Examination of
the beam-port positions in Table 62.I shows that four of the
rings in that design correspond very well to four of these
angles, namely the ports at 23.49°, 48.27°, 131.73°, and
156.73°. For half of the beam ports, no modification would be
required (except possibly for a small pointing correction so
that the beam axes pass through the target surface, closer to the
required latitudes). The remaining 24 beam clusters would
have to be redirected into new beam ports positioned at 76.19°
and 103.80° (Table 62.11).

The number of beam clusters in each ring for this direct-
drive configuration is 4, 8, and 12 for the upper hemisphere,
and similarly for the lower. The laser energies coming from
each of these rings must be in the proportion of 1 to 2.105 to
2.731. Distributing this energy among the beams in each ring,
we find that the relative energies for beams from different rings
are 0.95, 1.00, and 0.86, which implies that beams from the
polar and equatorial rings must be reduced in energy relative to
beams from the ring at 9=48°. The net result is that ~8% of the
available laser energy cannot be used for target irradiation,
which represents arelatively small energy penalty for the flexibil-
ity of adding a direct-drive option to the current NIF design.

The irradiation uniformity for this 48-cluster configuration
is shown in Fig. 62.21. The rms nonuniformity is plotted as a
function of how much the beam overfills the target, for a
smooth eighth-order supergaussian beam profile. (The edge of
the beam was defined as the 5% intensity contour.) The
nonuniformity is entirely long-wavelength structure, charac-
terized by how well the 48 overlapping clusters of beams can
cover asphere. (The effect of short-wavelength nonuniformity
from structure on the individual beams is examined in the next
section.) For conditions at the onset of irradiation, the beam-
to-target ratio should be chosen to be about 1.1. As the target
implodes, this ratio becomes larger, and the long-wavelength
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Table 62.I: NIF beamport assignments — indirect drive

Direct-DRIVE IRRADIATION UNIFORMITY FOR THE NIF

Port # e 0] Port # ) ]
n01 23.4895 78.750 n25 123.3311 5.625
n02 23.4895 168.750 n26 123.3311 50.625
n03 23.4895 258.750 n27 123.3311 95.625
n04 23.4895 348.750 n28 123.3311 140.625
n05 31.9844 33.750 n29 123.3311 185.625
n06 31.9844 123.750 n30 123.3311 230.625
n07 31.9844 213.750 n31 123.3311 275.625
n08 31.9844 303.750 n32 123.3311 320.625
n09 48.2682 16.875 n33 131.7317 28.125
nl0 48.2682 61.875 n34 131.7317 73.125
nll 48.2682 106.875 n35 131.7317 118.125
nl2 48.2682 151.875 n36 131.7317 163.125
nl3 48.2682 196.875 n37 131.7317 208.125
nl4 48.2682 241.875 n38 131.7317 253.125
nls 48.2682 286.875 n39 131.7317 298.125
nlé 48.2682 331.875 n40 131.7317 343.125
nl7 56.6688 39.375 n4l 148.1055 56.250
nl8 56.6688 84.375 n42 148.1055 146.250
nl9 56.6688 129.375 n43 148.1055 236.250
n20 56.6688 174.375 n44 148.1055 326.250
n2l1 56.6688 219.375 n45 156.7317 11.250
n22 56.6688 264.375 n46 156.7317 101.250
n23 56.6688 309.375 n47 156.7317 191.250
n24 56.6688 354.375 n48 156.7317 281.250

nonuniformity degrades slightly. The solid line in Fig. 62.21 is
the result of pointing the polar ring of beams to the correct
latitude on the target surface; the dashed line is without this
correction. The effect of the beam-pointing correction is to
reduce this contribution to nonuniformity by 30% to 50%.

The effect on uniformity produced by energy imbalance
among the beams is shown in Fig, 62.22. (The energy fluctua-
tions among beams within a cluster were assumed uncorrelated.)
Conditions with the same rms variation in energy can produce
arelatively large spread in nonuniformity, as indicated by the
bars in the figure, but it is all very-long-wavelength structure,
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corresponding to spherical harmonic modes 1 through 4.
Similar results were obtained for cluster pointing errors
(Fig. 62.23). Target positioning errors, shown in Fig. 62.24,
predominantly affect only the mode ¢ = 1. Generally, the
combined contributions from these factors will add harmoni-
cally. These factors will make less than a 1% contribution to
nonuniformity if the energy imbalance is less than ~5%, cluster
pointing is better than 5% of the target radius, and target
positioning errors are less than about 2% of the target radius.

The 8% reduction in laser energy can be avoided if the
beamports for indirect drive can be shifted by a few degrees
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Table 62.11: NIF beamport assignments — direct drive

Port # 0 ¢ Port # e Lo}
n01 23.4895 78.750 n25 103.8000 15.000
n02 23.4895 168.750 n26 103.8000 45.000
n03 " 23.4895 258.750 n27 103.8000 75.000
n04 23.4895 348.750 n28 103.8000 105.000
n05 48.2682 16.875 n29 103.8000 135.000
n06 48.2682 61.875 n30 103.8000 165.000
n07 48.2682 106.875 n31 103.8000 195.000
n08 48.2682 151.875 n32 103.8000 225.000
n09 48.2682 196.875 n33 103.8000 255.000
nl0 48.2682 241.875 n34 103.8000 285.000
nll 48.2682 286.875 n35 103.8000 315.000
nl2 48.2682 331.875 n36 103.8000 345.000
nl3 76.1900 0.000 n37 131.7317 28.125
nl4 76.1900 30.000 n38 131.7317 73.125
nl5 76.1900 60.000 n39 131.7317 118.125
nl16 76.1900 90.000 n40 131.7317 163.125
nl7 76.1900 120.000 n4l1 131.7317 208.125
nl8 76.1900 150.000 n42 131.7317 253.125
nl9 76.1900 180.000 n43 131.7317 298.125
n20 76.1900 210.000 n44 131.7317 343.125
n2l1 76.1900 240.000 n45 156.7317 11.250
n22 76.1900 270.000 n46 156.7317 101.250
n23 76.1900 300.000 n47 156.7317 191.250
n24 76.1900 330.000 n48 156.7317 281.250

without affecting indirect-drive target performance. One pos-
sibility3 is to move the rings at 23.49° and 48.27° to new
positions at 21.00° and 46.50°. The additional ring of 12
beams, in the upper hemisphere, would be placed at 75.75°
rather than 76.19°. The rings in the lower hemisphere would be
at 104.25°, 133.50°, and 159.00°. The direct-drive uniformity
for this configuration is similar to the solid curve in Fig. 62.21,
but with all beam axes now passing through the center of the
target. The uniformity requirement for direct drive can be met
by either configuration. Clearly, options requiring no energy
reduction are preferred.

Beam Smoothing by Spectral Dispersion (SSD)

This section examines issues related to beam smoothing by
spectral dispersion (SSD). The starting point for the calcula-
tions presented here is the SSD configuration proposed for the
NIF by D. Eimerl* during the ICFAC meeting at the Univer-
sity of Rochester on 18 May 1994. A key design issue for the
NIF that affects optimization of SSD is the angular acceptance
of the pinholes, which determines the amount of spectral
dispersion that can be used by SSD. It will be shown below that
if twice the dispersion specified by Eimerl is imposed (in just
one dimension), then a substantial improvement in uniformity
can be achieved.
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The rms nonuniformity for the 48-beam configuration as a function of the
ratio of beam size to target size. An eighth-order supergaussian beam profile
was used. (The effect of structure on the beams is shown in Fig. 62.29.) The
solid line is the result of pointing the polar ring of beams to the optimal
position on the target surface. The dashed line is without this correction.
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The rms irradiation nonuniformity as a function of the rms energy imbalance
among the beams. The bars show the spread in irradiation nonuniformity that
can occur for a given energy imbalance. Energy fluctuations among beams in
a cluster were assumed to be uncorrelated.
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The rms irradiation nonuniformity as a function of cluster pointing error. All
beams within a cluster were assumed to be pointed in the same direction.
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The rms irradiation nonuniformity as a function of target positioning error.
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DirecT-DRIVE IRRADIATION UNIFORMITY FOR THE NIF

The three sets of parameters that determine the single-beam
uniformity achievable by SSD are those related to the phase
plate, the polarization rotator (or shifter), and the spectrally
dispersed bandwidth. The first two parameter sets will be
mentioned only briefly as any adjustable parameters associ-
ated with them will affect mainly long-wavelength
nonuniformities. The third parameter set will be discussed in
more detail since this provides the primary smoothing mecha-
nism for short-wavelength structure in the beam and a large
number of options are available.

1. Phase Plate

The calculations presented here use a binary phase plate
with an array of 250 x 250 square elements, which produces a
sinc? intensity envelope in the target plane. Superimposed
upon this envelope is highly modulated speckle from the
interference between rays from different phase-plate elements.
Most of this structure is smoothed out by SSD. The distance D
between the first zeros of the envelope is equal to 250 times the
beam’s diffraction limit (for the phase plate considered), i.e.,

D=250x% (2/1F#).

For an f-number (F¥) of 17.5 and A =0.35 mm, we have D =
3 mm, which should correspond to the diameter of the target.
Current direct-drive designs for the NIF use targets about 30%
larger, which would require a larger number of phase-plate
elements (i.e., ~350 x 350 for the above example). More
phase-plate elements (of smaller size) would produce a small
shift in nonuniformity to shorter wavelengths relative to the

target size, but the shift would not be large enough to signifi-
cantly affect the results presented in the next section.

Current phase-plate strategies involve the use of continu-
ously varying phases® and kinoforms® to avoid the energy loss
around the target associated with the sharp variations in binary
phase plates. These will also provide greater control over the
shape of the intensity envelope in the target plane. It remains
to be determined what effect these new phase plates will have
on short-wavelength nonuniformities. They can significantly
affect long-wavelength structures (spherical harmonic modes
£ < 20) through the envelope shape. (It should be emphasized
that any phase-plate envelope shape will be slightly modified
by SSD and polarization dispersion.) As target designs and
phase-plate strategies develop, their characteristic features can
be incorporated into the uniformity calculations to determine
their effects.

2. Polarization Dispersion

A birefringent wedge placed at the end of each beamline
will cause the speckle pattern from one polarization to shift
relative to the other.” If the shift is more than about 1/2 of a
speckle width (which isroughly the coherence length), then the
effect is similar to adding two different random-intensity
patterns.® The rms nonuniformity will be reduced instanta-
neously by a factor of ~2 . This effect was demonstrated at
LLE using a liquid crystal (LC) wedge,’ but any other bire-
fringent material, such as KDP, could be used. Figure 62.25
shows the experimental results of how the speckle modulation
from a phase plate has been reduced using the LC wedge. An
analysis of the intensity fluctuations around a smooth envelope

Far-field detection
Laser Polarization Phase Lens Camera
(A=351 nm) rotator plate
Phase Plate with
Phase Plate Polarization Rotator
LOf =
>
z) - . Figure 62.25
% Experimentally observed reduction in nonuniformity from a
o phase plate using a birefringent wedge to spatially separate the
; two polarization components.
g
380 0 380
G2924 Distance (mm) Distance (mm)
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showed that the rms variation was reduced by roughly a +/2,
as predicted. This superposition of shifted speckle patterns is
similar to the smoothing mechanism produced by SSD, which
shifts the speckle patterns for different spectral modes of the
bandwidth. Optimized smoothing is achieved when the polariza-
tion and spectral shifts are complementary, as discussed below.

3. SSD Considerations

As the baseline configuration for 2-D SSD, we adopt the
parameters described by Eimerl (Fig. 62.26). The one depar-
ture from that design, examined here, is the option for increased
angular dispersion in one of the directions. It remains to be
determined what effect such increased dispersion would have
on laser performance and whether the amount of improved
laser uniformity is large enough to justify a possible degrada-
tion in energy output.

One strategy for combining two-dimensional spectral dis-
persion of the bandwidth with polarization dispersion from a
birefringent wedge is illustrated in Fig. 62.27, which shows the
modal positions in the target plane. The minimum separation
between modes should not be closer than ~1/2 the diffraction
limit of the beam (i.e., 1/2 a speckle size) for good smoothing,.
The symbols “x” and “0” represent orthogonal components of
polarization. This configuration allows for the smallest amount
of angular dispersion through the laser but requires the maxi-
mum polarization dispersion. To keep the beam nearly circular,
either twice as many modes must be used in the direction
perpendicular to polarization dispersion (i.e., twice the angular
spread) or the beam envelope must be adjusted using the phase
plate to compensate for unequal angular dispersion.!

To examine the effect of increasing the angular dispersion
in one direction, we considered the example where the param-
eters associated with the 3-GHz modulator (Fig. 62.26) were
kept constant and parameters of the other modulator were

v,=112GHz
8,=17

High-dispersion
grating in
y-direction

High-dispersion v, =11.2 GHz
grating in 52 =17
y-direction/ 2

TC3808
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varied. The 1-A IR bandwidth from the 3-GHz modulator
produces about 31 spectral lines upon frequency tripling.
These lines were spectrally dispersed to a separation of 1/2 a
speckle distance in the target plane, i.e., a total angular spread
of 15 times the beam’s diffraction limit (to be denoted by 15 X
DL). This was chosen to be the direction of polarization
dispersion, which was also 15 X DL, corresponding to the
horizontal direction in Fig. 62.27. The total angular deflection
in this direction is now 30 x DL.

For spectral lines from the first modulator in Fig. 62.26, the
modes were also dispersed to a separation of 1/2 DL in the
target plane, but the number of modes (i.e., the total angular
spread) was allowed to vary while keeping the bandwidth
constant. The bandwidth was maintained at a value near 4 A
(IR) by varying the modulation frequency v; inversely with the
number of spectral lines. (This bandwidth is about 10% lower
than the value used by Eimerl.) A secondary constraint—that
the frequencies from the two modulators should be incommen-
surate—could have been imposed. However, to simplify the
calculation, it was only required that v; should be an odd
multiple of 0.5 GHz. This approach assured that when its
modes were combined with those from the 3-GHz modulator,
the resultant modes would have equally spaced frequencies
separated by 6v=0.5 GHz. (The resultant modes have frequen-
cies composed of a harmonic from one modulator plus a
harmonic from the second.) Beam smoothing will then occur
for averaging times up to 2 ns (1/8v), which is the time
required to smooth nearest-neighbor modes. If longer smooth-
ing times are applicable, then v; can be chosen so that the
resultant modes are more closely spaced in frequency.

Figure 62.28 shows the effect of increasing the angular
dispersion in one direction. The rms nonuniformity fora single
beam versus averaging time is plotted. Here, the rms
nonuniformity is defined as the intensity fluctuation around the

Figure 62.26

Configuration for 2-D SSD proposed for the NIF laser
(Ref. 4). Here v and v, are the modulation frequen-
cies for the two modulators, and &) and & are the
modulation indices, corresponding to 1/2 the number
of spectral modes.

Low-dispersion
grating in
x-direction
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Strategy for combining 2-D SSD with polarization dispersion. The “x” and
“0” positions represent the locations of the dispersed spectral modes for the
two polarization components. The components should be separated by at
least 1/2 of a speckle distance.
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Improved irradiation nonuniformity with increased pinhole size. The num-
bers in parentheses indicate the angular dispersion for the two perpendicular
directions, in terms of the beam’s UV diffraction limit.

diffraction-limited envelope that would be produced if inter-
ference between all phase-plate elements were absent. The
rms value was evaluated at the center of the beam, over a
square region given by £0.1 times the target radius in each
direction. This gives a good sampling of the short-wavelength
structure. (Long-wavelength nonuniformity is more appropri-
ately discussed in conjunction with the effects of multiple-beam
overlap.) The three curves in Fig. 62.28 are labeled by the
angular deflection (in terms of the beam’s UV diffraction limit)
in each direction.

The single-beam results in Fig. 62.28 show that if we are
interested only in averaging times less than ~500 ps, then there
is little advantage to increasing the angular dispersion. How-
ever, if averaging times of ~1 ns or larger are relevant, then
substantial improvements in uniformity can be achieved from
increased dispersion. The majority of the effect is achieved at
30 x DL: For a 2-ns averaging time, the rms nonuniformity is
reduced by 40%, compared with the 15 x DL result. (For 60 X
DL, the reduction is increased to 65%.) The improved unifor-
mity is probably the result of smoothing some of the
longer-wavelength nonuniformities that become accessible
with increased angular dispersion. (All three cases in
Fig. 62.28 use the same bandwidth.) Table 62.III summarizes
some of the SSD parameters and results.
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The uniformity results for spherical illumination, using
multiple beam overlap, are shown in Fig. 62.29, which uses the
configuration of 48 clusters of 4 beams from Table 62.II with
the pointing correction for the polar ring of beams. The axes of
the beams in each cluster were also shifted by 20% of the target
radius (using wedges) to produce an intensity envelope for the
cluster that was less center-peaked than for the individual
beams. (This could also be accomplished by using the phase
plate to shape the envelope.) The beams were mapped directly
onto the target surface, and the nonuniformity was expressed
in terms of spherical harmonics for modes up to 512. No
refractive smoothing or thermal smoothing in a plasma atmo-
sphere was used, except indirectly by neglecting the very-
short-wavelength structure with spherical harmonic modes
greater than 512. Interference between the beams was not
included in the calculation. This is justified for the interference
between beams within a cluster and between beams from
different clusters with different frequencies, as this structure
will smooth within ~5 ps. Interference between beams (of the
same frequency) from different clusters was not considered
because this nonuniformity has spatial wavelengths that are
much shorter than the minimum considered here. Such very-
short-wavelength nonuniformity would be smoothed by
thermal conduction within the target, over distances of only a
few microns.
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Table 62.III: Parameters related to the large-bandwidth modulator and the resultant

single-beam rms nonuniformity.

Total Angular Dispersonx(DL)
15 30 60
Modulation frequency (GHz) 13.50 6.5 3.5
Bandwidth (A, IR) 4.05 3.9 4.2
Single-beam nonuniformity
At =500 ps 5.9% 5.7% 5.4%
At=2ns 5.3% 3.9% 3.3%
10.0 g T T E decomposition for an averaging time of 2 ns. The nonuni-
C ] formity clearly extends even above 512. The largest mode
s ¢=21-500 1 number that should be present can be estimated as follows: The
E, largest mode £, is related to the wavelength of the smallest
E structure A and to the target diameter by
S 10}
g r
g . Lonax =7DJOA.
z - S—
é r T~ — e e e e ]
r The smallest wavelength should correspond roughly to the
| l beam’s diffraction limit (i.e., one speckle). Since D is 250
0. 110 100 1000 2000 times larger for this calculation, we have £, ~ 800. It remains
S Average time (ps) to be determined what effect the very-short-wavelength struc-
ture has on target performance.
Figure 62,29

Irradiation nonuniformity for spherical irradiation as a function of averaging
time, The £ values indicate the spherical harmonic modes for the two curves
shown.

The nonuniformity for spherical irradiation (Fig. 62.29)
has been separated into a long-wavelength component, with
spherical harmonic modes £ < 20, and a shorter-wavelength
component with 21 ££<512. The long-wavelength modes are
relatively static and are dominated by the shape of the cluster
intensity envelope and the number of clusters. Itis possible that
this component of nonuniformity could be further reduced by
modifying the envelope shape as part of the phase-plate
design. The shorter-wavelength modes (21-512) decrease with
averaging time ¢ roughly as r~1/2, This is the same scaling as
ISI? and is obtained from the superposition of different random
speckle patterns.

Finally, it should be pointed out that there is still additional
nonuniformity present, with £ > 512, from structure in the
individual beams. As an example, Fig. 62.30 shows the modal
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Figure 62.30

Spherical harmonic decomposition of the nonuniformity from Fig. 62.29 for
2-ns averaging time.
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Summary

The NIF can produce highly uniform irradiation for direct-
drive experiments if one-half of the beams are redirected to
new ports closer to the “equator” of the target chamber and if
2-D SSD is implemented with polarization dispersion. The
tolerances for energy imbalance among the beams, beam
mispointing, and errors in target positioning depend on how
much long-wavelength nonuniformity (spherical harmonic
modes 1-4) the target can accept without serious degradation
in performance. Using 1% for the maximum nonuniformity in
these modes, we have the following constraints: (1) energy
imbalance among the beams should be less than ~5%;
(2) cluster mispointing should not exceed ~5% of the target
radius; and (3) the target positioning error should be less than
~2% of the target radius.

The optimal pinhole size for SSD is another issue that
depends on the target design. If intensity-averaging times
greater than ~1 ns are of interest, then there is a definite
advantage for the pinhole to be able to accommodate a diver-
gence of 30 X DL in one direction and 15 X DL in the other for
UV irradiation. It would be useful to determine what effect
this would have on laser performance. If these divergences are
available, it might be possible to optimize target designs to
take advantage of the resultant higher uniformity for longer
smoothing times.
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Direct Measurements of Terminal-Level Lifetime in Nd:YLF

The terminal-level lifetime of a four-level laser fundamentally
affects its gain saturation performance since slow relaxation
rates from this level can form a “bottleneck” when the saturat-
ing pulses are significantly shorter than the terminal-level
lifetime. As aresult, the terminal-level lifetime is an important
design parameter in achieving maximum energy extraction
from high-peak-power laser amplifiers and Q-switched oscil-
lator systems.

Terminal-level lifetimes reported in the literature for even
the most common laser media suchas Nd: YA G differby asmuch
as several orders of magnitude; !~ references for Nd: YLF23 are
less common and subject to the same uncertainty.

For most solid-state laser materials, the terminal-level life-
time is dominated by nonradiative relaxation processes
involving the emission or absorption of host material phonons.
Closely spaced energy levels within a Stark manifold thermal-
ize extremely rapidly (<10 ps)> through nonradiative processes
involving single phonons, while relaxation between different
Stark manifolds proceeds at significantly slower rates since
multiple phonons are required to bridge the typically larger
intermanifold energy gaps. When the total multiphonon,
nonradiative relaxation out of the terminal laser level manifold
is much slower than the intramanifold thermalization, the
distribution of population within the manifold can be treated as
a system in quasi-thermal equilibrium and described by a
Boltzmann distribution. For laser systems in which the termi-
nal laser level contains a significant proportion of its thermal-
ized manifold population, gain saturation properties are deter-
mined by both the relaxation rate of the entire manifold and the
quasi-thermal occupation factor in the terminal laser level. The
manifold relaxation rate, often characterized by its lifetime,
determines whether any “bottlenecking” occurs, and the ther-
mal occupation factor determines the degree to which
accumulation of population in the terminal-level manifold
reduces population inversion during lasing.

Measured lifetimes for other energy levels can yield rel-
evant information since multiphonon nonradiative relaxation
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rates generally follow a phenomenological model”8 that de-
pends only on temperature, energy gap to the nextlower energy
level, and a single phonon frequency. Measured relaxation
rates for high-order phonon processes (n > 3) substantially
support this model;%-!0 however, it is generally invalid for low-
order processes (n < 3). Anomalies have also been observed in
some materials® due to selection rules or when a high degree of
resonance exists between an intermanifold energy gap and a
sum of phonon energies corresponding to peaks in the host
material’s phonon spectrum. In addition, significantly differ-
ent lifetimes for nonradiative transitions covering nearly
identical energy gaps have been reported for Nd:YAG?1! that
suggesteither a breakdown in the model or adependence onthe
measurement technique.

Direct measurement of the 41}, terminal-level relaxation
is performed ideally under prototypical energy extraction
conditions to ensure meaningful results. Sensitive and accurate
measurement of the relaxation rate demands operating in a
regime that clearly isolates the multiphonon nonradiative
decay process from radiative processes. Saturating pulses
substantially shorter than the terminal-level lifetime can yield
atrueimpulse response that is easily analyzed without the need
for deconvolving input beam pulse shapes or applying compli-
cated models of the population dynamics. Any practical method
should by design also minimize the amount of sample required
and avoid nonlinear optical processes, such as self-focusing or
self-phase modulation, that might damage the sample or other-
wise introduce unquantifiable effects into the measurement.12

Theory

Figure 62.31 represents the energy levels in Nd: YLF impor-
tant to laser action. The 1475-cm™! energy gap13 between the
4], 11 terminal-level manifold and the Iy, ground-state mani-
fold is less than three times the phonon cutoff energy of
566 cm™! in YLE!* which places this nonradiative decay
process near the limit of validity for the single-frequency model.

In this work, the *F, initial-laser-level manifold is pumped
directly from the Iy, ground-state manifold. Laser action at
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Figure 62.31

Energy-level diagram for lasing in Nd:YLF. The 4Ig;» ground state and
413112 terminal laser state are separated by a 1475-cm~! energy gap thatis less
than three times the maximum phonon energy in YLF!4 (~566 cm=1). The
thick upward (downward) arrow represents the pump (saturating pulse) laser
transitions. The thin downward (upward) arrow represents the small-signal-
gain (excited-state absorption) probe transitions.

the 1053-nm laser transition occurs between the lowest sub-
level in the 4F3;, manifold and the second lowest level in the
4111, manifold. Since both the initial and terminal laser levels
are strongly coupled to their respective Stark manifolds and
each contains a substantial portion of its manifold’s popula-
tion, the relevant population dynamics are best described by
rate equations for the total populations N3 and N, of the initial
(*F3p) and terminal (*1};/,) laser-level manifolds, respec-
tively,

dN3(F,t)

dt = Ypump () Ni(F,1) — Wi pulse(t)

_ (1a)
X [f3N3(7.2) ~ foNo(F,1)] - NB(r’% ,
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sz(F, I)

ds = Woa pulse (t)

_ (1b)
X [fN3(F.0) = Vo (F.1)] - NZ(r’% ,

where Wpymp and Wy puise are the radiative transition rates
associated with the pump and saturating pulses, respectively,
given by W(¢)=I(r)-o/hv, where I(t) is the intensity, o is
the corresponding pump absorption or laser-stimulated emis-
sion cross section, and hv is the photon energy; 7; and 7, are
the lifetimes of the initial and terminal-laser-level manifolds,
respectively; and the thermal occupation factors of the actual
Stark sublevels of the laser transition, f; and f5, are given by
fi=e Bl T / Z; , where E; is the energy of the sublevel within
the manifold and Z; is the partition function for the manifold.
Given that no other energy levels accumulate significant popu-
lations, all relevant population dynamics are described by
Eq. (1) plus the closure condition Ny = N; + N, + N3, where
Ny is the doping concentration of the crystal and N is the total
population of the 419/2 ground-state manifold.

The rapid thermalization of the initial and terminal laser
levels within their respective Stark manifolds can also be
addressed in analytic solutions for laser-energy extraction
performance! when saturating pulse lengths are short com-
pared to the lifetime of the entire terminal-level manifold but
long compared to the intramanifold thermalization processes.
In a manner analogous to applying level degeneracy factors, 16
the expression for saturation fluence can be modified to in-
clude the thermal occupation factors Fg,, = hv/ ( A+ f2)0'se ,
where o, is the spectroscopic stimulated emission cross-
section. This expression reduces to the well-known value of
Fa = hv/o, for an ideal four-level system ( A=l fh= 0) ,
and Fy = hv/20, for a three-level system (f3 =1, f5 =1).
Simple analytical models are inadequate for the intermediate
case where laser pulse lengths are comparable to the terminal-
laser-level manifold lifetime.

Figure 62.31 also shows small-signal-gain and excited-
state absorption probes used in measuring the terminal-level
lifetime. The small-signal-gain probe measures the population
inversion AN = f3N3 — f5 N,, while the excited-state absorp-
tion probe monitors directly the population of the terminal
manifold.!217 Assuming a plane-wave interaction, the time
dependence of small-signal probe beams propagating in the x
direction are determined by the population dynamics of the
initial and terminal laser levels according to simple exponen-
tial growth and absorption laws
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L
Gss(t)=exp{ [AN(x,1) o dx}, (2a)

x=0
L

Tesa(t)=expi— [ oNa(x,1)Opsadnp,  (2b)

x=0
where o, and Oggp are the stimulated emission and excited-
state absorption cross sections, respectively, and L is the
sample thickness. The exponential arguments are integrated
along the path traveled in the sample by the probe beams since
the populations may vary spatially. Zero population in the
405/2 upper level of the excited-state absorption transition is

assumed in Eq. (2b) for small probe signals.

After the initial-laser-level pumping has stopped and after
an impulse-like saturating pulse has extracted stored energy at

time fy, Egs. (1a) and (1b) become uncoupled differential
equations with simple exponential solutions

N3(x,£) = N3(x,1)-exp [—(t - to)/'z:3]
and

No(x,£) = Ny(x,19)- exp[—(t —to)/’cz],

where N3 (x, to) and N, (x, to) are the population densities of
the initial and terminal laser manifolds, respectively, left by
the saturating pulse at #;.

Substituting into Eq. (2) gives

Gis (t > tO) = Gfipal * €Xp {_ase(tO)L‘ 3_(t_t0)/12 }, (3a)

Tesa (t > to) =exp {'—aESA (to )L . e_(t—to )z }, (3b)

where
L
ase(tO) = %, xlonNZ(x:tO)Gsedx

and
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L
opsalto)=1 xi OfZNZ(x’tO)O'ESAdx

represent the effective excited-state absorption coefficients for
the small-signal probes at time #. Since the 4F, initial laser-
level lifetime is extremely long compared to the lower-level
lifetime,5-18 the upper-laser-level population can be taken as
constant with a value N3(f) ~ N3(to). The final small-signal
gain after relaxation of the terminal laser level is given by

L
Gtinal =exP{ .[ f3N3(x’t0)o-sedx}°

x=0

Experimental Setup

Figure 62.32 illustrates the experimental setup. ThinNd: YLF
samples approximately 1 and 2 mm thick with nominal
1-at.-% doping concentrations are intracavity pumped directly
into the 4Fy, initial-laser-level manifold by a free-running,
tunable Cr:LiSAF pulsed laser. The pump laser is tuned to the
weak Nd: YLF absorption band at ~860 nm using a birefringent
tuning filter made from four crystalline quartz plates posi-
tioned at Brewster’s angle. Horizontal polarization is further
enforced by orienting the stronger 7-polarization emission of
the Cr:LiSAF rod to match the low-loss horizontal polariza-
tion of the Brewster tuning plates. The crystalline axis of the
Nd:YLF sample is also horizontal to match the horizontal
pump polarization with the stronger 7-polarization absorption
for Nd:YLF!8 (amax =03 cm‘l). Operation in the TEM,
modeis accomplished with an intracavity aperture in the nearly
hemispherical resonator. Pump pulses with overall durations
of approximately 70 us and numerous relaxation oscillations
were obtained typically, as shown in Fig. 62.33. Uniform
pumping is expected since the sample is optically thin at this
wavelength. Furthermore, multiple-longitudinal-mode opera-
tion of the pump laser should smooth out any spatial hole
burning that might occur early during the pump pulse. The
diameter of the Nd:YLF sample’s pumped region is approxi-
mately 1 mm in the vertical direction and elongated in the
horizontal direction since it is also positioned at Brewster’s
angleinside the pump laser cavity to minimize reflection losses
from the uncoated sample.

A saturating pulse is generated from an ~70-ps (FWHM)
pulse picked from the output of a cw mode-locked Nd:YLF
laser operating at 1053 nm and amplified to the millijoule
regime in an unstable, regenerative ring amplifier.!® The
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Table 62.IV: Measured values for the terminal-level lifetime of four different Nd:YLF samples using
small-signal-gain (Gg) recovery and transient excited-state absorption (ESA) methods are
consistent within experimental accuracy.

. o Standard
Sample Thickness (mm) Lifetime (ns) Deviation (ns) Method

1 1.015 21.9 102 1047-nm G recovery

2 1.100 21.9 102 1047-nm G recovery
214 04 1053-nm G recovery
21.8 0.2 transient ESA

3 1435 214 102 transient ESA

4 2.230 213 403 1047-nm Gg recovery
21.7 +).7 transient ESA

Conclusions Chai (Optical Society of America, Washington, DC, 1994), Vol. 20,

The terminal-level lifetime for Nd:YLF measured in this
work is long compared to the pulse lengths encountered for
mode-locked laser operation and amplification of up to nano-
second pulses. In these cases, Nd:YLF must be treated as a
three-level system amenable to standard Frantz-Nodvik gain
saturation analysis with a modified expression for the satura-
tion fluence that accounts for rapid thermalization of the initial
and terminal laser levels within their respective Stark mani-
folds. Since common Q-switched laser pulse lengths are
comparable to the terminal-laser-level lifetime measured in
this work, simple analytical models are inadequate to account
for terminal-level relaxation during amplification of such
pulses, and numerical solutions are required to calculate en-
ergy-extraction performance.
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Light-Emitting Porous Silicon: Materials Science, Properties,
and Device Applications

Silicon-based, light-emitting devices (LED’s) should find nu-
merous uses in optoelectronics. For example, the integration of
silicon LED’s with silicon microelectronics could lead to
reliable and inexpensive optical displays and optical intercon-
nects. Until recently, however, it had not been possible to
obtain efficient room-temperature luminescence from silicon.
The demonstration in 1990 that a form of silicon called
“porous” can emit bright photoluminescence in the red region
of the spectrum triggered worldwide research efforts aimed at
establishing the mechanisms for the unexpected luminescence
and at fabricating efficient and durable LED’s. In less than five
years, significant progress has been achieved on both fronts.
LED’s emitting throughout the visible spectrum have been
demonstrated, and the best measured external electrolumines-
cence efficiency has risen from 10~5% to better than 0.01%
atroom temperature. The photoluminescence efficiency of the
best samples is near 10% at room temperature, and light-
emitting porous silicon (LEPSi) that luminesces from the blue
part of the spectrum to the infrared beyond 1.5 ym has been
produced. In this article, we first review why silicon is a poor
light emitter and then define porous silicon and its main
properties. We then focus on the properties of the three lumi-
nescence bands (“red,” “blue,” and “infrared”) and present the
results of femtosecond time-resolved optical measurements.
Next, we report progress toward the fabrication of LED’s
and discuss some specific device structures. Finally, we
outline what is necessary for commercial LEPSi LED’s to
become a reality and report on experimental results that sug-
gest the possible integration of LEPSi with standard
microelectronic devices.

Porous Silicon
1. Silicon Light Emission

Radiative recombination of an electron with a hole across
the bandgap of semiconductors produces luminescence. The
emitted photons have an energy equal to the bandgap energy
(e.g., 1.4to 1.5 eV in GaAs) and negligible momentum. Thus,
the electron and the hole must be located at the same point in
the Brillouin zone, which is the case in direct-gap semiconduc-
tors such as GaAs. Under these conditions, the radiative
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recombination rate is large, which means that the radiative
lifetime is short (typically of the order of a few nanoseconds).
To obtain a large luminescence efficiency, the nonradiative
recombination rate must be lower than the radiative recombi-
nation rate. The efficiency is defined as

= Tnonrad / (Tnonrad + Trad)’ ¢y

where 7 is the quantum efficiency, 7.4 is the radiative life-
time, and 7T,opraq is the nonradiative lifetime. Nonradiative
recombination occurs both at the surface and in the bulk. To
minimize it, the surface should be well passivated leading to a
low surface recombination velocity S, and the bulk must be
free of defects that act as radiation killers. The efficiency of
good-quality, direct-gap III-V semiconductors exceeds 1% at
room temperature and 10% at cryogenic temperature.

Becausessilicon is an indirect-gap semiconductor, electrons
and holes are found at different locations in the Brillouin zone
and recombination by emission of a photon alone is not
possible. Photon emission is possible only if another particle
capable of carrying a large momentum, such as a phonon, is
involved. In this case, both energy and momentum can be
conserved in the radiative transition. The participation of a
third particle in addition to the electron and the hole makes the
rate of the process substantially lower and the radiative life-
time typically in the millisecond regime. Thus, the efficiency
drops by several orders of magnitude, even in the case of high-
purity materials and good surface passivation. At room
temperature, the typical efficiency of crystalline silicon is of
the order of 1075%, which makes it unsuitable for LED’s.]
Several attempts have been made to improve the luminescence
efficiency of silicon and silicon-based alloys, including the use
of silicon-germanium alloys and superlattices,? isoelectronic
impurities3 in a manner similar to nitrogen in GaP, and erbium
doping.#The strategy in these attempts can be divided into two
classes: increasing the radiative rate or decreasing the
nonradiative rate. The former can be achieved by “bandgap
engineering” or “defect engineering,” which essentially con-
sists of “convincing” the electron and the hole that they do not
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require a phonon to recombine radiatively. This process can be
accomplished through zone folding in thin superlattices or
with isoelectronic impurities whose energy level extends
throughout the Brillouin zone. The latter consists of confining
the electron and the hole to a small volume where the probabil-
ity of finding a nonradiative center is equal to zero. This can be
accomplished in the Ge-rich regions of SiGe and is realized to
some extent with isoelectronic impurities. Such approaches
have led to very good photoluminescence efficiencies (up to
10% in some cases) and good electroluminescence efficiency
in some structures (approaching 1%), but only at cryogenic
temperatures. At room temperature, these numbers drop to the
range of 10™% to 1075%, and it is not clear how they can be
increased to the 0.1% to 1% level.

2. Porous Silicon

Porous silicon is a material that has been known for nearly
40 years.? It has found limited use in microelectronics,’ espe-
cially in the silicon-on-insulator (SOI) technology, as porous
silicon becomes a good insulator after oxidation. In the 1980’s,
several studies of the optical properties of porous silicon were
published, and photoluminescence in the deep red/near infra-
red was detected at cryogenic temperatures.’ In 1990, Can-
ham® reported that when porous silicon is further etched in
concentrated aqueous HF for 6 h after preparation, it emits
bright red light when illuminated with blue or UV light. Longer
etching in HF was demonstrated to lead to brighter
photoluminescence at shorter wavelengths, which was as-
cribed to quantum confinement. Longer etching increases the
porosity, which produces, on the average, smaller nano-
crystalline columnar structures. When the dimension of the
columns decreases below 5 nm, the bandgap widens by quan-
tum confinement in the conduction and valence bands and thus
smaller columns produce larger bandgaps. In Canham’s origi-
nal model, the luminescence was attributed to band-to-band
recombination across the bandgap. He also suggested that
porous silicon might have a direct bandgap, which would
explain the increase in efficiency by several orders of magni-
tude. Interestingly, at the same time as Canham was publishing
his seminal paper, Lehmann and Gosele? independently showed
that the bandgap of porous silicon is larger than that of
crystalline silicon and attributed this increase to quantum
confinement as well.

Lehmann and Gosele’s proposal allowed them to provide a
new and elegant explanation for the mechanism of pore forma-
tion. Injection of holes from the substrate to the surface is
required for etching in HF. In their model, the thinning of the
silicon columns formed when the pores are created continues
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until quantum confinement produces a barrier against hole
transport into the columns. Although there are attractive com-
peting models,!0 which for example rely on electrostatic
effects near the pore’s tip, this model has received partial
experimental confirmation.!! It must be noted that neither
Canham’s model for the luminescence nor Lehmann and
Gosele’s model for pore formation is universally accepted, and
other models have been proposed.u‘16 Note also that the
nanostructure of porous silicon is quite complicated. Even
though columnar crystalline structures are present in some
samples, the shape, thickness, and orientation of these col-
umns or wires are not uniform. In other samples, no wires are
detected, and the crystalline objects appear to be more or less
spherical (“dots™). In all cases, however, light emission ap-
pears to be well correlated with the presence of crystalline
structures smaller than 5 nm.17

Figure 62.36 shows the schematic arrangement for a typi-
cal electrochemical cell used to produce porous silicon. The
arrangement is very simple and inexpensive. The wafer (an-
ode) and the metal cathode are immersed in an aqueous
solution containing HF. Typically, the HF concentration is
kept around 25% by weight, and ethanol or methanol is added
to improve the penetration of the solution into the pores and to
minimize hydrogen bubble formation. Maintaining a constant
current density of 1 to 100 mA/cm? for several minutes results
in the formation of a porous silicon film with a thickness
ranging from ~1 ym to tens of microns. Both the thickness and
the photoluminescence spectrum of the porous layer depend
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Figure 62.36

Schematic of the electrochemical cell used for the production of porous
silicon. The HF solution circulates in TeflonT™ tubing and through a
Teflon™ pump.
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strongly on many parameters, such as doping level and sign,
current density, solution concentration and pH, and duration
of the anodization. However, it should be stressed that light-
emitting porous silicon can be produced over a wide range of
most of these parameters. For example, holes, which play a
critical role in the formation of porous silicon, cannot be
injected from the bulk to the surface of an n-type wafer. This
shortcoming can be eliminated by illuminating the wafer
during anodization, as holes are photogenerated near the sur-
face, Even if the porous layer is not of the luminescent type,
further etching in HF in the open circuit configuration or by
anodic oxidation in water can produce bright luminescence.

Figure 62.37 shows a LEPSi luminescence spectrum and
its time evolution after pulsed excitation at 3.5 eV. The peak
photoluminescence wavelength is typical, but it can easily be
tuned between 850 nm and 550 nm, as discussed later. The full-
width at half-maximum (FWHM) of the spectrum is between
150 meV and 500 meV. The most widely accepted explanation
for this very large width is that the spectrum is “inhomo-
geneous,” i.e., corresponds to bandgap or near-bandgap
emission coming from nanocrystallites with a distribution of
sizes. The decay of the photoluminescence following excita-
tion takes place on a microsecond time scale atroom temperature
and increases to the millisecond regime at cryogenic tempera-
tures.!8 Furthermore, the short-wavelength components usually
decay faster than the long-wavelength components, a fact that
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Figure 62.37

Time-resolved photoluminescence spectra measured at different times fol-
lowing excitation with a picosecond laser pulse at 3.5 eV. The overall decay
atroom temperature is in the microsecond time domain, but the decay is not
exponential and is faster at shorter wavelengths.
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also supports the hypothesis that a distribution of crystallite
sizes produces the wide spectrum. This spectral diffusion with
time varies from sample to sample. The decay of the full band
or that of any individual wavelength component does not
follow asimple law and can be fitted very well using a stretched
exponential function.!® Stretched exponentials may result
from the random walk of carriers on a finite distribution of
discrete sites in real space, as is known to occur in amorphous
silicon. Regardless of the details of the physical mechanisms,
there are well-known procedures to define the average or most
probable lifetime; this lifetime value is usually quoted in the
literature. After removing a possible fast decay component in
the nanosecond time domain (to be discussed later), the lifetime
of the red luminescence is in the microsecond time domain.

The Three Luminescence Bands
1. The Red Band

As mentioned earlier, the “red” luminescence band actually
extends from the near infrared to the orange/green regions.
Tuning can be achieved by changing any one of many param-
eters.20 Here, we focus on results obtained by changing the
anodization time under light assistance and by annealing in air.
The LEPSi samples were prepared from p-type Si substrates in
the dark (DA) or from p- and n-type Si substrates with light
assistance (LA). The substrates were (100) oriented with a
resistivity in the 1- to 10-Q-cm range. Anodization with LA
was performed using a 300-W, white-light halogen lamp.

The photoluminescence (PL) spectra from DA and LA
samples are rather different.?! The DALEPSi has a broad peak
centered near 740 nm, which is typical of samples prepared in
the dark. In contrast, the PL spectra of the LA samples can be
easily tuned from the infrared to the yellow/orange by increas-
ing the anodization time. For a given solution and a constant
current density, a longer anodization time produces a thicker
LEPSi layer and shifts the PL peak toward shorter wave-
lengths. Figure 62.38 shows the relation between PL intensity,
PL peak wavelength, and anodization time for n-type Si wafers
prepared in an aqueous solution (no alcohol) with LA using a
current density j of 10 mA/cm?2.22 Under these conditions, the
maximum PL intensity corresponds to a peak wavelength near
700 nm. A proper choice of solutions and current density
allows us to obtain homogeneous LEPSi samples that have
good PL efficiency. Using blue excitation, the highest quan-
tum efficiency we have measured on a red LEPSi sample at
room temperature is approximately 5%. After optimization of
the growth conditions, the PL of LEPSi samples is comparable
to that emitted at room temperature by direct-gap IlI-V semi-
conductor compounds.
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Photoluminescence intensity and peak wavelength as a function of the
anodization time. The current density is 10 mA/cm2, the substrate is a
10-Q-cm n-type Si wafer, and light assistance is employed.

The PL peak wavelength has also been tuned by thermal
annealing in a tube furnace in ambient air for 5 min at various
temperatures.23 In this case, the LEPS] layers were formed by
anodization in the dark of 10-Q-cm p-type Si wafersina 1:1:2
solution of HF, H,0, and methanol. Figure 62.39 summarizes
results obtained with a variety of samples, either freshly
prepared, annealed in air, or oxidized in HNO;. The PL peak
wavelength shifts to shorter values as the ratio of Si-O bonds
to Si-H bonds increases. The ratio of the concentration of Si-
H and Si-O bonds present on the surface of the nanocrystallites
as shown in Fig. 62.39 is not the absolute ratio, since the cross
section for infrared absorption of Si-O bonds is stronger than
that for the Si-H bonds. Thus, the horizontal scale in Fig. 62.39
is a relative scale only. These results demonstrate a clear
correlation between surface chemistry and PL peak wave-
length. Freshly anodized samples that contain a very small but
detectable amount of Si-O bonds and chemically oxidized
samples that have almost no remaining Si-H bonds fit nicely at
the two extremes of the data. Furthermore, annealing of freshly
prepared samples at moderate temperature leads to data points
that coincide with the data points obtained with aged samples.

The results of Fig. 62.39 are more easily understood if we
assume that the PL is related to recombination involving
surface states?4 rather than if it is strictly due to confinement®
since the low-temperature treatments reported here have no
effect on the particle size. For a particular surface coverage of
the nanocrystallites present in LEPSi, we expect to find a
specific set of surface states. When the coverage is changed,
the nature and the energetic position of the surface states within
the bandgap should change; thus, the PL spectrum is expected
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to change as well. It may be reasonable to model the wide PL
spectrum as due to several bands associated with recombina-
tion involving different surface species.

It is worth noting that the origin of the “red” luminescence
remains highly controversial. Many models have been pro-
posed, ranging from those involving specific defects and
molecular compounds to those involving quantum confine-
ment.!2-16.25 Of all these models, two have received strong
experimental support. The “pure” quantum confinement origi-
nally proposed by Canham,8 which is consistent with many
observations, has recently received support from resonant
photoluminescence experiments.26'27 In these experiments
the low-temperature luminescence was not excited by a short-
wavelength laser but by a laser tuned inside the broad PL
spectrum to provide size-selective excitation. Under these
conditions, the PL spectrum shows discrete steps that coincide
with the zone-edge phonons of crystalline silicon that are
known to be involved in the bandgap absorption and emission
in crystalline silicon. These results not only indicate that
silicon is the absorbing and luminescing species in LEPSi but
also strongly suggest that luminescence occurs at the silicon
crystallite bandgap. Other experiments, however, suggest that
the luminescence occurs well below the bandgap and is af-
fected by more than quantum confinement. Some examples
include the results shown in Fig. 62.39 and the difference
between the measured PL peaks and the measured or calcu-
lated bandgap,?829 which can be as large as ~1 eV.
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Figure 62.39

Relationship between the peak of the photoluminescence spectrum and the
surface coverage, as measured by the ratio of Si-O bonds over Si-H bonds
obtained by infrared absorption measurements. This ratio does not take into
account the difference in the infrared absorption cross sections between
Si-H and Si-O bonds.
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Since the PL intensity and spectrum depend strongly on the
surface coverage, one can expect some problems with long-
term stability of the PL. For hydrogen-covered surfaces, the
surface can become depassivated by hydrogen loss through
heating3? or exposure to short-wavelength light.3! A solution
to this problem is passivation with silicon dioxide instead of
hydrogen. Such samples are much more resilient?! but they
also tend to luminesce in the blue.

2. The Blue Band

Recent literature contains several reports of strong blue PL
in LEPSi after rapid thermal oxidation (RTO) at high temp-
erature (T, = 1000°C),3233 as well as several reports of
weaker blue PLin various samples. We conducted a systematic
investigation of the properties of blue samples and have
evaluated methods for obtaining them. The LEPSi layers were
formed by anodization of 5-Q-cm p-type silicon wafers in a
1:1:2 solution of HF, H,O, and methanol. To change the
sample’s properties we varied the current density from 1 mA/
cm? to 30 mA/ecm?2. Anodization was performed either in the
dark or with light assistance. Oxidation of the LEPSi layers
was achieved in a tube furnace with a dry oxygen atmosphere.
Samples of LEPS; first anodized in the dark at a current density
j=10 mA/cm? and then oxidized for 2 min at 1100°C in dry
oxygen3* display the reported blue PL band (Fig. 62.40).
Infrared absorption measurements show a strong line at
1080 cm™! related to the asymmetric stretching vibrational
mode of the Si-O-Si oxygen bridge (Fig. 62.40, inset). Other
LEPSi samples anodized at a smaller current density
(1 mA/cm?) with light assistance and subjected to no further
treatments have only one strong peak at 1070 cm™! in the
infrared spectrum, which corresponds to Si-O-Si bridges in a
configuration close to stoichiometry. Thus, the infrared spectra
show no significant difference in the chemical composition
between these two types of samples. Although we refer to these
samples as “fully oxidized” in the following discussion since
no Si-H bonds remain, this does not imply that there are no
silicon nanocrystallites left in these samples.

The time-resolved PL spectra of both samples show a broad
PL band (FWHM > 0.5 eV) with a peak near 2.6 ¢V that decays
on a nanosecond time scale. The PL spectra have not been
corrected for the spectral sensitivity of our detection system
and are likely to extend to shorter wavelengths. The decay is
nonexponential as for the red band, but in contrast to the red
band, no significant wavelength dependence of the blue PL
decay has been observed when the detection wavelength was
changed from 440 nm to 650 nm, unlike what is seen in the red
PL. The decay dynamics did not change appreciably when the
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measurements were performed at cryogenic temperatures. The
observed nonexponential decay may indicate a distribution of
carrier lifetimes, with the most probable lifetime being close to
1ns. The estimated quantum efficiency of the blue PLis greater
than 0.1%, roughly one order of magnitude below the effi-
ciency of a good red sample.
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Figure 62.40

Time-resolved photoluminescence spectra of oxidized LEPSi after exci-
tation with a picosecond laser pulse at 3.5 eV. The infrared absorption
spectrum of the same sample shown in the inset indicates that the sample
contains no Si-H bonds and only Si-O bonds.

The blue PL is also observed in samples that are oxidized
chemically by immersion in 10% HNO; for 2 min or in freshly
anodized samples after handling in air.34 Measurements of the
blue PL dynamics in the chemically oxidized sample also show
a nonexponential decay with a characteristic time close to
those of the fully oxidized samples. The time-resolved PL
spectra of the freshly anodized samples measured right after
excitation again show a weak but clearly observable blue PL
band whose spectrum is similar to that of the “fully oxidized”
samples. The presence of a very small amount of Si-O bonds
is apparent in the infrared spectra of freshly anodized samples.
Due to the low intensity of this blue band we were not able to
analyze the decay in detail, but the characteristic decay time is
much less than 15 ns.

Our results suggest two possibilities for the origin of the
blue PL. Silicon dioxide is known to luminesce efficiently in
the visible under appropriate conditions,3® and it has been
shown that blue PL with a nanosecond decay time can be
excited by 4-eV photons in high-purity, wet synthetic silica.36
Thus, the blue PL in oxidized LEPSi could originate not from
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the silicon crystallites themselves, but from the oxide sur-
rounding them. The second possibility is that special Si-O
configurations produce the luminescence. These special con-
figurations could be present at the Si nanocrystal/silicon diox-
ide interface, or in Si-rich regions produced in the oxide after
nearly complete oxidation of the crystallites. It appears that we
can exclude the hypothesis that the blue PL would originate
from the interior of sub-3-nm Si crystallites. If this were the
case, subjecting the oxidized crystallites to chemical agents
should not affect the luminescence. We have exposed blue-
emitting oxidized porous silicon toliquid methanol and observed
a quenching of the blue PL.37 This quenching is consistent
with luminescent centers near the oxide surface. Specific
chemical configurations such as silanol>8 have been proposed,
but there remains considerable uncertainty as to the exact
origin of the blue PL.3? Note finally that the stability of the blue
samples in air is much improved compared to that of the red
samples.2! This improvement can be traced to the presence of
silicon dioxide, which is much less fragile than the Si-H bonds
that passivate the surface of freshly prepared LEPSi.

3. The Infrared Band

Very few reports of infrared PL have appeared in the
literature.8:2440-42 Some of these measurements were inter-
preted as bandgap or near-bandgap PL from crystalline silicon.
Another explanation has been proposed for this IR PL, in
which emission is associated with mid-gap dangling bonds on
the surface of the nanocrystallites.2* We have performed a
careful measurement of the IR PL in several LEPSi samples.*!
In our experiments, the samples were placed in an ultrahigh
vacuum (UHV) chamber where they were annealed in situ. The
422-nm line of a HeCd laser excites the PL, which in turn is
detected by a Ge detector with a cutoff of ~0.7 eV. In the results
reported below, the PL spectrum was recorded at room tem-
perature, following vacuum annealing at temperatures as high
as ~500°C for 5 min.

Figure 62.41 shows the room-temperature PL spectra for
one sample before annealing and after annealing at two tem-
peratures. The broad IR PL peak of the as-prepared sample is
small but measurable at room temperature. As the annealing
temperature is increased, its relative intensity increases until it
dominates the spectrum. The IR PL appears to be most intense
after annealing at a temperature where the red PL disappears,
i.e., when most of the hydrogen that passivates the LEPSi
surface has been desorbed, since heat treatment at such a
temperature produces many dangling bonds. Itis thus tempting
to interpret the IR PL as due to recombination involving
carriers in mid-gap dangling bonds. We also prepared samples
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in which the IR PL peak energy was ~0.7 eV. After annealing
around 350°C, the integrated PL intensity measured at room
temperature was comparable to the integrated intensity of the
initial red PL peak. Preliminary results obtained with a lumi-
nescence detection system that is sensitive to wavelengths up
to 5 um indicate that these samples lJuminesce well past 2 um.
The conditions required for obtaining such samples are as of
yet not well understood.
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Figure 62.41
Normalized room-temperature PL spectra for LEPSi held in ultrahigh
vacuum, before and after annealing for 5 min at two temperatures.

Time-resolved PL measurements*243 indicate a decay in
the range from tens of nanoseconds to ~10 us at 77 K, which
is faster than the red PL decay in the same range of temperature.
This decay may be consistent with calculations of the radiative
recombination in the infrared due to dangling bonds present at
nanocrystallite surfaces.** Finally, the long-term stability of
the infrared band has not been established. If it is related to the
presence of dangling bonds, it is reasonable to expect poor
stability since the concentration and nature of dangling bonds
on the surface can be modified by many factors. Our prelimi-
nary results so far support this hypothesis.

Femtosecond Photoinduced Absorption

1. Experimental Techniques and Sample Preparation
The femtosecond time-resolved experiments have been
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performed with the standard pump/probe arrangement. The
pump beam excites electrons and holes across the bandgap,
while the probe beam monitors the changes in transmission
(and reflection) induced in the sample by photoinjection of
carriers by the pump beam. The pump and probe beams are
synchronized since they are produced by the same laser pulse.
Thus, the time evolution of the changes in transmission (and
reflection) is monitored by increasing the beam path of the
probe, which produces a time delay between the pump and
probe beams. These experiments, which we routinely perform
in semiconductors,*>~47 have a time resolution limited by the
pulse duration (in the present case, 100 fs). Once the results
have been recorded, the changes in optical properties are
related to the dynamics of the photoinjected carriers, which
may include thermalization, cooling, trapping, and recombina-
tion. In cases where nonradiative recombination occurs
rapidly across the bandgap,*748 it is also possible to record
the dynamics of the temperature increase of the sample due to
the production of a large number of phonons.

Femtosecond photoinduced measurements were per-
formed using two different laser systems. In the first type of
experiments,*? the laser source was a colliding-pulse, mode-
locked dye laser, amplified at 8.5 kHz using a copper vapor
laser. The pulses are <100 fs long at 620 nm (2 V). A portion
of these pulses is used to generate a white light continuum from
which 100-fs-long pulses tunable from the green to ~900 nm
were selected. In the second type of experiments,’0 the laser
source was a titanium sapphire laser producing 90-fs-long
pulses tunable between 800 and 900 nm (1.55 to 1.38 eV) with
a repetition rate of 85 MHz. Pulses at half the wavelength
(twice the photon energy) were obtained by frequency dou-
bling in a BBO nonlinear crystal.

To perform the transmission measurements, the samples
must first be removed from their silicon substrates, as the
substrates would absorb all the light at wavelengths shorter
than 1 um. In the present work, we used both oxidized
mesoporous films*? and very-high-quality films deposited on
sapphire,>0-1 These latter films were produced using a current
density of 14 mA/cm? passing through a circular area of
1.76 cm? from 25 s to 30 min depending on the desired
thickness. The anodization occurred in the dark and the (100)
polished c-Si wafers were either moderately or highly doped.
To remove the porous silicon film from the substrate,
electropolishing was employed in which the silicon atoms
were removed layer by layer and the porous silicon film was
separated from the wafer (lifted off). The process was con-
verted from porous silicon formation to electropolishing by
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diluting the HF while increasing the current density to approxi-
mately 100 mA/cm?. The freestanding LEPS:i films were kept
wet in ethanol to protect them from breaking during drying,
and layers thinner than ~5 ym were deposited wet on sapphire
windows and allowed to dry in air. Afterward, the LEPSi films
remained attached to the windows by van der Waals or electro-
static forces, similar to a technique used to mount ultrathin
-V semiconductor films.*> We chose sapphire windows
because of their optical flatness, high heat conductivity, and
high transparency from the IR to the UV. Figure 62.42 sum-
marizes some of the properties of a typical high-quality ultrathin
LEPSi film.

2. Experimental Results

Figure 62.43 shows results obtained with the pump at 2 eV
(which is well above the PL peak of 1.65 e€V) and various
probes at photon energies ranging from above to below the PL.
peak energy.*? Qualitatively similar results have been obtained
on all films, irrespective of whether they were pumped at 2 or
3 eV, in the entire probe wavelength range. These traces have
several interesting features:

» At all probe wavelengths, the absorption increases in-
stantly, then recovers in part very promptly to a
photoinduced absorption “plateau.”

¢ When the induced absorption is measured on a much
longer time scale, this “plateau” corresponds in fact to a
slow recovery of the photoinduced absorption.

» The recovery is nonexponential and depends on the
photoinjected carrier density: at low injected carrier
density, the prompt recovery is extremely fast and the
slower recovery takes tens of picoseconds, whereas at
high injected carrier density, the prompt recovery slows
down and the slower recovery speeds up.

The challenge is to interpret these results.

Our results indicate that porous silicon is not a direct-gap
semiconductor. In direct-gap semiconductors, bleaching is
observed after femtosecond excitation.*>46-52 This bleaching
results from the partial occupation of the final and initial states
by the photoinjected electrons and holes respectively, which
decreases the absorption at all probe wavelengths and espe-
cially near the pump wavelength immediately after excitation.
In the present experiments, we instead observe photoinduced
absorption, which occurs either in indirect-gap semiconduc-
tors®>34 orin amorphous semiconductors, 835 and is indicative
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Figure 62.42

Atomic-force-micrograph, thickness measurement, and optical transmission spectrum of a thin, porous film that has been lifted off the c-Si substrate and

deposited on a sapphire substrate.

of Drude absorption by free carriers. This observation con-
firms recent theoretical’6 and experimental?$-27 work, which
also suggested that red-emitting porous silicon remains an
indirect bandgap semiconductor. Figure 62.44 compares
femtosecond time-resolved data obtained under similar condi-
tions with GaAs (a direct-gap semiconductor), a-Si:H (an
amorphous semiconductor), c¢-Si (an indirect-gap semicon-
ductor), and porous silicon. Clearly, porous silicon and ¢-Si
have a very similar response, which in turn is quite distinct
from that of GaAs and a-Si:H.

The dynamics of the photoinduced absorption recovery are
consistent with the following model. The prompt recovery is
due to carrier trapping, presumably at the nanocrystallite
surfaces. The fact that trapping occurs on a ~100-fs time scale
should notbe surprising since a classical electron moving at the
thermal velocity will “hit” the surface every 30 fs. However,
not all nanocrystals have a “fast” trap, and the ratio of the
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amplitude of the slower recovery to that of the prompt recovery
is a measure of the ratio of the number of nanocrystals without
a fast trap to that of nanocrystals with a fast trap. In those
nanocrystals that have no fast trap, the photoinjected carriers
can only recombine or be trapped in “slow” traps. Assuming
that the slower recovery is due to recombination, we can
explain the intensity dependence. When the number of elec-
tron-hole pairs injected per nanocrystallite is less than 1,
recombination is probably radiative and relatively slow; when
the number of pairs injected exceeds 1 per nanocrystal, Auger
recombination becomes possible. In this process, one electron
recombines with one hole, and the excess energy is given to
another electron (or hole). This process is relatively efficient at
large carrier densities in bulk crystalline silicon and is expected
to be very efficient in nanometer-size crystallites, where the
overlap between the wave functions of the carriers is strong
and the momentum conservation rules that limit the Auger
rate in bulk silicon are somewhat relaxed. Furthermore, the
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Figure 62,43

Induced absorption measured with a probe pulse at different wavelengths
following carrier injection with a 100-fs-long, 2-eV pump pulse in a sample
that luminesces near 1.65 eV. The traces are similar at all wavelengths.

relative amplitude of the prompt recovery is expected to
decrease since in nanocrystallites with one trap the second
photoinjected pair can no longer undergo fast trapping.

We thus attribute the initial recovery to trapping of the
photoexcited carriers from extended states into surface states.
Theintensity dependence of the fastrecovery is consistent with
trap saturation. These traps are most likely not responsible for
the luminescence because trapping tends to become more
efficient when the luminescence efficiency decreases after
exposure to high-intensity UV light. However, the changes in
the ultrafast optical response remain small even after the lumi-
nescence efficiency drops by at least one order of magnitude.

Electroluminescent Devices

Electroluminescence (EL) was observed in LEPSi shortly
after the discovery of its strong photoluminescence.>’-6! It
was first detected during anodic oxidation in the electrochemi-
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Room-temperature photoinduced absorption measurements performed in
the pump-probe geometry at 2 eV in GaAs, crystalline silicon (c-Si), porous
silicon (LEPSi), and amorphous hydrogenated silicon (a-Si:H).

cal cell.! This EL and electrolyte electroluminescence were
shown to have a spectrum similar to the PL spectrum, with an
efficiency larger than 0.1%. Bsiesy et al.92 reported on tuning
the electrolyte EL throughout the broad PL spectrum by simply
changing the applied voltage from 0.8 V to 1.5 V.62 Cath-
odoluminescence has also been reported.63’64 In this section,
we focus on solid-state electroluminescent devices. In these
light-emitting devices (LED’s), electrons and/or holes are
injected into the porous layer where radiative recombi-
nation occurs.

The first LED made of porous silicon was demonstrated in
1991.57 It consisted of a metal/porous silicon/crystalline sili-
con structure similar to a Schottky barrier or more accurately
to a metal/ insulator/semiconductor (MIS) structure. Although
the device did electroluminesce, its efficiency measured at
room temperature was of the order of 10™4% to 10~5%. The
threshold voltage for observable EL was at first very high
(>> 10 V) but has since been reduced to less than 5 V. In our
recent work, we have been able to detect EL for applied
voltages below 1 eV in more complicated structures.55 Such
LEPSi MIS devices are very easy to fabricate since after
fabrication of the porous layer, the only additional step is the
evaporation of a thin metal film. Variations on this device
structure have since been published by many groups. The PL
and EL spectra are usually similar to each other, although in
some cases not identical®6:57 for reasons that are not clear. The
efficiency of these devices has remained low, although effi-
ciencies in the range of 102% and even higher have been
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quoted.58:%% Some of the most obvious reasons for the poor
efficiency are (1) the mechanism of carrier injection is not clear
and possibly inefficient; (2) the semitransparent metal contacts
absorb part of the luminescence; and (3) it is extremely
difficult to make a good contact over the large microscopic
surface area of porous silicon using line-of-sight deposition
techniques. In other LED’s indium tin oxide (ITO) is used as
the top electrode® instead of a metal. This approach has
several advantages, including potentially better contacts and
less light absorption by the ITO. We have found in our devices
that the efficiency of LED’s using ITO is consistently higher
than that of LED’s using metals such as Au or Ag. Contacts
made of conducting polymers have also been demonstrated’0
but the efficiency remained low.

The best published efficiency for porous silicon LED’s was
achieved using a somewhat more complicated device struc-
ture.%9 Figure 62.45 shows the proposed band structure and the
current-voltage (I-V) relationship for a similar device.66:71
The porous silicon p-n junction LED’s were fabricated in p-
type substrates with a resistivity of 5 to 10 Q cm. A high-dose
phosphorus implant was followed by a period of thermal
annealing to yield junction depths <1 um. Because holes are
required in the anodization process, light assistance is essential
to create n-type LEPSi. The LEPSi layers were thus formed by
electrochemical etching in a 1:1:2 solution of HF, H,O, and
ethanol, using a constant current density of 15 mA/cm? for 5
to 30 min. This anodization process produces LEPSi at a rate
of approximately 1 gm/min. To improve the homogeneity of

the LEPSI layer, the backside of the wafers was heavily doped
with boron, and a sintered Al film was used to create an
intimate backside ohmic contact. Following LEPSIi layer for-
mation, a semitransparent, 100-A gold film was deposited to
form patterned 0.2-cm? contacts. Using similar structures,
electroluminescence has been achieved from the near infrared
to the blue with nearly constant efficiencies (e.g., 0.005% in
the blue using indium contacts’2).

The band diagram proposed in Fig. 62.45 is based on an
analysis of the I-V curve, its temperature dependence, and the
C-V data.”! The Fermi level for n- and p-type LEPS] is taken
to be ~0.2 eV above and below the midgap respectively.
Thus, a small amount of band-bending is created within the
LEPSi layer. The presence of a p-n junction in the LEPSi
layer affects carrier transport, resulting in a rectifying I-V
relationship that is nearly exponential in forward bias
[ie., =1 (e"'V/ ”kT—l)]. The extracted ideality factor n was
found to be 2.1 at applied forward bias voltages of less than
0.5 V and at room temperature. At higher voltages there is a
large deviation from this behavior.”!

Frequency modulation measurements were performed on
LEPSi LED’s.%0 In this experiment, a peak-to-peak ac signal
of 10 V was applied to the device under a forward dc bias of
30 V. The modulated EL signal, detected and amplified with a
lock-in amplifier, is shown in Fig. 62.46. The output power of
an LED is related to the modulation frequency @ by

11—
1.00:- o0

0.10} 4

EL intensity (arbitrary units)
o
oo

I ERTTT IR ERT)

0.01 ISR ETIT | sotp vl
1000

0.1 1.0 10.0 100

22006

Frequency (kHz)

400 ——————————— . _
. , 1.12eV
300¢ 1.8eV E
~ L T T =<1 Ef X
T 200f v o cSiA h
L2 [ -7 P ]
< I ] ]
E . Porous Si ]
= 100:‘ .
of
B 1y )| P B NS B -
-10 =5 0 10
72008 Voltage (V)
Figure 62.45

Current-voltage relationship of a light-emitting porous silicon p-n junction
LED. The inset shows the proposed band diagram.

Figure 62.46

Frequency modulation response of the electroluminescence of porous silicon
p-n junction LED’s with (0) 0.2-ym junction depth and 5-ym LEPSi layer;
(®) 1-um junction depth and 10-um LEPSI layer. The 3-dB bandwidth can
exceed 100 kHz.
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where P(0) is the dc power, P(w) is the power at frequency , = i E
and ay) is the cutoff frequency. Table 62.V shows the relation- 8 - °nm ]
ship between the cutoff frequency of different device structures 8 103 . ° - =
and the corresponding PL lifetime 7p; . The fact that 27/« is X n
comparable to 7p; suggests that the EL response is controlled 102k * = ]
by the carrier lifetime; thus, it appears that the maximum speed E | ]
of the red p-n junction LEPSi LED’s is ~1 MHz. 10? . L
1 10
Table 62.V: Comparison of the EL time constant 22013 Voltage (V)
and the PL lifetime
Lo Figure 62.47
Sample Description 2 ay (4s) | Tpr, (Hs) Current-voltage relationship of two metal/porous-silicon/crystatline-silicon
AWLEPS;, 30-min etching 30 13 light-emitting devices.
p-n, 1 pm, 10-min etching 15 17 Prospects for Commercial Devices
- ] Light-emitting porous silicon has given a new impetus to
p-n, 02 jim, 5-min etching 0.86 0.7 silicon-based optoelectronics. Since the firstreport of efficient

When we prepare LEPSi MIS structures, not only is the
efficiency lower but the I-V curve indicates that the transport
mechanism is different and the maximum modulation speed is
lower. Figure 62.47 shows that the current-voltage curve in
forward bias follows a power law I ~ V%, with n > 2 in devices
where EL is detected.57-73 Such a behavior s typical of a space-
charge-limited current,”4 If the LEPSi layer can be modeled as
a perfect insulator, then

J=¢ ey uvt/d3,

where ¢ is the dielectric function of LEPSi, g, = 8.854 10712
F/m, p is the drift mobility in LEPS1, and d is the thickness of
the LEPSi layer. If deep traps or interface traps are present, the
current may increase faster than V2, and if the mobility is
electric field dependent, the current is no longer proportional
to V2, When frequency-dependent EL measurements are per-
formed, we find as expected that the drift time across the LEPSi
layer limits the device speed to at most 10 KHz.”! Using these
results, we have deduced a drift mobility of ~10~> cm?/V-s in
LEPSi layers prepared from 5- to 10-Q-cm p-type substrates
under light assistance.”! Finally, we note that when the LEPSi
layers were prepared so that the surface passivation involved
Si-O bonds and no Si-H bonds, the LED’s did not degrade even
after 100 h of continuous operation.67.73
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photoluminescence in the red/orange part of spectrum, much
progress has been achieved. Efficient luminescence has been
observed from the blue/near UV to past 1.5 ym, as shown in
Fig. 62.48. The quantum efficiency of LEPSi LED’s has
improved by at least four orders of magnitude since the first
solid-state EL device was demonstrated. Nevertheless, much
remains to be done before commercial applications of these
materials becomes a reality.”> Research should focus on im-
proving either the efficiency or the speed of LED’s. Better
efficiencies are required for optical display applications. In
addition, to be cost competitive, displays must be made using
silicon thin films, and not bulk wafers. Optical interconnect
applications, in contrast, do not require extremely high effi-
ciencies but do require data-transfer rates in excess of 1 Mbit/s.
Thus, for interconnects, the best hope seems to be the blue
luminescence. In this section, we briefly discuss four points of
relevance for technological applications. These are (1) ion
implantation and oxidation of LEPSi; (2) uniformity of LEPSi;
(3) mechanical stability of LEPSi; and (4) manufacture of
micron-size LEPS] structures.

The major advantage of LEPSi LED’s is that they could be
made on the same chip as Si electronic devices or integrated
circuits, which raises the important issue of their compatibility
with various microelectronic processing steps. We have per-
formed several studies?6-80 that have yielded encouraging
results. Ion implantation, a technique that is widely used in
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Figure 62.48

Normalized room-temperature photoluminescence spectra of various porous
silicon samples, as prepared (“red” region), after oxidation (“blue” region),
and after vacuum annealing (“infrared” region). The cutoff near 1.5 ymis due
to the Ge photodetector.

semiconductor technology, consists of bombarding the wafer
with donor or acceptor ions to produce the desired doping
profile. We have demonstrated’6:77 that LEPSi can retain its
strong photoluminescence after ion implantation with phos-
phorus and boron, provided that the dose does not exceed
~1014 cm™2. Another important processing step is oxidation.
As was discussed previously, oxidation at elevated tempera-
tures (T, 2 1000°C) produces LEPSi that emits in the blue. If
the oxidation is performed at very low temperatures (Toy <
600°C), the red luminescence disappears.2281 At these tem-
peratures, all the hydrogen that passivated the surface of the
as-grown LEPS] has been desorbed, and the oxide that is
formed is of extremely poor quality. The surface is thus
covered by dangling bonds,3% which act preferentially as
nonradiative recombination centers. However, as T, is raised
from 600°C to ~1000°C, the quality of the thermal oxide
improves, the density of dangling bonds decreases, and the PL
intensity recovers. Near 1000°C, the PL intensity of high-
efficiency LEPSi samples recovers to within a factor of 3 of
the initial intensity. The peak PL wavelength is also blue
shifted after oxidation above 600°C, in agreement with the
expected decrease of the silicon crystallite size after oxidation
of several silicon monolayers.2%

For device applications, itis highly desirable that the porous
layers have good cross-sectional and lateral uniformity. Previ-
ously published33:84 studies of depth uniformity lead us to
conclude that most samples are not uniform as a function of
depth, with the possible exception of thin LEPSi layers pre-
pared in the dark using p-type substrates. Spatially resolved

83

photoluminescence and Raman measurements have shown
that the first few microns usually possess a different
nanostructure from that of the deeper layers. As a result, both
the PL spectrum and its intensity change as a function of depth.
However, we have shown3%>3! that manufacturing of LEPSi
layers thicker than 10 ym with homogeneous cross-sectional
PL properties is possible under specific conditions. More work
must be done in this area to identify the conditions that lead to
uniform LEPSi layers with good luminescence efficiency.
Another issue is lateral uniformity, where we distinguish three
length scales. Uniformity over large areas (>>1 cm?) can be
maintained if the electrochemical cell is designed carefully. On
ascale of 1 to 100 um, however, uniformity is more difficult to
maintain. High-porosity layers tend to crack when they are
removed from the solution and dried, which leads to a surface
with a morphology reminiscent of a dry lake bed.83 Spatially
resolved photoluminescence (SRPL) maps of such surfaces
taken with 1-fim spatial resolution show large differences in
the local PL intensity, with regions that appear dark (no PL)
and bright (visible PL). Even layers that show no evidence of
cracking are often not homogeneous on a micron scale. Using
SRPL maps, we have shown33 that the surface of apparently
uniform samples is in fact made of a very large number of small
(~1-pm) regions that emit very bright PL and are separated by
>1 pm. With the knowledge that longer anodization times
generally produce less homogeneous surfaces, we have been
able to produce LEPSi layers that appear homogeneous on a
1-um scale by properly choosing the anodization param-
eters.83 Perfect uniformity on a scale of 10 to 100 nm is
almost impossible to achieve since the crystallite sizes are in
the nanometer range, although the results of Fig. 62.42 show
that, at least under specific conditions, the surface can be of
optical quality.

As mentioned previously, high-porosity samples have a
tendency to crack when dried. In addition, all LEPSi samples,
with the exception of those that have been oxidized at elevated
temperatures, have poor mechanical properties. A method that
improves the mechanical properties and allows the production
of high-porosity (295%) films without cracking and degrada-
tion of the crystallinity has been demonstrated.3 In this
technique, the as-prepared layers are supercritically dried in
CO, for a period of several hours. This “gentle” drying, which
maintains the structural integrity of highly porous materials,
has been previously used in sol-gel technology. Supercritical
drying of porous silicon appears promising. Further work will
help determine whether it is a necessary step for the develop-
ment of LEPSi LED’s.
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Finally, if LEPSi LED’s are to be integrated with silicon
microelectronic circuits for optical interconnects or other
applications, at least two developments are necessary:

e the size of the LED’s must decrease from ~1 mm? to a
few pm?; and

e the regions of the wafer where porous silicon is not
produced should be protected during anodization.

Very few studies have addressed these important is-
sues,”8:80:86 We have developed several processes that allow
us to make LEPS;i lines narrower than 0.5 pm and to protect
the adjacent silicon material (see Fig. 62.49). Although we
have yet to demonstrate a practical device employing this
feature, the ability to produce such ultranarrow lines suggests
that integration of miniature porous silicon LED’s with con-
ventional VLSI is indeed possible.

(@)

(1 . ‘m

I

N @

©)]

s NN

e e N T L N S S T Y WY ".
A4 LA EEE LSS

N e e LA Y NN N e A Y 4
A / s s, .-' 4-' AN NN NN

A A I R A N e A L Y N N Y
’, l’ -" [ f f f‘ f‘ 7 .-’ .-’ S A" .-' AN NN

R " " 3 s R R T

1000

PL intensity
(arbitrary units)
W
(=]

o
[

22014 Distance (um)

Figure 62.49

(a) Pre-anodization schematic of the mask structure. Layer (4) ¢-Si substrate,
(3) 100-nm-thick Si3N4, (2) 5-pm-thick crosslinked photoresist, and
(1) 1-um-thick capping resist. (b) PL map after anodization.
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Conclusions

Porous silicon, a promising new material for silicon opto-
electronics, has been demonstrated to photoluminesce at
room temperature with an efficiency between 0.1% and 10%.
Its luminescence spectrum, intensity, and lifetime are highly
sensitive to the growth and processing parameters. Light-
emitting devices (LED’s) made of porous silicon have already
been demonstrated throughout the visible range. Since the
peak of the photoluminescence spectrum of porous silicon can
be changed from the blue/violet to wavelengths past 1.5 um,
itis conceivable that LED’s will be made over the same range
of wavelengths. Despite some impressive progress, much
work still remains to be done before commercial LED’s can
be envisioned, even in the visible range. Nevertheless, because
of its compatibility with silicon microelectronics, porous sili-
con is a material worthy of further scientific and techno-
logical investigations.
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Time-Dependent Reflection and Surface Temperatures during CO,
Laser Irradiation of Dental Hard Tissues with 100-us Pulses

Lasers, including CO, lasers operating around A = 10 yum, are
being used frequently in dental soft tissue surgery and some
dental hard tissue applications. In addition, pulsed CO, laser
irradiation has been applied successfully for in vitro caries
(dental decay) prevention or retardation.! For this application
the laser is used for very localized surface heat treatment with
or withoutinducing visible changes in the surface morphology.

For all laser applications to dental hard tissue the tempera-
ture increase in the pulpal region must be kept below ~4°C
lest the pulp be damaged. If thermally induced modifications
at or near the (enamel) surface are desirable while avoiding
excessive subsurface thermal assault, it is advantageous to use
a laser wavelength whose absorption length is very small, i.e.,
whose absorption coefficient is very large. For CO, laser
radiation around 10 um the absorption coefficients are very
large? (see Fig. 62.50), ranging from ~5,000 cm™! at 10.6 um
to 31,000 em™! at 9.6 pum, with corresponding absorption

CO, laser lines
9.3 um
9.6 um

100

Transmittance (%)
L
S

Phosphate
absorption
I T bands
0 ! { 1 Ity ! |
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Figure 62.50

Absorption spectrum of dental enamel around the four major CO3 laser lines.
The absorption band in this region is due to vibrational bands in the phos-
phate bonds.
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depths between 2 and 0.3 um. These high absorption coeffi-
cients are due to intrinsic molecular vibrations of the phosphate
ions (PO stretching modes) of the mineral constituent (car-
bonated hydroxyapatite) of the dental hard tissue. Pastresearch

has found this region of the spectrum to be of particular interest .

for caries retardation.!

Pulses of appropriately short duration, in addition to short
absorption lengths, are essential to avoid excessive subsurface
heating. To avoid excessive heating at depths Ax> 10 um, one
must choose pulse durations of the order of, or less than, the
relaxation time (7=Ax2/4K =60us, x=4x1073 cm2/s =
thermal diffusivity) associated with this distance. While only
approximate, these numbers are useful guides. Longer pulses
or smaller absorption coefficients will heat thicker layers.

Very high absorption coefficients typically occur near reso-
nances. All resonance transitions are typically temperature
sensitive. For electronic transitions the peak absorption de-
creases with temperature while its width increases, but the
resonance frequency remains constant. For vibrational reso-
nances, S. S. Mitra3 shows the temperature dependence of
vibrational resonances in nonmetallic solids (e.g., MgO). The
peak absorption coefficient drops rapidly between room tem-
perature and ~600°C, and the absorption band broadens and
shifts toward longer wavelengths. The frequency shifts are at
least partly due to the lengthening of the bond distances. The
resonances are typically asymmetric, and their shapes and
values depend on the particular material.

Basic optics theory relates the absorption coefficient and
index of refraction through the Kramers-Kronig relations.*
The textbook index of refraction typically has a maximum on
the long-wavelength side of the resonance and a minimum on
its short-wavelength side. For vibrational transitions the be-
havioris qualitatively similar, though generally more complex.
Nevertheless, as the temperature increases and the absorption
decreases and shifts toward longer wavelengths, the index of
refraction exhibits similar behavior, i.e., its peak values drop
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and the resonance broadens and shifts toward lower frequen-
cies (longer wavelengths). We note that a similar temperature
dependence of the strong absorption coefficient for water near
A =3 pm has been reported in the literature.5~7

Associated with the index of refraction, n, is the well-
known Fresnel reflection given by R=(1- n)? / 1+n)2.
‘When the absorption coefficient is very strong (as itis typically
near a resonance transition), the index of refraction becomes
complex and can be written as n = n, + ik, where n,.is the real
part of the index of refraction, i = '\/-——1 , and k is the extinction
coefficient. The extinction coefficient is related to the absorp-
tion coefficient by o= 4mk/A. Under these conditions the
above Fresnel-reflection formula is rewritten as

R=[(1-n,) +22] [ n ) +42]. 0

‘We note that for either r, or k (or both) >> 1, the reflection
coefficient approaches 100%! In fact, for enamel at A=9.6 um
we find R = 50%, while for A=10.6 yum we find R= 13%. These
measurements were first reported by Duplain? for bovine
enamel and have been verified in our laboratory for both
bovine enamel and human enamel. Thus, if either k and/or n,
decreases due to their temperature dependence, the corre-
sponding surface reflection decreases. While this observation
certainly holds in the immediate vicinity of aresonance, farther
away the reflection losses could actually increase with tem-
perature due to the temperature dependence of the complex
index of refraction.? The most dramatic changes in both n,
and k occur at rather modest temperatures below 600°C to
900°C with changes by factors of >2 being quite plausible.3

Since the surface temperatures during CO, laser irradiation
can easily reach 1000°C or more, we can expect significant
changes in the reflection coefficient during the laser pulse.
Concomitant with a reduced reflection is increased energy
coupling to the irradiated substrate; thus, the apparently para-
doxical situation can arise where the absorption coefficient
decreases while the absorbed energy increases, albeit over a
greater volume.

In this article we report on time-dependent reflection and
surface temperature measurements for laser-irradiated dental
hard tissue at two of the four major CO, laser wavelengths
(9.6 and 10.6 um). These wavelengths were chosen for their
potential usefulness in caries retardation if appropriate irradia-
tion conditions are chosen.!
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Method

Time-resolved reflection and surface temperature measure-
ments were carried out using the experimental setup illustrated
in Fig. 62.51. The light collector for the surface temperature
measurements is an elliptical, thodium-coated mirror (left side
in Fig. 62.51) with an entrance hole at the top for the CO, laser
beam. All thermal radiation emitted into the upper hemisphere
was collected and imaged onto the HgCdZnTe detector,
which has a time response of ~1 us. The broadband filter
shields the detector against scattered laser radiation and passes
the thermal radiation between 5 and 9 um. The signal from the
detector was acquired by a digital oscilloscope (TEK2440)
and recorded by a personal computer.

The time-resolved reflection measurements were made
using a gold-coated integrating sphere as alight collector (right
side in Fig. 62.51) with a broadband filter in front of the
detector. The filter passes the laser light and adjusts the light
level at the detector for optimum detection.

The recorded pyrometric signals were converted to surface
temperatures using a calibration procedure described by Fried
et al.8 Synthetic carbonated hydroxyapatite (CAP) heated in a
furnace at a known temperature of up to ~1000°C was em-
ployed as a calibration standard. A known area of the sample
was imaged onto the detector using the same broadband filters
as in the actual experiment. The results indicate that the
emissivity is close to unity, i.e., the thermal emission from our
samples is close to blackbody emission. However, we have no
independent measurement of the absorption depths in the
region between 5 and 9 ym. For the moment we assume that
this absorption depth is small compared to the depths over
which a given temperature is measured. This assumption is
tenuous and must always be kept in mind when interpreting
temperature measurements.

The strong temperature dependence of the total blackbody
emission (AcT?, A = emitting area, ¢ = Stefan-Boltzmann
constant, and T = absolute temperature) renders such a mea-
surement insensitive to the exact value of A. Likewise, this
strong temperature dependence strongly biases the measure-
ment toward the peak temperature. Our actual measurements
are carried out, however, in a fixed and limited wavelength
interval (5 to 9 um) causing the measured signal to follow a
lower-power law (smaller exponent in 7), which furthermore
changes with temperature. While the calibration procedure
takes this effect into account, the temperatures deduced from
these measurements are more sensitive to the exact value of A
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and less strongly biased to the maximum temperature in the
area measured. As a consequence, assigning error bars to
these measurements is rather difficult.

The tooth samples are unerupted, human third molars with
a polished (1-um grit size) enamel or dentin surface. The
polished teeth are sonicated to remove the smear layer and
polishing debris; the efficacy of this procedure is verified using
scanning electron microscopy.

Our wavelength-tunable CO, laser (Pulsed Systems, Los
Alamos, NM) is capable of delivering up to 200 mJ in pulses
of 50 s to 1 ms and is tunable from 9.3 to 9.6, 10.3, and

10.6 um. At present we believe that the 100-us pulse duration
is the most suitable for caries retardation applications.

Results and Discussion
1. Time-Resolved Reflection in Dental Enamel

Typical time-resolved reflection measurements of human
dental enamel are shown in Fig. 62.52 for A=10.6 and 9.6 ym.
These wavelengths have the largest difference in absorption
coefficient (see above) and therefore are expected to exhibit
the largest difference in thermal behavior. For both wave-
lengths the reference pulse shown represents the reflection
from an enamel surface irradiated at low fluence (~1 J/cm?)
scaled to 6 J/cm? (i.e., six times the reflected signal at 1 J/cm?).

(@) ®
| | T | |
) X3 Reference // \‘\\ Reference
> B R ~ 13%) T \ (R~50%)
SRS 4f- | \ .
25 1 !
\
% 2 B 6 Jem2" 3 / ) \ 7
L 2l | R~30% 4
R \
g L o
A=10.6 um A=9.6 um ~
0 | ! ! 0 ! ! >
0 50 100 150 200 O 50 100 150 200
E7441 Time (us) Time (us)

Figure 62,52

Time-resolved reflection from polished human dental enamel for two CO laser wavelengths at low (~1-J/cm2) and high (~6-J/cm?2) fluence, (a) A= 10.6 um,
(b) =9.6 pm. The reference (low-fluence reflection) is linearly scaled to that expected at high fluence and mirrors the incident pulse shape. The overall low-

fluence reflections are ~13% and ~50% at 10.6 ym and 9.6 um, respectively.
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This reference is identical in shape to the incident laser pulse,
implying no change in reflectivity during the pulse at that
fluence. For the 10.6-um reflection data [Fig. 62.52(a)]
there is essentially no change in reflectivity as the fluence is
raised from 1 J/cm? to 6 J/cm?. In contrast, for 2 = 9.6 um
[Fig. 62.52(b)] there is a very marked difference between the
reflection signals registered for the two fluence levels. While
the overall reflection loss atlow fluence is ~50%, the reflection
losses drop to ~30% at 6 J/cm?; thus the amount of energy
actually absorbed by the enamel increases at the higher
fluence. These observations are consistent with the tempera-
ture-dependent absorption and reflection coefficients that are
expected to decrease for the most highly absorbing CO, line at
>6 J/cm?2, while remaining quite unaffected at 10.6 um. At
10.6 pm the absorption is low and relatively far from the main
vibrational resonances (see Fig. 62.50). On the basis of quali-
tative similarities with MgO we would expect no significant
changes in either the absorption or reflection coefficient this
far from the main resonance.3

2. Time-Resolved Temperatures in Dental Enamel
Time-resolved temperature measurements show a great
variety of behavior depending on whether enamel or dentin is
irradiated and whether one looks at the first, second, tenth, or
subsequent pulses.? At present we believe that these initial
pulse-to-pulse changes in the temperature measurements re-
late to burnoff (blowoff) of the organic constituents of the
dental hard tissue as well as some surface melting and recrys-
tallization of the mineral substrate. After approximately ten
pulses, the surface typically stabilizes, and temporal tempera-
tures like those shown in Fig. 62.53 are obtained reproducibly.
We note that for 9.6- and 10.6-um irradiation with single,
6-J/cm?, 100-us pulses, the peak surface temperatures are
quite similar for the two wavelengths with the peak surface
temperature at 9.6 um being slightly higher. The energy coupled
into the sample is smaller by ~25% at 9.6 1m due to reflection
losses (see preceding section). The deposited energy density
near the surface is still larger, however, at 9.6 ym due to the
higher absorption coefficient (shorter absorption depth)—
even after allowing for the temperature dependence of the
absorption coefficient and heat conduction into the interior of
the target. The crossover of the two curves reflects the fact that
at 9.6 um less energy is deposited in the sample over a shorter
distance than at 10.6 um. This leads to higher surface tempera-
tures at early times, while atlater times, when thermal diffusion
has heated a larger part of the sample, the detailed laser-energy
deposition is unimportant and the measured surface tempera-
tures reflect only the total energy deposited. We also note that
atlower fluences (such as 4 J/cm?) the temperature profiles for
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Time-resolved temperatures for enamel irradiated with 100-us CO> laser
pulses at 9.6 and 10.6 gm and a fluence of ~6 J/cm?2. The peak surface
temperature for 9.6-um irradiation is slightly larger than at 10.6 gm due to
the higher absorption coefficient and in spite of the higher surface-reflection
losses at this wavelength.

9.6- and 10.6-um irradiation of dental enamel are quite differ-
ent, with 9.6 ym giving a markedly higher peak temperature.’

3. Time-Resolved Reflection in Dentin

The time-resolved, high-fluence (>6-J/cm?)reflection from
dentin surfaces exhibits a similar wavelength dependence to
enamel. Here, too, we plot the time-resolved reflection after a
number of pulses have stabilized the dentin surface. The
reflection curves for prior shots are clearly affected by the
blowoff of the organic constituents and water. After ~20 shots,
scanning electron microscope (SEM) images at 60,000x
magnification reveal a melted and recrystallized mineral sur-
face devoid of organic material and quite like that obtained
with enamel. All subsequent shots cause no further material
blowoff from the surface as judged either optically or acousti-
cally. Lower-magnification SEM images show differences
between multiply irradiated dentin and enamel samples with,
e.g., the dentinal tubules remaining open. The differences
between the reference profile and the 6-J/cm? reflection pro-
file at 9.6 um [Fig. 62.54(b)] appear noticeably smaller than
for enamel [Fig. 62.52(b)]. These differences largely dis-
appear when one takes into account that the low-fluence
reflectivity of irradiated dentin increases? from R = 17% to
R = 22% after the dentin surface has been recrystallized by
multiple irradiation at 6 J/cm2. We therefore surmise that the
basic absorption process is the same for irradiated enamel and
dentin but the density of dentin near the surface is still some-
what lower than that of enamel. Under these conditions the
overall absorption and reflection coefficients would be re-
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Figure 62.54

Time-resolved reflection from dentin irradiated at (a) 10.6 #zm and (b) 9.6 um. The reference pulse is the reflection at 1 J/cm?2 scaled to 6 J/cm? and is identicat
to the incident pulse shape. The strong wavelength dependence of the reflection at 9.6 um is connected with the temperature-dependent absorption coefficient

as in Fig, 62.52,

duced, but the relative change in reflection due to the tempera-
ture-dependentabsorption coefficient would remain unchanged,
consistent with our observations.

Conclusions

‘We have observed the first experimental evidence of time-
dependentreflection in COy-laser-irradiated dental hard tissue
at 9.6 um, while no differences in reflectivity were observed at
10.6 pm. Using the known relationships between surface
reflection and high absorption coefficients, we have related the
reduced reflection for the high-fluence, 9.6-um data to the
temperature dependence of the absorption coefficient. This
temperature dependence is much more pronounced in the
immediate vicinity of the strong vibrational bands of the
phosphate ions (9.6 um) than farther away (10.6 yum). We have
also seen direct evidence of this temperature-dependent ab-
sorption in time-resolved temperature measurements using
fast photodetectors.

These data show that an appropriate choice of wavelength
and pulse duration allows fine tuning of morphological sur-
face modifications of irradiated dental hard tissue. Such fine
tuning is expected to permit optimization of the laser-irradia-
tion conditions for the purpose of caries reduction in dental
hard tissue.
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Initial Performance Results of the OMEGA Laser System

An important step in the U.S. inertial fusion effort toward
demonstrating ignition and modest gain in the laboratory is the
validation of high-performance direct-drive fusion capsules.
The scientific program at UR/LLE! is aimed at studying near-
ignition conditions in direct-drive capsules that achieve ion
temperatures of 2 to 3 keV and fuel areal densities of 0.2 g/cm?.
Such capsules are expected to achieve convergence ratios
greater than 20 and experience Rayleigh-Taylor (R-T) growth
factors in excess of 500. The OMEGA laser system has been
upgraded to demonstrate these near-ignition conditions. The
system has now produced up to 37 kJ of UV energy on target
in 60 beams. Ultimately, the system will provide versatile pulse
shapes and produce high irradiation uniformity (1%-2%) on
the capsule.

The preliminary design? for the upgraded OMEGA system
was completed in October 1989. Detailed design commenced
in October 1990. In December 1992, the 24-beam OMEGA
laser fired its last shot before being decommissioned to allow
for the construction of the upgraded system. Ten months later,
the building modifications were completed and laser construc-
tion began. In January 1994, the pulse generation room (PGR)
began operations, and, in April 1994, the entire driver was
activated. The first full OMEGA beamline was completed in
December 1994 and produced 800 J in the IR and 606 J in the
UV. In February 1995, a single UV beam irradiated a target. In
March, the first 60-beam laser shot was fired, and in April, all
60 beams irradiated a target. The final acceptance tests for the
system were performed on 2 May 1995.

The acceptance criteria for the upgraded system were the
demonstration of target irradiation with 30 kJ of UV energy in
60 beams with ~750-ps Gaussian pulses and the achievement
of a beam-to-beam energy balance of 10% rms. This article
provides a brief description of the laser system and then
presents the initial system performance results that met and
exceeded the acceptance criteria. Specifically, targets were
irradiated with UV energies up to 37 kJ, and the beam-to-beam
energy balance was better than 8%. Overall frequency-conver-
sion efficiencies of 75% were routinely obtained. The full laser
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system was operated for 15 shots with a 1-h shot cycle,
including nine consecutive target shots.

OMEGA is a Nd:glass laser in the master oscillator-power
amplifier (MOPA) configuration (see Fig. 63.1). It uses rod
amplifiers up to a beam diameter of 9 cm, followed by disk
amplifiers up to an output aperture of 20 cm in the IR. Each
amplifier is followed by a spatial filter. The 60 IR beams are
expanded in the final spatial filters to a 28-cm aperture and
converted to 351 nm using KDP crystals in the type II/type II
polarization-mismatch frequency-tripling configuration de-
veloped at LLE.3* The beams are uniformly distributed around
a 3.3-m-diam target chamber and focused onto target with f/6
lenses. (The effective fnumber based on the beam diameter is
approximately 6.7.) Details of the design and configuration of
the laser system can be found in other LLE Review articles. In
Ref. 5, an updated description of the system included design
changes since the preliminary design.2 More details were
given in Ref. 6 (laser drivers and laser amplifiers), Ref. 7
(power conditioning, control systems, optomechanical sys-
tems, major structures, and the target area), Ref. 8 [the
large-aperture ring amplifiers (LARA’s)], and Ref. 9 (the final
design review prepared for the Department of Energy). This
article presents performance results for the driver, the power
amplifiers, frequency conversion, the harmonic energy diag-
nostic system, the temporal laser pulse shape, and the target-bay
alignment and pointing systems.

Driver

The OMEGA driver generates optical pulses that are ampli-
fied, frequency converted, and eventually irradiate the target.
To provide precise control of the on-target irradiation for
fusion experiments, the driver must provide a beam that is
stable and appropriately shaped in space, time, and frequency.
In the acceptance tests the amplitude stability of the OMEGA
driver was demonstrated to be better than 2% rms.

Figure 63.2 depicts the configuration of the driver, which
begins with a master oscillator that produces ~10-nJ, 80-ps
Gaussian pulses at a rate of ~76 MHz. These pulses seed
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feedback-stabilized regenerative amplifiers (regens), which
produce ~0.5 mJ per pulse with a pulse width ranging from
0.5 ns to 5 ns. A pulse-shaping system, not yet implemented
and not shown in Fig. 63.2, will temporally shape the master-
oscillator pulses before injection into these regens. It will be
possible to inject independent pulse shapes into each of the

TC2998a

three regens (main pulse, foot pulse, and backlighter). For the
acceptance tests described here, a Gaussian pulse of ~800-ps
duration was produced using an etalon in the main-pulse regen.
The pulse-shaping system and the foot-pulse and backlighter
beams were not required.

Fig. 63.1
OMEGA laser system configuration.
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The regens largely dictate the stability and reproducibility
of the driver, which is why an amplitude feedback mechanism
was implemented. This approach to stabilization has produced
output pulses that have amplitudes and pulse widths with shot-
to-shot variations of <1.5% rms. In addition, the time jitter
between pulses from separate oscillators has been measured to
be =30 ps rms. This low jitter permits the operation of synchro-
nized oscillators for the main, foot, and backlighter pulses as
well as ancillary oscillators/amplifiers to drive fiducials and
probe beams needed for the diagnosis of fusion experiments.
The wavelength of the pulses is monitored on every shot using
Fabry-Perot interferometers that provide 0.05-A wavelength
resolution; care is taken to ensure that the wavelength remains
constant to that accuracy so as not to compromise the fre-
quency-conversion crystal (FCC) alignment.

To conserve space in the laser bay and enhance performance
reliability, most of the driver gain is provided by a large-
aperture ring amplifier (LARA). For the acceptance tests,
LARA amplified the regen output from <1 mJ to ~1 J and a
single-pass, 64-mm amplifier then amplified the pulse to ~5 J.
LARA is a 40-mm, four-pass, imaging ring amplifier capable
of producing energies =15 J in 1 ns. LARA is compact and fits
easily on a 5-ft x 10-ft optical table. Figure 63.3 demonstrates
the LARA gain performance in its four-pass configuration.
Gains of up to ~4 x 10* have been achieved. This performance
largely exceeds current requirements and thus ensures that
schemes to improve the irradiation uniformity, which require
additional driver gain, can be accommodated without compro-
mising the full output-energy performance of the system. The
high quality of the output beam from LARA is clearly demon-
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Fig. 63.3

Performance results for the main-pulse LARA. The gain is given as a function
of bank energy for four-pass operation. The bank energy is determined from
the charging voltage indicated.

strated by the near-field image and interferogram (Fig. 63.4)
obtained during tests at full aperture (37 mm) for a pulse width
of ~1 ns. The peak-to-valley phase distortion [Fig. 63.4(b)] was
measured to be less than one wave at A= 1 ym, while random
intensity fluctuations were <10% rms. Under normal operat-
ing conditions on OMEGA, only the ~20-mm central region of
the LARA aperture is used, resulting in <A/4 phase error (peak
tovalley). The slight edge enhancement of the near-field image
is due to the input beam apodizer that was designed for a lower
output energy.

Fig. 63.4

(a) Near-field image and (b) interferogram of
37-mm-diam beams at the LARA output. The beam
energy was 13.7 Jin (a) and 17.8 J in (b).

37 mm 37 mm

EG6805
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The OMEGA driver is used to shape the output spatial
profile of the laser (see Fig. 63.5). This is characterized by two
features: the intensity profile and the location of the outer
“edge” of the beam. (To maintain alignment and prevent
modulations due to vignetting of the beam, an edge is needed
to define the beam.) Each of these features is determined by the
profile at an image plane in the driver that is relayed through
the system by the spatial filters. To ensure high extraction
efficiency in the disk amplifiers and high frequency-conver-
sion efficiency, it is important that the output spatial profile of
the laser be flat. The input beam profile must therefore com-
pensate for the radial gain variation exhibited by the rod
amplifiers of the system (stages A through D). This is done by
placing a serrated apodizer!0 at the input to LARA and irradi-
ating it with an appropriately sized beam from the PGR. Using
alaser propagation code (RAINBOW) and the measured radial-
gain profiles of each class of amplifier (40, 64, and 90 mm), the
apodizer transmittance and input beam size have been de-
signed to produce the desired beam intensity profile at the
output of the system (the solid line of Fig. 63.5). For the tests
reported here, the apodizer was used to shape the spatially
Gaussian beamn from the PGR. The beam edge is set entirely by
the transmittance of the apodizer. The LARA spatial filter
removes the high spatial frequencies created by the serrations
while preserving the desired low-frequency beam shape. As a
consequence, the pinhole in this filter is the tightest in the
whole laser system—just five times the diffraction-limited
size for its 2.0-cm beam.

0S5 —————————7—— 1

Output |
A/ utpu_

04

03

02 |

Relative beam intensity

0.1

0.0 —— — L
-30 -15 0 15 30

G3817 Beam radius (cm)

Fig.63.5

One-dimensional lineouts of the IR spatial intensity profile at the input to the
amplifier chain (dashed line, scaled with the beamline paraxial magnifica-
tion) and at the output of the final (stage-F) spatial filter (solid line). The input
profile is strongly center-peaked to compensate for the radial gain profiles in
the rod amplifiers.
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Power Amplifiers

The OMEGA system has been designed to propagate the
complex temporal pulse shapes required for direct-drive tar-
gets.1l The system is staged for equivalent Gaussian pulse
widths in the range of 0.5-3.0 ns. The 0.5-ns pulses are
sufficiently short that it has been necessary to emphasize high
gain in order to minimize B-integral effects.}2 For 3.0-ns
pulses, on the other hand, the performance is limited by the
damage fluences.

A staging diagram of the OMEGA laser is shown in
Fig. 63.6. Values are given for the energy, fluence, and accumu-
lated B-integral at various points for a 750-ps, tempo-
ral-Gaussian, spatially flat-topped pulse. Circular polarization
is propagated through all of the 64- and 90-mm rod amplifiers
to reduce non-azimuthally symmetric (i.e., “Maltese cross”)
beam modulation due to component birefringence (particu-
larly in the rods), to reduce the B-integral in the rods,!3 and to
reject retroreflections from optical components at the circular
polarizers.14 The laser performance used for the acceptance
tests was approximately as shown in Fig. 63.6.

The beam splitting necessary to produce the requisite 60
beams is performed using a combination of wave plates and
polarizing beam splitters. The first split is the stage-A split, in
which the driver is split into three beams before the A ampli-
fiers. The other splits are similar, except for the number of
output beams, and will not be described in detail. The input to
the stage-A splitter is first repolarized by a liquid-crystal
circular polarizer!4 to eliminate changes in the splitratio in the
event that the input polarization were to change. The input
beam is then converted to linear polarization by an adjustable
quarter-wave plate followed by a polarizing beam splitter that
divides the beam into a high-contrast p-polarized beam and an
s-polarized beam containing a small amount (<4% of the input
intensity) of residual p-polarization. The p-polarized beam
constitutes one of the three split outputs. The s-polarized beam
passes through an adjustable half-wave plate and is split two
ways by another polarizing beam splitter, forming the remain-
ing two output beams. Each of the three output beams is
reconverted to circular polarization by a rotatable quarter-
wave plate and repolarized by another circular polarizer before
leaving the split. The optical paths in the legs of the split are
equalized to maintain relative beam timing. All mirror and
beam-splitter reflections are kept in the same plane.

For the acceptance tests, the input energy to the A split was
~5 J. Each of the resulting three beams was amplified by a
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Fig. 63.6

Staging diagram of an OMEGA beamline through stages A-F (not to scale) for an input Gaussian pulse of 0.82-ns FWHM.

factor of 10 by a 64-mm-diam, stage-A rod amplifier (with a
61-mm clear aperture). After spatial filtering, each of these
beams was split vertically into five beams in the stage-B split,
for a total of 15 beams with ~3 J per beam. This provided
adequate drive for the subsequent 64-mm and 90-mm rod-
amplifier combination (stages B and C) located in each of the
15 beamlines to produce ~100 J at the final, four-way, stage-C
split. (This is essentially identical to a beamline of the old
OMEGA system where a 2-J drive in each of 24 beamlines
produced just over 100 J at the output.) The final three ampli-
fiers in each beamline in the upgraded system (the stage-D rods
and the disk amplifiers of stages E and F) generate 97% of the
system output energy for a 0.7-ns pulse. A drive of 22 J at the
stage-D rod produces over 1 kJ of IR energy at the output of the
stage-F amplifier.

Frequency Conversion

The IR output of OMEGA is frequency tripled to 351 nm
using two type-Il KDP crystals per beam.3* To guarantee high
harmonic conversion it is necessary to maintain the proper
phase-matching angles in the crystals. This requires precise
control of the crystal orientation, the beam wavelength, and the
crystal temperature. In addition, to ensure the optimum ratio of
fundamental and second harmonic in the second (tripler)
crystal, high-contrastlinear polarization is required at the input
to the first (doubler) crystal. For this reason a large-aperture
polarizer is placed in each beam just before the crystals. The
wavelength of the driver is constantly monitored by diagnos-
tics with 0.05-A resolution, and care is taken to maintain a
constant wavelength. The crystals are maintained at the ambi-
ent temperature of the laser bay, which is nominally controlled
to +0.5°F. Variations in crystal temperature will be actively
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compensated for by using empirical temperature-tuning curves,
although this has not yet proven necessary.

Prior to the installation of the crystals, the peaks of the
angle-tuning curves for the doublers and triplers were found by
using an off-line tuning procedure that used one of the remain-
ing two OMEGA drivers not required for system activation.
Configured to produce 100-ps, 2-mJ pulses at 5 Hz, this driver
irradiated frequency-conversion cells (including the doubler
and tripler) with a weakly converging beam of about 1 cm in
diameter [see Fig. 63.7(a)]. This produced a spread of angles
that included the optimum phase-matching angle for each of
the crystals.!? By properly referencin g the experimental setup,
the tuning peaks and thus the correct orientations for the
doubler and tripler crystals could easily be determined in a
single 20-shot (4-s) exposure of a CCD camera. Figure 63.7(b)
shows one such exposure. The central lobes of the characteris-
tic sinc?(x) intensity distributions for the green from the
doubler (band AB) and the UV from the tripler (band CD)
intersect at the optimum tuning position (marked with an “x”).
The other broad band across the image (EF) is produced by rays
that are phase matched for doubling in the tripler. The broadness
of the second-harmonic (green) bands results from the relative
insensitivity of doubling to changes in the ray angle along the
o axis of each crystal. The CCD image is produced by a
combination of all three wavelengths, with greatest sensitivity
to the UV. Thus, there are many bands parallel to AB corre-
sponding to green side lobes in the doubler, mostly imperceptible
in the image; however, whenever these lobes intersect the line
CD, i.e., are phase-matched for tripling, the UV generated is
evident as a series of elliptical images. These images are
narrower in the tripler tuning direction (parallel to AB) than in
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Fig. 63.7

(a) Off-line tuning technique for the frequency-conversion crystals (FCC’s). A small-aperture (1-cm) beam is weakly focused through the FCC’s onto a
CCD camera; (b) resulting spatial pattern on the CCD. By identifying the ray in the converging beam that generates optimum UV, indicated by an “x,” the
necessary angle tilts of the FCC assembly in each of the two orthogonal directions may be determined. The arrow indicates the e axis of the doubler and the

o axis of the tripler.

the doubler tuning direction (parallel to the arrow) because of
the greater sensitivity of the tripler to the detuning angle.

The crystals were installed in the OMEGA system at the
peak position as determined by the off-line tuning system.
High-power angle-tuning scans were then performed about
that position at 30% beam energy (300 J IR) with just three
shots each for the doubler and tripler. In this procedure the
doubling and tripling conversion efficiencies are fitted to the
respective theoretical tuning curves, which are well repre-
sented as quadratic. The peak tuning positions were determined
with a precision of 50 urad. The differences between the
high-power peak tuning positions and those found from the
off-line procedure were less than 125 yrad rms. This difference
was presumed to be due mainly to a temperature differential
between the off-line tuning setup and the location of the
crystals in the OMEGA system. Even though no temperature
compensation was applied to the crystal positions during high-
power tuning, remarkably stable frequency-conversion
efficiencies (70%—75%) were routinely achieved over a two-
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week period of activation shots. These results demonstrate the
stability of the opto-mechanical alignment and the temperature
control in the OMEGA facility.

Figure 63.8 is a plot of the 3@ conversion efficiency versus
the IR intensity incident on the crystals. The conversion
efficiency is defined as the UV energy output from the crystals
divided by the IR energy input to the crystals. The incident
intensity is calculated using the input IR energy inferred from
the energy measurement system, the IR beam profile shown in
Fig. 63.5 (which has a nominal diameter of 27 cm), and the
measured IR pulse width of 725 ps at the input to the crystals.

The achievement of frequency-conversion efficiencies
greater than 70% is the result of a concerted effort to produce
input IR beams that are highly suited for conversion. The
beams have nearly flat intensity profiles with fill factors of
~90%. [The fill factor is the ratio of the integral of the actual
beam shape to that of a flat (i.e., ideal) beam filling the clear
aperture.] The intrinsic polarization purity of the disk amplifi-
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Fig. 63.8

Measured and predicted 3w energy conversion efficiency as a function of
input IR intensity. The predictions take into account the experimental spatial
profile of Fig. 63.5.

ers (depolarization <1% at any point in the clear aperture) and
the low stress birefringence induced in the spatial-filter lenses
produce beams that contain pure linear polarization with a
contrast greater than 100:1 at all points in the clear aperture.
The high-contrast linear polarizers (contrast of ~500:1) then
produce beams that have a very high resultant contrast at the
input to the crystals. Also, the laser was designed to produce
high wavefront quality: in each beamline the accumulated B-
integral isless than4 radians (at 1 ns), and the optical tolerances
are consistent with beams that are <14 times diffraction limited
at 351 nm. (Measurements of the optical wavefront quality of
OMEGA beamlines are planned for early FY96.)

The measured conversion efficiencies shown in Fig. 63.8
are generally in good agreement with predictions of the code
MIXER A4 However, some differences may be noted. In particu-
lar, the system seems to generate slightly more UV than
predicted, especially at the lower intensities. One possible
explanation is that the nonlinear coefficient dsg /g usedinthe
code for Fig. 63.8 is a little too low. The value used for both
crystals, dsg/€9=0.39 pm/V, is the same as that inferred
from the experiments of Ref. 3 and subsequently accepted as
standard.!6 (This value is quoted according to the now-agreed
definition of Ref. 16, which is a factor of 2 lower than the defini-
tion used in Ref. 4, where dsq /€y was quoted as 0.78 pm/V.) A
higher value of dsg in the tripler, which could be within the
measurement error bounds of Ref. 3, would have the effect of
shifting the theoretical curve to the left. The scatter in the
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experimental data probably reflects variations in the crystal
temperatures, which were not compensated for during the
acceptance tests, so it is the upper envelope of data points that
should be compared with the theory. Also, variations in the
laser spatial profile at differing input intensities and during
the laser pulse have not been included. Additional experiments
are needed to resolve the (minor) differences between predic-
tion and experiment.

System Output Energy

To ensure optimal performance, the energy at the crystal
output is measured at all three harmonic wavelengths—IR,
green, and UV. This is performed with the harmonic energy
diagnostics (HED’s). The output (stage-F) alignment sensor
package (F-ASP) for each beamline contains an optical pickoff
that directs a fraction of the beamline energy (at all three
wavelengths) to an integrating sphere for that beam. A single
fiber optic samples the energy in the sphere and transports that
signal to one of two HED’s, where imaging spectrometers
separate the three signals by wavelength. Each HED diagnoses
30 beams. In each HED, the 30 fibers are arranged such that,
after dispersion, they form three 10 X 3 arrays, i.e., an image of
every fiberin the IR, green, and UV. Figure 63.9 is a composite
of the images from the two HED’s for a single shot. Each of the
beamlines, arranged in six ten-beam clusters, produces three
images. The spatially integrated signal for each individual
beam image is used as a measure of the energy in the beam at
each wavelength. The HED’s are calibrated by a full-aperture
calorimeter located directly behind the F-ASP optical pickoff
and at present provide energy measurements with an absolute
accuracy (one standard deviation) of 2% and a relative accu-
racy of 1.9%. The relative accuracy is expected to improve to
<1% in the near future. This system is described in detail in the
following article.

The HED’s were used to diagnose the beamline energy and
overall beam balance for the acceptance tests. The system
output energy was measured on numerous 60-beam shots,
some of which were target shots. The system consistently
produced >30 kJ with typical beam balances of 6%-8%. Fig-
ure 63.10is a plot of the UV output energy versus the beamline
IR energy at the crystal, including data for all beamlines for
more than 20 shots. The data included some lower-energy
shots produced during calibration and energy ramp-up proce-
dures. The highest-energy 60-beam shot produced over 40 kJ
of UV, and tests on an individual beam demonstrated that a
beamline energy of 1 kJ IR can produce 750 J of UV. This is
equivalent to a full-system output of 45 kJ UV, which, at
660 ps, corresponds to 68 TW.
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Temporal Pulse Shape sured input pulse shape is used as input to the code. This

Figure 63.11 shows the temporal histories of the IR pulse at
the input to the driver line and the output UV pulse measured
on beam 45 on a shot in which 750 J of IR was produced at the
input to the crystals. The steepened rise and slower falloff of
the output pulse (compared with the input pulse) are caused by
saturation effects in the amplifiers. The intensity dependence
of frequency conversion results in the FWHM of the UV output
pulse being shortened by about 10% with respect to the IR
pulse at the input to the crystals. (At high conversion effi-
ciency, the change in FWHM due to frequency conversion is
minimal.) For a near-Gaussian pulse shape at the driver input,
20.82-ns (FWHM) pulse is shortened to about 0.73 nsin the IR
at the output of the last amplifier and to 0.66 ns in the UV.

The dashed curve in Fig. 63.11 is the predicted pulse shape
from the laser propagation code RAINBOW when the mea-
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agreement indicates that the system meets the design specifi-
cations and performs as expected. Proper characterization of
the system and normalization of the analysis tools are impor-
tant for control of the on-target pulse shapes. Eventually, the
laser propagation code will be used to propagate the desired
on-target pulse shape backward through the system to deter-
mine the requisite driver pulse shape that must be produced by
the pulse-shaping system. The good agreement seen in
Fig. 63.11 provides confidence that accurate control of the
on-target UV pulse shape will be possible.

Further verification of the accuracy of the code was pro-
vided by measurement of the pulse shape of the residual IR on
ashot where the crystals were tuned (see Fig. 63.12). One curve
is the signal as measured with a fast photodiode and oscillo-
scope, while the other is the residual IR predicted by the energy
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Temporal pulse shapes measured at the input to the driver line and at the
output of the FCC’s. The measured output pulse shape is very close to that
calculated by the propagation code RAINBOW (dashed curve).

transport code RAINBOW. The two curves were normalized to
match at the peak. The measured pulse shape has not been
smoothed or had its pedestal removed. The predicted pulse
shape was calculated by propagating the IR temporal pulse
shape, measured at the input to the driver, through the driver,
the system, and the frequency-conversion crystals. The calcu-
lated residual red output was then convolved with a
falling-exponential (simple RC) approximation to the impulse
response of the measurement’s fast photodiode and oscillo-
scope to obtain the second plot. Even using this simple
approximation, the major features of the data are replicated by
the prediction. The central dip is due to the higher conversion
efficiency at the center of the pulse, where conversion is
maximum. The first peak is narrower than the second due to the
steeper rise of the input IR pulse in comparison with its slower
fall, The increased steepness of the leading edge is due to both
a temporal asymmetry of the input to the driver and further
steepening due to gain saturation. Since the conversion process
responds essentially instantaneously for these time scales, the
amplitudes of the two peaks are expected to be equal. Approxi-
mately 5% of the observed inequality is due to a change in the
spatial pulse shape from early in the pulse to later times. The
remainder is due to the convolution with the 180-ps impulse
response of the diode and oscilloscope. The long, low intensity
tail appearing in the calculation is due to an instrumental tail on
the measured pulse shape used as the input to the code; its
apparent agreement with the late-time background of the
measured signal is fortuitous and of no significance.
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Measured and predicted temporal pulse shape of the residual IR from a high-
conversion shot, with 600 J of IR at the input to the FCC’s. The RAINBOW
prediction is shown as the smooth curve. The two peaks in time are associated
with the intensity dependence of frequency conversion: maximum conver-
sion, and thus a minimum in the residual IR, occurs at the peak of the pulse.
The maximum residual IR intensity is ~13% of the maximum input IR
intensity.

Target Irradiation Tests

Each of the 60 UV output beams from the laser is trans-
ported to the target chamber using two high-reflection UV
mirrors, and then focused onto target with an f/6.4 aspheric
lens. The beams are symmetrically distributed around the
target chamber in the stretched soccer-ball geometry? with the
beams located at the vertices of the hexagons and pentagons.

For the acceptance tests, large, gold-coated CH targets
were irradiated with 60 beams. The targets were 1600-um-
diam solid plastic spheres, coated with 0.4 um of gold, with
an outer 4-um layer of CH to reduce the x-ray flux. The
resulting x rays were viewed with six pinhole cameras to
provide verification of the positioning of all beams on target.
Figure 63.13 shows two such images, viewing the target from
opposing directions. The focus lenses were set to the surface-
focus position, resulting in the relatively small spot sizes
(<150-pm diameter).

The hexagonal/pentagonal configuration can be seen in
Fig. 63.13. For this shot the pointing accuracy was 26 pm rms,
dominated by a few beams with significant pointing errors.
This result was achieved using only the cw alignment system;
i.e., no adjustment of the beam alignment based on these x-ray
pinhole images was performed during the acceptance tests.
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Significantly better pointing accuracy is expected when the
alignment system is fully calibrated and between-shot feed-
back iterations are performed. Once calibrated, the maximum
pointing error of any beam is expected to be less than 20 um,
which corresponds to 5% of the radius of a typical target. This
accuracy will be more than sufficient for precision laser-fusion
experiments, both direct drive and indirect drive.

Future Work

The project to upgrade the OMEGA laser system was aimed
at creating a system that can be enhanced in various stages to
meet the progressively more stringent demands of the planned
fusion experiments. The achievement of 40 kI of UV at ~7%
beam balance, while exceeding system acceptance criteria, is
only part of what will enhance the probability of success of the
LLE experimental plan.! This plan calls for distributed phase
plates (DPP’s), two-dimensional smoothing by spectral dis-
persion (SSD), and initial pulse shaping (at ~20:1 contrast) to
be implemented during FY96. These enhancements are ex-
pected to produce on-target irradiation with (rms) nonuni-
formities below ~5%. Ultimately, high-contrast pulse shaping
(400:1), power balance control, and additional uniformity
enhancements are needed to reduce nonuniformities below
2%, to enable OMEGA to be used for the implosion of high-
performance capsules under near-ignition conditions.

Conclusions

The acceptance tests for OMEGA have demonstrated per-
formance results thatexceed requirements. The driver produces
output pulses that are highly stable in amplitude, pulse width,
and wavelength, resulting in stable and predictable perfor-
mance of the entire laser system. Separate tests have also
shown that the driver has the excess gain capability necessary
for the future implementation of SSD and pulse shaping.
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Fig. 63.13

Opposing x-ray pinhole images of a 1.6-mm-diam gold-
coated target irradiated with 37 kJ in 60 tightly focused
UV beams. The pentagonal and hexagonal patterns
characteristic of the soccer-ball irradiation geometry
are easily seen.

XPC H7 View

The OMEGA laser has produced over 40 kJ in the UV and
has irradiated targets with up to 37 kJ with <8% rms imbalance
in the energies of the 60 beams. The consistent achievement of
high frequency-conversion efficiency (~75%) is indicative of
good beam quality and control of the various beam and crystal
parameters. The consistency of this performance over many
days of operation is proof of the overall optomechanical
stability of the system. Also, a 15-shot series including nine
consecutive target shots has demonstrated the 1-h shot cycle
that is necessary for a productive experimental program.

OMEGA is now a well-characterized system that performs
above specifications. Once the planned enhancements for the
control of pulse shape and uniformity are in place, the system
will be uniquely capable of conducting precision direct- and
indirect-drive fusion experiments.
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A Novel Energy Measurement System for the OMEGA Laser

Target experiments conducted using the OMEGA laser system
will require an on-target, beam-to-beam UV energy balance of
3%-4%. As a prerequisite, we have implemented an accurate
beam-energy diagnostic system. This system is capable of
measuring the UV laser energy and the residual green and IR
energies of all 60 beams with a relative beam-to-beam accu-
racy of a fraction of a percent.

Overview of the Harmonic Energy Diagnostic (HED)

The stringent requirements imposed on the harmonic en-
ergy diagnostic (HED) system stimulated the adoption of a
novel approach thatis fundamentally different from the system
implemented previously on the 24-beam OMEGA laser (see
Fig. 63.14). The only common element is the use of integrating
spheres that sample fractions of all three wavelengths emerg-
ing from the frequency-conversion crystals. The previous

system [Fig. 63.14(a)] used discrete PIN diode detectors, with
colored glass filter stacks, to isolate and sample the wave-
lengths of interest. The electrical signals generated by these
detectors were carried by long triax cables to a central diagnos-
tic location where they were digitized and processed by a
computer. It was generally accepted that this measurement
technique would be too expensive and not sufficiently precise
for the 60-beam system. In the new approach [Fig. 63.14(b)] a
fiber-optic delivery system coupled to a CCD detector array is
used. Fibers carry the light at all three wavelengths from the
integrating spheres, one per beamline, to a common location
for measurement. By separating each wavelength at the output
end of these fibers, only one fiber is required for each sphere,
thus reducing the number of components. Furthermore, by
separating the wavelengths for all the fiber-optic outputs
simultaneously, the fiber outputs can be optically coupled to a

Computer

(a) 24-beam OMEGA
Integrating
sphere Electrical
Triax cable attenuator
IR, GR, UV [| \ —— ™
D T l_l
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Fig. 63.14
Techniques used for laser-energy measurement on (a)

Diode Integrating A/D the original, 24-beam OMEGA system and (b) the up-
Glass filter .
detector channel graded, 60-beam system. In the original system PIN
stack photodiode detectors looked into an integrating sphere
through three filter stacks, one for each wavelength (IR,
green, and UV), and the signals were transmitted
(®) 60-beam OMEGA electrically to a computer. In the new system, a 300-fm-
Imagin diam optical fiber samples the three wavelengths at each
Fiber optic aging integrating sphere and is connected to one of two
cable spectrometer imaging spectrometers. The images are read out by a
IR, GR, UV CCD detector.
> [FH___l<— Computer
Integrating U T
sphere 2.D CCD
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IR, GR, UV
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single, large-format, two-dimensional CCD array detector.
This architecture eliminates the need for individual detectors
and acquisition channels.

Within each stage-F alignment sensor package (F-ASP)
there is a three-wavelength energy pickoff, one for each
beamline. The optical system is shown schematically in
Fig. 63.15. The pickoff is a wedged, full-aperture piece of
fused silica that is tilted at 5° to the incoming beam. The
surfaces of the pickoff are curved, with radii chosen to produce
a net optical power of zero in transmission. The first surface is
uncoated and provides a Fresnel reflection of ~4% for each of
the three wavelengths. The second surface is antireflection
coated; approximately 0.5% of the beam energy is reflected
from this surface but, because of the wedge, this reflection is
prevented from entering the integrating sphere (see below). A
second ~4% reflection occurs from a 5-in.-diam flat wedge,
also made of fused silica and also tilted at 5°. The beam then
passes through a window into a vacuum tube, through focus,
and through a lens that recollimates it at a diameter of 36 mm
before it enters the integrating sphere. A 2-in. disk of
Spectralon™! (sintered Teflon, a highly diffusing material
with a high damage threshold) is placed in the directly irradi-

ated portion of the integrating sphere. The remainder of the’

sphere is painted on the inside with BaSO,.

The second wedge is uncoated and serves two purposes.
First, it attenuates the beam energy to 0.16% of its initial value
to avoid damaging the inside of the integrating sphere. Second,
it is tilted in the orthogonal plane to that of the first wedge so
that the net attenuation of both wedges is the same for both “s”
and “p” polarizations; this is important because the polariza-
tion of the residual IR is indeterminate. The vacuum tube is
used to avoid air breakdown in the vicinity of focus, where a
knife edge eliminates reflections off the second surface of each
wedge. (Both wedges are in the same plane.) Laser energy

Primary
pickoff

transmitted through the second wedge is absorbed by a piece
of 19-mm-thick filter glass. The optical design ensures that the
integrating sphere is located at a system image relay plane.
Thus, if co—propagation2 is added to the system, the main and
foot pulses will be spatially separated at the rear of the
integrating sphere. A second sphere will then be added to
diagnose the foot pulse.

The energy in each integrating sphere is sampled using a
large-core, 300-um-diam, silica optical fiber. These fibers are
routed through dedicated fiber-optic conduits that protect the
fibers and make them less susceptible to bending-radius changes
caused by incidental touching or bumping during routine
system maintenance. (Changing the bending radius changes
the transmission through the optical fiber.3) The fibers are
bundled in an ordered array of rows and columns and con-
nected to the input of the HED measurement system. This is a
spectrometer that images the output ends of all fibers onto a
single CCD detector. The dispersion of the spectrometer pro-
vides for the formation of three discrete images of each fiber,
one for each wavelength (see Fig. 63.16). The integrated
intensity of each image is proportional to the energy in the
associated beamline at the selected wavelength. The constant
of proportionality is obtained from cross-calibration with
conventional full-energy, full-aperture absorption calorim-
eters. These calorimeters are located at the output of the F-ASP
structures and are rotated into the beamlines when recalibration
is required. These calorimeters provide absolute energy cali-
bration at each wavelength for each beamline.

Integrating Sphere

Significant measurement errors due to speckle can result
when sampling coherent light from an integrating sphere.
These errors originate from natural shot-to-shot pointing and
wavefront variations in the laser output and occur when the
number of speckles incident on the detector, or fiber in this

280-mm input beam

\ \Transmitted

||

beam Fig. 63.15

Beam

dump Secondary

pickoff tube

camera

Streak
camera
G3634
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Optical layout within the stage-F alignment sensor pack-
age (F-ASP). A small fraction of the energy in each beam
is split off by the combination of a curved primary pickoff
and aflat, wedged secondary pickoff and down-collimated
to a 6-in.-diam integrating sphere.

Integrating
sphere
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case, is small enough to produce poor sampling statistics. In the
HED implementation, the 300-um-diam fiber was tested to
determine if it was compatible with the performance require-
ments of this instrument. A prototype integrating sphere and
fiber-optic system were set up for this purpose. Two fibers were
attached at different points to this sphere and imaged onto a
single CCD detector (see Fig. 63.17). The sphere was illumi-
nated with coherent light from a pulsed laser system, and the
ratio of the signals from the fiber images on the CCD was
recorded. The ratio of the two CCD signals remained constant,
indicating that the detection system was insensitive to changes
in the speckle pattern.

6" integrating sphere

Laser beam Internal baffle

Spherical
Tmirror

ND filter

Fiber optics —>

CCD c{nyera
E7653

Fig. 63.17

Setup for determining the energy measurement sensitivity to speckle. Two
fibers are linked to one integrating sphere and imaged onto the same CCD
array. The ratio of the two CCD images remains constant from shot to shot,
indicating insensitivity to changing speckle patterns.

CCD Detector

Considerable testing of the detection system (integrating
sphere, fiber, spectrometer, and CCD array) was carried out to
establish its efficacy in terms of both performance and cost.
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The linearity of the CCD detector response was tested over
four orders of magnitude for short-pulse (<1-ns) signals in the
IR, the green, and the UV. The same setup as Fig. 63.17 was
used for this purpose, with one of the two fiber outputs
attenuated by a factor of 5 relative to the other fiber using
neutral density filters at the output of the fiber. The intensity
ratio of the two images remained constant within a small but
measurable deviation (see Fig. 63.18). A better fit was obtained
by assuming that the CCD signal S was of the form § = aE +
bE2, where E is the optical input signal. Best fits for the
coefficients a and b were found for the operating range of
interest (a relative input signal in the range of 0.1-1.0) as
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2 05 o i
[:5)
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g -1.0 |- " .
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& 15 . _
s I ~ Nonlinear fit
A
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E7654 Relative signal
Fig. 63.18

Results from a linearity test on the CCD array. Two signals were imaged
onto the CCD array, as in Fig. 63.17, but with one signal attenuated by a
factor of 5. Deviations of the ratio of measured signals from this factor are
plotted on the vertical axis assuming a linear fit (dashed curve) and a
nonlinear fit that corrects for deviations from linearity using a small quadratic
term (solid curve). The quadratic term is a fraction 0.027 of the linear term at
a relative signal of 1.0. The nonlinear fit is optimized for relative signals in
the range 0.1-1.0.
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shown in Fig. 63.18, which illustrates the linear and nonlinear
fits for the UV wavelength. The residual error corresponding
to the nonlinear fit represented a very small (~0.2%) overall
measurement error that can remain uncorrected. The nonlinear
correction is in fact not strictly necessary for beam energy
balance since all beams are equally affected by the small
nonlinearity, which is only 2.7% at the maximum optical
energy E (i.e., bE/a = 0.027 at this point). Figure 63.18 also
validates the speckle-insensitive nature of the HED detec-
tion system,

Optical Design of the HED Spectrometer

The spectrometer for the HED energy measurement system
is designed to match the characteristics of the fiber-optic input
bundle, the CCD array, and the imaging system. The HED
system is a low-dispersion instrument with fast (f/1.6) optics
that match the numerical aperture of the fibers in the ultraviolet
for maximum collection efficiency. The fiber-optic bundle
does not need to be imaged near the diffraction limit of the
J71.6 system since it is sufficient for the light from each fiber in
the bundle to be collected and concentrated into a confined
spot. In fact, 50 times diffraction-limited performance
(50 XDL) is sufficient to concentrate all the light into a circle
of diameter less than 500 um at the detector, allowing large
amounts of astigmatism, coma, and field curvature to be
tolerated. This permitted a cost-effective, all-reflective spec-
trometer design using parabolic mirrors. An on-axis Pfund*
parabolic system using flat mirrors with central holes in
combination with the parabolic mirrors was selected
(Fig. 63.19). The parabolic mirrors were diamond turned to a

CCD focal plane 12 parabola

BK7 prism

{ ~~_Filter

arabola
f12 parabo stack
Fiber optic input
E7496 to spectrometer
Fig. 63.19

Optical design of the HED spectrometer. This is based on Pfund’s use of plane
mirrors with central openings to avoid astigmatism when using parabolic
collimating and focusing elements. A BK7 prism is used as the dispersive
element, A single glass filter stack is used at the input to attenuate the IR,
green, and UV light from each fiber.
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figure tolerance of half a wave and then post-polished to
remove the grooves. After post-polishing, the final figure of
the parabolas deviated by as much as two waves, which was
well within the specifications for the HED application. This
loose surface figure specification made the post-polishing step
easy and cost effective. Additionally, the post-polishing en-
sured a final surface roughness of less than 5 A rms. All mirror
surfaces have protected, enhanced UV aluminum coatings
with insignificant reflective losses. Scattered light due to the
central hole in the flat pickoff mirrors is minimal. Ray-trace
evaluation determined that the fiber images, although heavily
aberrated, especially at the edge of the field, concentrated the
light into well-defined regions on the detector. An example of
adigitized CCD image of a single fiber is shown in Fig. 63.20.

*"}J‘[%) 1
—_ "‘ wk ”l[ ) ll' | |
"I ! j‘!}\ }||
|

<«+— 300-um
diameter
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Fig. 63.20

Isometric view of a digitized CCD image of a single fiber from the multifiber
bundle as imaged by the spectrometer. The fiber image is well confined within
a square region of the array.

The dispersive element chosen for the HED is a single-pass,
uncoated, 6° BK7 glass prism, which provides the required
dispersion of ~400 nm/mm. Ray-trace analysis determined
that multiple-order surface reflections from the prism faces
and other reflective surfaces do not reach the detector plane.

To ensure adequate performance of the HED system it was
essential toremove the vacuum window from the CCD camera.
This was done primarily because this window created a serious
reflected-light problem at the detector surface (see Fig. 63.21).
The CCD array surface is reflective, allowing the converging
light cone that focuses on this surface to be reflected back to the
input vacoum window. This reflection, which is now diverg-
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ing, is reflected back to the CCD detector surface by the
window, showing up as a halo of light around the initial focal
spot. The multiple reflections supported by this geometry
result in the signal being spread for several millimeters across
the detector surface. A three-wavelength antireflection coating
for the window would have at best areflectivity of a few tenths
of 1% from each surface, and the image quality would still be
spoiled. Tilting the window enough to walk the reflections off
the array would introduce significant astigmatism. Operating
the CCD camera without a vacuum window requires purging
of the spectrometer with dry nitrogen (at 1 psi above ambient
pressure) to protect the cooled CCD array from the condensa-
tion of atmospheric moisture. This requirement significantly
affected the mechanical design of the spectrometer housing.

CCD reflection
accounted for

Reflection from the
CCD ignored

Window CCD ‘Window CCD

E7535

Fig. 63.21

Influence of the CCD camera window on image quality. The converging
cone of light rays is focused on the CCD plane (left). With a window, some
light is reflected from the CCD surface (right) and back from the window
onto the CCD, leading to a halo around the image and errors in the
energy measurement.

Mechanical Design of the HED Spectrometer

The primary considerations for the HED spectrometer en-
closure were mechanical stability, operational simplicity, and
nitrogen purging. These considerations ruled out some designs
found in several commercially available spectrometers. For
example, some larger spectrometers used a thick, flat mount-
ing plate for the optical elements and a light-tight, sheet-metal
cover, but this design would have been hard to seal and
maintain at a positive pressure. Ray-trace analysis showed that
the 50 XDL imaging requirement results in tolerances in the
range of milliradians and hundreds of microns. Thus it was
sufficient to machine optical mounting stations directly into
the spectrometer housing without any positioning adjustments,
allowing the spectrometer housing to be fabricated from solid
blocks of aluminum. The housing is rigid and stable and
contains the HED optics folded into a compact 20-in. X 16-in.
% 9-in. package. A photograph of the spectrometer is shown in
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Fig. 63.22. The only adjustable component in the system is the
mount for the fiber-optic bundle. This mount allows for x, y, z,
and 6 motion for proper centering, focusing, and angular
orientation of the images on the CCD. O-ring gaskets are used
to seal the spectrometer, allowing for the 1-psi overpressure
and a small flow of dry nitrogen.

E7539

Fig. 63.22

View of the imaging spectrometer, showing the interior cavity that has been
hollowed out from a solid block of aluminum. The optical elements (two
parabolic mirrors, two flat mirrors, and a prism) are viewed edge-on. The
fiber-optic bundle is inserted into the port on the upper right side. The CCD
camera is mounted on the lower left side with the array behind the flat mirror.
A gasketed plate is used to cover the front.

Multichannel Fiber-Optic Input Bundle

Fabrication of the 96-fiber bundle (300-m core diameter)
presented some challenge. This number of fibers was needed
to accommodate 30 (three-color) input channels for UV con-
version measurements, 30 channels for passive IR beam-balance
measurements (taken from flip-in pickoffs in the final, stage-
F spatial filters), and several spare channels. At the other end
of the bundle each fiber terminates with a fiber-optic patch

panel. Each fiber in the bundle is 1 m long.

The fiber-bundle array facing the HED spectrometer is
arranged in eight columns of 12 fibers (see Fig. 63.23). Each
fiber must be held at a precise transverse location within the
bundle. Only the rotation of the fiber-optic core relative to the
optical axis of the fiber is uncontrolled—and unimportant. To
ensure that the image of each fiber optic reaches the CCD
detector within a few pixels of the desired location, the hori-
zontal and vertical position tolerance of each fiber within the
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bundle is 50 um. The tip-tilt angle of the fiber relative to the
output surface normal is held to better than 2 mrad to prevent
signal loss and unnecessary scattering of light due to
miscentering on the clear aperture of the spectrometer imaging
optics. Finally, all fibers must be in the same plane to within
25 um to ensure that the image from each fiber is focused at the
detector surface.

Parallel wire meshes
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Fig. 63.23

Wire meshes used to hold the fiber bundle in position. Metal alignment pins
around the perimeter (one shown) support the meshes. Nine fibers from a
column are shown; the mesh holds 96 fibers in total (8 columns of 12).

This precision is achieved using two parallel wire meshes
spaced 8 mm apart (Fig. 63.23). The wire meshes are coated
with 5 to 10 um of parylene prior to insertion of the fibers to
prevent scratching of the fibers. The pitch and wire diameter of
the mesh are selected such that the outer diameter of the fiber-
optic plastic buffer fits tightly into the mesh opening. The wire
meshes are cut into 25-mm squares and secured with several
pins around the perimeter. Before inserting the fibers into the
mesh assembly, a 10-mm length of the plastic buffer is re-
moved (to prevent interference with the subsequent polishing
operation), exposing the glass-clad core of the fiber.

During the assembly process, each fiber is inserted such that
the plastic buffer extends a few millimeters beyond the second
mesh. After insertion, each column of 12 fibers is held in
position with a small amount of fast-curing epoxy. After all
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eight columns are in place, an enclosure around the fibers and
the supporting mesh is filled with epoxy. The selected epoxy is
one that cures with minimal shrinkage, is opaque from the IR,
to the UV, and can be coarse ground and polished. In addition,
it has a low viscosity and is slow curing in order to fill in the
spaces between the fibers and the supporting mesh and allow
trapped air to escape. Once the epoxy is fully cured, the forms
are removed and the exposed epoxy block is ground into a
1-in.-long, 5/8-in.-diam, cylindrical shape. The fiber output
end is then coarse ground until all 96 fibers are exposed. A
3/4-in.-diam stainless steel tube with 1/32-in.-thick walls is
slid over this epoxy rod such that the output end of the epoxy
assembly extends about 1/8 in. beyond the end of the stainless
steel tube. Additional epoxy is used to fill the gap between the
epoxy rod and the stainless steel tube. Once cured, the output
end of this assembly is fine ground and polished. A 3-in.-
diam, 1/2-in.-thick aluminum disk with a 3/4-in.-diam hole for
the bundle to slide into ensures that the output face of the
bundle is ground flat. All work is done using a figure-eight
rubbing motion under a steady stream of cold water. Approxi-
mately two hours of polishing with abrasive grit sizes ranging
from 30 um to 0.3 um produces a polished bundle free of any
scratched or cracked fiber-optic ends when viewed under an
optical microscope. :

Installation of the HED System

Fully assembled, each HED spectrometer, together with its
supporting electronics and utilities, weighs about 300 Ibs. Half
the weight is due to the spectrometer housing, with the remain-
ing weight due to the steel enclosure, power supplies, and
CCD cooling units. Each system is housed in an EMI-shielded
rack and placed on top of an F-ASP structure (see Fig. 63.24).
The optical fibers from the integrating spheres are connected
to the patch panels on the enclosures. A 70-psi dry nitrogen
line, a fiber-optic communications connection to the remote
computer network, a 120-V ac power feed, and an RG58 coax
cable from the timing system are all connected to the HED unit.
A trigger signal is provided by the timing system 10 s before
the laser system fires so the HED can initiate internal preshot
preparations. These preparations include blanking the CCD
array to ensure that any residual charge has been cleared from
each pixel before new data is taken. The spectrometer shutter
is opened from 25 ms prior to a laser shot to 25 ms after the
shot to ensure capture of the images on the CCD array. The
CCD frame is later transferred from the HED unit via a
computer network to the data acquisition, analysis and archiving
computers. These computers reduce the data to determine the
energies and conversion efficiencies and the beam-to-beam
energy balance.
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Fig. 63.24

HED enclosure shown inside the white circle on top of the F-ASP structure.
The fiber optics are routed from each integrating sphere, through the square
conduits, to the back of the HED rack.

Conclusion

The harmonic energy diagnostic (HED) is now an integral
part of the OMEGA laser system. Data collected by the HED
has been used to perform on-line, high-power, fine tuning of
the frequency-conversion crystals for the 60-beam system. In
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addition, the HED system has provided the energy measure-
ments used to confirm that the laser system meets its
output-energy and beam-to-beam energy-balance acceptance
specifications. In the future the HED, together with other
instrumentation, will provide crucial measurements needed to
improve the on-target energy balance.
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Self-Consistent Cutoff Wave Number of the Ablative
Rayleigh-Taylor Instability

The Rayleigh-Taylor instability occurs at the interface be-
tween heavy and light fluids when the heavy fluid is accelerated
by the light fluid. The classical treatment! of a sharp interface
shows that a small perturbation at this boundary will grow as
eV, where y = 1/ATkg is the linear growth rate, k is the mode
wave number, g is the acceleration, and

Ar =(pn—p1)/ (o +p1)

is the Atwood number (pj, and p; are the heavy- and light-fluid
densities, respectively). The ablation front of an inertial-
confinement-fusion (ICF) imploding target is subject to this
instability because the compressed target is accelerated by the
low-density ablating plasma. If small perturbations caused by
either target imperfections or illumination nonuniformity
grew classically, they would grow to sufficient amplitude to
destroy the shell of the target and degrade the performance of
the implosion. However, because the shell material is ablated
by the laser, the growth is reduced with respect to the classical
value and, for sufficiently short wavelengths, the instability is
suppressed.2~12 Thus, only those modes with wave number k
smaller than a critical value (k < k., where &, is the cutoff wave
number) are unstable,

The calculation of the cutoff wave number of the unstable
spectrum has been previously attempted by several authors.’-8:10
The most common analytic models of the Rayleigh-Taylor
instability of laser-illuminated pellets consider inviscid and
incompressible fluids. The incompressible model”8 is not
self-consistent as the equilibrium and the perturbations are
described by different equations. In this model, the equilib-
rium flow is compressible (V-U = 0), but the perturbation is
assumed to be divergence-free (V-i' = 0). The incompress-
ibility condition leads to a fourth-order differential equation
for the perturbation that can be analytically solved. In other
models,>0 the assumption of a divergence-free perturbation
has been removed by retaining the effects of finite thermal
conductivity. However, because of the difficulties in determin-
ing the analytic solutions, a sharp-boundary model has been
used in representing the equilibrium.> Such an approximation
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to the equilibrium is not self-consistent since the plasma
density in the blowoff region cannot be approximated by a flat
profile. Subsequently, the growth rate has been calculated
using a sharp-boundary model for the perturbations and a
diffuse density profile for the equilibrium.!! The density jump
across the ablation front is calculated by retaining the thermal
conductivity, and the derived growth rate is in good agreement
with Takabe’s numerical results.! Nevertheless, such a model
is still not self-consistent since the equilibrium and perturbed
quantities satisfy different equations. A more accurate treat-
ment of the effect of finite thermal conductivity in a diffuse
density profile can be found in Ref. 9, where the growth rate of
the instability is calculated semi-analytically by matching the
analytic solution in the overdense region with the numerical
solution in the blowoff region. The first truly analytical esti-
mate of the cutoff wave number for direct-drive ICF without
radiation effects (v = 2.5), including the effects of finite
thermal conductivity, is derived in Ref. 10. In that work, the
Wentzel-Kramers-Brillonin (WKB) approximation is used to
determine the solution in the downstream region assuming that
the mode wavelength is smaller than the density-gradient scale
length and the cutoff wave number is derived by connecting
that solution with the one in the upstream region.

Itisnoteworthy that numerical simulations of indirect-drive
ICF capsule implosions have shown a different growth rate of
the instability in comparison with direct drive. We attribute this
difference to the mechanism of energy transfer that, in indirect-
drive ICF, is dominated by radiation transport over electronic
thermal conduction. According to the simple model of Ref. 13,
the heat flux transported by radiation heat conduction is

q=—(lc/3)VU, =—(Ic/ 3)V(40T4/ c),

where U, =40T 4 /¢ is the equilibrium radiation energy den-
sity and /is the Rosseland mean free path. The energy flux can
be written in terms of the gradient of temperature and an
effectiveradiation thermal conductivity K = 16 6 T31/c, where
the radiation mean free path [ is assumed to be proportional to
some power of the temperature and density. Since the pressure-
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gradient scale length is much larger than the density and
temperature gradient scale length in the ablation front (p =
const), the radiation heat conduction has a strong dependence
on the temperature. Thus, it became clear that a cutoff wave
number formula valid for a general thermal conduction law
was needed. In this article, the formula for the cutoff is derived
for an arbitrary power-law dependence of the thermal conduc-
tivity (K ~ TV) with v> 1, and it can be applied to a wide class
of equilibria described by different values of v. The corre-
sponding eigenfunction is found by performing a “boundary
layer” analysis of the solution in different regions of the
density profile. The asymptotic matching of the eigenfunction
through the boundary layers leads to an eigenvalue equation
for the cutoff wave number. The analytically derived formula
for the cutoff wave number is in excellent agreement with the
numerical results of Ref. 6 for v> 1.

The Model

‘We consider an ablatively accelerated fluid in steady state.
In the frame of reference of the ablation front, the evolution of
the mass density p and the velocity v are described by the
isobaric model of Kull and Anisimov>

%+V-pv= 0 ¢))

av
p($+v-Vv) =-Vp+pg )]
(V+L0V ézfz) 0, 3)

where g = ge, (g < 0), &= p/p,, is the density normalized to
its peak value p,, and L is the typical length of the ablation
front

7a-1 AK,

€]
Yh Pa Va

Ly=

Here, K, is the thermal conductivity at the peak density,

= m; [(1 + Z) is the average particle mass, and ¥, is the ratio
of specific heats. The parameter Ly can be related to the
density-gradient scale length L = p(dp/dy) Following
Ref. 6, the equilibrium density profile can be obtained by
combining Eqs. (1) and (3) into a single first-order differential
equation
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¢ _ vt
e 5 1(1-¢) (5)

with the boundary condition & (y - oo) 1.Equation (5) yields
the density-gradient scale length L = L / [é" )] and its
minimum value® is proportional to

Lo(Lyin =[(v + 1)V *1/vV]Lo).

Although Eq. (5) cannot be solved analytically, an approxi-
mate solution can be found in the proximity of the peak density
(€= 1 or overdense region) and the blowoff region (§ << 1):

v
&heavy =1— e‘}’/lo éblowoff ~ (ﬁ) . 6)
vy

Equation (6) shows that the density gradient is sharp near

the peak density where L = Ly and becomes smooth in the

blowoff region where L = —vy and —y >> L. It is important to

observe that the density-gradient scale length is determined by

the thermal conductivity coefficient, the mass ablation rate,

and the exponent v. The density profile becomes smoother as
K, or vincreases.

Linear Stability Analysis

Since the equilibrium depends on the spatial coordinate y
only, the perturbation can be Fourier decomposed in the x
direction; i.e. @y = O(y) exp (ikx + yt) where ¥ — 0% for
wave numbers approaching the cutoff (k — k‘) The linear-
ized conservation equations can be written in the following
dimensionless form:

T &+ 9, ﬁ+—f£+§§-ﬁ=o (7a)
( a y) L ec
7-i(Ty&+; )iy =0 (7b)
(ra§+ay—€c A) ity
W L =0 (7¢)
€. Fr e, LE
V-i—e, V20 =0, (7d)
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where

Fr=V2[|g| Ly is the Froude number, $=ky, T, =-7/kV,,
V=kV, e, =k, (k. is the cutoff wave number),
L=L/Ly,and

;. U=——; T =

n=

© o

~
Va

Equations (7a)—(7d) can be easily combined into a single
fifth-order differential equation for the density perturbation:

[ai(ragwf)ay -(rag+a§)] e L
[(ra§+a§)ci>gv +e, €/2&>]

+35(T8+05)[ 588" + €, V23]

=0. ®

Here, V,> 0 and ', — 07. Equation (8) is an eigenvalue
equation for the cutoff wave number &, (ec= k.Ly ) . We focus
on equilibria characterized by Fr > 1, v > 1, and we order
&, ~ Fr''™ . The validity of this assumption will be verified
later by the matching conditions for the eigenfunction. In ICF,
the Froude number varies significantly according to the target
acceleration and the thermal conduction law. For the set of
equilibria parameters considered in Ref. 4, 5 < Fr < g, and it
can be significantly lower for the equilibria considered in
Ref. 14. The eigenfunction must satisfy the boundary condi-
tions of vanishing perturbation at infinity; i.e., ¥(xe)=0,
P(+e°)=0, and p(*e)=0. Because of the variable scale
length of the eigenfunction, three regions have been identified
(Fig. 63.25): the overdense region (heavy fluid), the ablation
front, and the blowoff region.

1. The Overdense Region

In ICF capsule implosions, the overdense portion of the
shell represents the heavy-fluid region where § ~1,
p= pg, &E=1-exp(-3/e.) + 0[exp(—2§/ec)],andL>>L0.
In this region and to lowest order in exp(-/e.), Eq. (8)
reduces to a constant-coefficient fifth-order differential
equation

LLE Review, Volume 63

(a; -1) (Ta+d5)

(ec 83,3 -5+, — ec) " exp(H/e.) =0, )

where I, — 0~ and the superscript # denotes the heavy-fluid
region. The solution of Eq. (9) can be written in the following
form:

o = (ahe“y +bPe%Y 4 che¥

+ dheTdd qhea+5’)e"5’/ev , (10)

where a®, b%, ct, dh, qh are integration constants and

at= |1 flrde(e-T,) e

To satisfy the boundary conditions of vanishing perturbation
for § — +e, ¢}, = dp = g;,= 0 and Eq. (10) reduces to the
simple form

~ ~ — 2 v ~
Hh =[ahe‘y+bhe(l Vhres )y]e-ﬂec. an

It is important to observe that the incompressible theory
(V-V = 0) yields only the sonic solution

Heavy |
fluid |

Ablation
front

Blowoff

TC3834 p

Fig. 63.25
Density profile with regions of different scale length of the perturbations.
Here A is the mode wavelength.
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ﬁsonic ~ exp [-—f’ _ 5; /e] .

Equation (11) shows that a new solution is introduced by the
finite thermal conductivity. Because of the diffusive character
of thermal conduction, we denote the second term in Eq. (11)
as the diffusion or entropy solution. Since the mode amplitude
is arbitrary, we set ay, + b, =1, define the ablation front variable
z=Yy[e., and expand the solution for z ~ 1 and e, <<1. A
short calculation yields

2

& = 2{1-(1-b)| g, z-2 =

. { ) -2 2
Z3

+eg?+0(eg) —-E% th . (12)

Each power of zin Eq. (12) needs to be matched to the ablation
front solution.

2. The Ablation Front Region

The ablation front is the region where the density, velocity,
and temperature profiles undergo a sharp variation. In this
region, y ~ €., L ~ L, and & ~ 1. Since £ ~ 1, Eq. (5) can-
not be solved in this region, and an explicit expression for the
spatial dependence of the density profile cannot be found.
Thus, it is more convenient to use £ as the independent
variable. By denoting with ®“ the solution in the ablation
region and after some straightforward manipulations, Eq. (8)
can be rewritten in the following operator form:

(Lote? L+ el Ly+et £,) B° =0, (13)
where
Ly =33(La, +1)(&" +2,) (13a)
Ly =-33L-03,L(9," +32) (13b)
§v+2
4= e, Fr (139
Ly =93,L-1 (13d)
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Here, 9, = §V*(1-8) g, L= &7 /(1-&),and z = §/e,
is the ablation front coordinate (z ~ 1 in the ablation front
reglon) ‘We look for a solution of Eq. (13) in the form of an

_series (<I> Z“_o (I) ec),and we calculate all the terms
up to third order in €,

Ly®§ =0 (142)

Lodf =0 (14b)

LoDF =—L,0f (14c)
Lo®f =—L,Bf — LzBG . (14d)

Equation (14a) yields the following five homogeneous solu-
tions:

% =% ¥ = 4(0) (15a)
1- 1 ~1)-n¥
g e o

\P3=T§|:__I§ v+1dn 2 J" (9) 9V+1 J (15¢)

dn

1-¢
¥, = ,
4 '3 '[é‘o 71V+1(1—77)2 (15d)
where the function z(&) is derived from Eq. (5):
¢ dt
{)=1;, (1 —7) (16

(&y is the density at z=0). Matching the zeroth and first-order
solutions with the heavy-fluid solution yields (I) =, and
(I)‘lz = —(1 b )‘I‘l The second- and thlrd-order equations
[Eqgs. (14c) and (14d)] are not homogeneous and require a
combination of homogeneous and particular solutions to
match the heavy-fluid solution. A long calculation leads to
the following form of 7 and ®j:
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"a___l___é Izz__1_§§ de
A I«9v+1(1 e)zJ
s 1-xY 1 1-b" 1
= 17b
x'[ldx x2"+1(1—-x)[vecFr v+1 x]' (170

3. The Blowoff Region

The light-fluid or blowoff region is located downstream
with respect to the ab]atlon front. In this region, —y~1, L >>
Ly, and &= (-L /vy) << 1. The analysis can be simplified
by introducing the new variable ¢=€,/v&V and rewriting
Eq. (8) in the following form:

M =0, (182)
where
M= a4 a3i—1
y Vg
+a5V2 e (a +v2)
1-§
1 e NV 1
+ | —. 18b
Ve, Fr( v) gh+2v (18b)

Here, 5;, =—(1- §) Jeand € = (e, /vg)ll Y. Equation (18a)
cannot be analytically solved for arbitrary v. However, since
v > 1 for both direct- and indirect-drive ICF, one could
attempt to solve Eq. (18a) by performing a 1/v expansion of
the operator and eigenfunction. Such an approachisreasonable
for radiation-dominated transport in a fully ionized plasma
as described in Ref. 13 (v ~ 5-8) but less convincing for
electronic transport with v=2.5. Thus, to check the validity of
the expansion, we compare the analytical solution with the
numerical results for v = 2.5. Based on that comparison, we
deduce whether or not the 1/v expansion is a valid approach to
the solution of Eq. (18a) in the regimes of interest for direct-
drive ICF,

The next step is to rewrite the operator M and the
eigenfunction ®! as power series in 1/v:
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o 1 n—1
M= M,,(;) 19)
n=0
-3 &3] 20)
n=0

Substituting Egs. (19) and (20) into Eq. (18a) and collecting
terms up to the first two orders in 1/v leads to the following
equations:

af(ag— ) (32—1) L=0 (21a)

551 -

[(1 5)(9 -1)+a (82-—1)go7~—

_%a?(ag ~1)¢Ing(d? —1)]~6 =0, (21b)

where 6 = (ec / v)ll Y. We first solve the lowest-order equation
[Eq. (212)]. The solution of Eq. (21a) that satisfies the bound-
ary conditions of vanishing perturbations at infinity can be
written as a linear combination [&)(l) = A‘&in + Bl&)é + C@é]
of the following homogeneous decaying solutions:

Bh=ed  By=eI[ g [ gi(% (22a)
~ P 21 _ N
&L= eyj: dxe 25 [ dne_g(r—;)i (22b)

(Note that in the light-fluid region —o < 3 < 0.) To determine
the constants of integration A4, B, Cl), the solution in the
ablation front must be asymptotically matched to the solution
in the light-fluid region. To perform the matching of the
eigenfunction, it is necessary to expand the ablation front
solution in powers of (1/v). A short calculation yields
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5v66 1-6

+ 2(1(’;—25)2{1;66—+%|:2—b”+(%—2)1ng]}

¢*(1=b") [ 1|1+58+2Ing(1-36)
’ 66(1-6)" {Hv[ 2(1-5)

fa = 129, 1In¢ g(l b")[1+ l(lng+i)]

5(1 —bh )—l 1

Matching the lowest power of 1/v yields Al =(1-6)/5,
=0, and C!=0. The next step is to determlne the first-
order correctlon to ®! by substltutmg CIJO into Eq. (21b) and
solving for (IJ1 Combining (I>0 and (I)ll gives the solution of
the light-fluid equation up to first order in 1/v:

ci>’~1—5§ Y(1

1 Ing

1-8 4=
24
1 5) v C ®C9 ( )

where Cll is determined by matching Eq. (24) with the ablation
front solution [Eq. (23)]. To perform the matching, we rewrite

H! forg— 0:

1-6 11
R

—%{1+ ‘lll:lng+%(1 cl lnz)]}

+(3—%)1ng]}+o(g4). 25)
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Matching equal powers of 1/v in Eqgs. (23) and (25) leads to
the following relations:

Cl=ph= 2(1-%—5—) (26)

-1y e
L (50—) +2[1—(E—C) ] .@n
€. Fr v 14

In Eq. (27) all the terms up to first order in 1/v are retained.
Higher-order terms in 1/v can be derived by solving Eq. (18a)
to next order in 1/v and matching the solution with the 1/v
expansion of the ablation front solution.! Using the results of
Ref. 15, Eq. (27) can be rewritten in the following form:

1-po(v) e’

1+#0(V)€1/V '

Ho(v) _yv

L Ar(e.) Ar(e,)= (28)

Here, 1o(v)=(2/)"" [C1+1v), e,= k Ly, and Apis an
effective Atwood number depending on the mode wavelength.

Discussion

The physical interpretation of the Atwood number in
Eq. (28) is straightforward and may help to resolve the contro-
versy about the right value of Arto be used in the growth rate
formulas. The classical definition of the Atwood number for a
heavy fluid of constant density p;, superimposed on a light
fluid of constant density p; is Ay = (ph - pl)/ (ph + p,).
However, for a monotonic diffuse density profile, the appro-
priate definitionis Ay = (p"' - p“) / (p'l~ + p') , where p* and
p~ are the fluid densities calculated at some points where the
eigenfunction is evanescent. For long-wavelength modes (€,
= k.Ly << 1), the eigenfunction for ¥ decays exponentially
%~ e~*M and becomes evanescent at a distance d of some
wavelengths A from the peak y = 0 (d = 64, where 8 is a con-
stant of order unity). Thus, the Atwood number should be
defined by setting p* = p(d) and p~ = p(—d). Using the equi-
librium density profile p = £p, yields

p(d)=p, +0(e V%)
and

p(—d) = pa(ec/v)l/v/(zne)llv >
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and the Atwood number of Eq. (28) is recovered by choosing
6= 1/27EV/,L(‘,’ . It is important to observe that Eq. (28) can
also be obtained by balancing the classical growth rate
0 =+ Ar(€)kg with an effective ablation damping 7,;, =
—kV,gr, where Vg is the geometric average of the ablation
velocity evaluated at distances d and —d from the peak of the
eigenfunction, Vugr = [V(d) V(~d) . Setting 7 =¥ + Vg =0
yields Eq. (28) for the cutoff wave number.

To test the validity of the 1/v expansion, we compare the
cutoff wave number obtained by solving Eq. (28) with the
numerical results available in the literature. Figure 63.26
shows a plot of the normalized cutoff wave number k,V2 /g
versus the inverse Froude number. The solid line represents the
solution of Eq. (28), and the dashed-dotted line represents the
numerical results of Ref. 6 for v = 2.5. The remarkable
agreement shown in Fig. 63.26 implies that the 1/v expansion
is quite accurate even for v = 2.5. The disagreement in the
regime of Fr << 1 is due to higher-order €, corrections that
become important for modes with wavelength shorter than the
thickness of the ablation front. Figure 63.27 shows a plot of the
normalized cutoff wave number versus vfor Fr=5. The solid
line represents the solution of Eq. (28) and the dots are the
numerical results of Ref. 6. Observe the excellent agreement
between the analytic and numerical results even in the region
v~1.
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Fig. 63.26

Comparison of the normalized cutoff wave number (chaz /g) obtained from
Eq. (28) (solid line) with the numerical results of Ref. 6 (dashed-dotted line).
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Fig. 63.27

Plot of normalized cutoff wave number k.Lg versus v for Fr=35. The solid
line represents the solution of Eq. (28) and the dots are the numerical results
of Ref. 6.

For electronic thermal conduction v=2.5 and Eq. (28) can
be compared with the analytic estimate of Ref. 10 that can be
written in the following form:

5 1
T e

29

Observe that Eq. (29) differs from Eq. (28) by terms 1(2.5).
Since 1((2.5) = 1.03, Egs. (28)—(29) yield very similar results
for electronic heat conduction. However, when diffusive radia-
tion transport!3 dominates over electronic heat conduction,
the thermal conductivity has a strong dependence on the
temperature (v~ 5-8) and Eq. (29) is not valid. In this case, the
general formula (valid forarbitrary v > 1) derivedinthis article
must be used to calculate the cutoff wave number. According
to Ref. 13, v = 6.5 for a fully ionized gas; Fig. 63.28 shows
the corresponding normalized cutoff wave number as a func-
tion of the inverse Froude number obtained by solving
Eq. (28). We recognize that an accurate estimate of the cutoff
wave number requires a more complete model of thermal
conduction than the one described here. A multigroup treat-
ment of the diffusive transport, as adopted in sophisticated
codes such as LASNEX,16 would probably lead to a more
accurate result than the one of Eq. (28). Nevertheless, by
judiciously choosing the values of v and Ly, it is possible to fit
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Plot of the normalized cutoff wave number (ch,,2 /g) obtained from Eq. (28)
for v=6.5 as a function of the inverse Froud number.

the equilibrium density profile obtained in the numerical
simulations with the solution of Eq. (5). Obviously, different
equilibria require different values of v and L. Using such
values in Eq. (28) should produce a reliable formula for the
cutoff wave number with the appropriate values of the Atwood
number and the ablative stabilization term.

To simplify the use of Eq. (28), the scale length L is related
to the distance L, between the peak density and the 1/e point.
The latter is the characteristic scale length widely reported in
the literature. The isobaric model used here does not produce
a maximum in the density and, in the overdense region, the
density profile approaches the maximum value at infinity.
Nevertheless, one can define an equivalent length as the
distance between the point where the density is €= 1/e and the
point where the density is &= &, where &, =0.95. A different
choice of &; such as &,=0.99 or &, =0.999 would only slightly
change the results as the density becomes exponentially flat in
the overdense region. To determine L,, the density profile is
implicitly calculated by using Eq. (16), where z=7y/L; and
&y = 0.95. The integration in Eq. (16) can be carried out for
integer or half-integer values of v. A short calculation yields

i=z(l)= 'z”: ev—-i.
Ly e/ o v—i

Bl
=3

+In (v=n,m=n-1); (30)
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(v=n+12,m=n). (31)

Equation (31) yields L, = 14 Ly and L, = 190 Ly for v=
2.5 and v = 6.5, respectively. Lastly, we compare the cutoff
wave number derived here with the one produced by the
incompressible theory of long-wavelength modes (kL << 1)
or sharp boundary models.2-17 These non-self-consistent deri-
vations lead to growth rates of the form y = 1/ATkg - Bkv,,
where A= (ph - p,) / (ph + pl) is the Atwood number for
flat profiles and 8 = 1 or 1.5. By setting y= 0, the incom-
pressible model yields a cutoff wave number €,= Ay / ( BF. r) s
quite different from the one satisfying Eq. (28).

Conclusions

The cutoff wave number of the ablative Rayleigh-Taylor
instability is calculated self-consistently for an arbitrary power-
law dependence of the thermal conductivity (K ~ TV). The
cutoff formula is valid for v> 1 and Fr= V2 /gLy >1. Here
V., & and Ly are the ablation velocity, the target acceleration,
and the typical thickness of the ablation front, respectively.
The derivation is carried out by expanding the eigenvalue
equation in powers of 1/v and € = kL; and by performing a
boundary layer analysis and asymptotic matching of the
eigenfunction. The validity of the formula has been tested with
the numerical solution of Ref. 6 up to values of vclose to 1,
and the formula can be used for those equilibria (such as in
indirect-drive ICF) that cannot be described by electronic heat
conduction (v=2.5 and Fr ~ 5).
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Distributed Phase Plates for Super-Gaussian
Focal-Plane Irradiance Profiles

Various phase-plate designs have been investigated to provide
different focal-plane irradiation profiles for laser-matter inter-
actionstudies. For many interaction experiments itis necessary
to (1) achieve a nearly flat super-Gaussian irradiance distribu-
tion, (2) minimize scattering losses, and (3) ensure insensi-
tivity to the laser wavefront nonuniformities. This article
shows that these goals may be achieved using a distributed
phase plate with a strictly continuous surface determined by a
new phase-retrieval algorithm.

The first phase-plate designs intended for direct-drive
spherical-implosion experiments were two-level plates con-
sisting of an array of discrete rectangular or hexagonal
subregions of either 0 or 7 phase within the region.!»2 In this
case the far-field envelope is defined by the Fourier transform
of the subregions and does not conform to a super-Gaussian
shape. The lenslet array> provides an efficient method of
obtaining a flatter irradiation profile; however, it is difficult to
control the two-dimensional shape and power spectrum of
this profile. Previously designed distributed phase plates
(DPP’s) with a strictly continuous phase4 have achieved 96%
on-target efficiency but have yielded only a Gaussian® or a
low-order super-Gaussian far-field distribution. None of these
methods provides the desired high-order super-Gaussian
shape (see Fig. 63.29) often required for applications in laser-
matter interactions.

Phase-retrieval algorithms, developed by Gerchberg and
Saxton® and Feinup,’ have been used to synthesize phase
plates yielding a higher-order super-Gaussian profile in the far
field.8 We shall refer to this method as phase retrieval with
random start (PRRS), as explained below. PRRS is quite
general and may be applied to the synthesis of essentially any
type of far-field distribution, but we will consider only super-
Gaussian distributions in this study. PRRS has no phase
discontinuities of magnitude 7z but exhibits point singularities
that cause scattering and line discontinuities of magnitude 27
that can cause scattering as a result of manufacturing errors.
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Super-Gaussian irradiance profiles of the form I(r) = I expl—a(r/ro )2N] for
values of N from 1 to 4, plotted with normalized peak irradiances and with
¢ chosen so that all curves pass through 5% of the peak irradiance at the
same radius rg. Energy-normalized profiles would emphasize differences in
peak irradiance or beam size. These curves illustrate the relative flatness
associated with the higher-order super-Gaussian profiles.

To design a phase plate with the PRRS algorithm, one
begins with a random noise distribution (no correlation be-
tween neighboring points) in the pupil and then performs four
steps iteratively.” Figure 63.30 illustrates this process. First,
each point in the near-field complex amplitude is normalized
to achieve the desired near-field intensity profile, leaving the
phase unchanged. Second, the complex amplitude is propa-
gated to the far field. Third, each point in the far-field complex
amplitude is normalized to achieve the desired intensity profile
while preserving the phase. Fourth, the complex amplitude is
propagated back to the near field. These four steps are repeated
until the solution converges or the desired level of performance
is achieved.

Once the phase-retrieval iteration process is finished, the

phase of the complex amplitude distribution in the near field at
step 4 determines the surface profile of the phase plate. Synthe-
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Tterative procedure used to design phase plates according to the phase-
retrieval method. Typically, random noise is used in the first pass through the
process; however, other phase distributions can be used to reduce the total
number of iterations required to achieve an accurate approximation to the
desired far-field irradiance envelope.

sis of super-Gaussian far-field profiles by the phase-retrieval
algorithm results in speckle-like phase patterns in both the
near and far fields. Modulo 27 jumps arise if the range of
the phase exceeds 27 because the arctangent function
Y= tan’l(Im/Re) mapsthe phaseintotherange -z <Y < 7.
The loci of modulo 27 jumps form closed curves. In a kino-
form the modulo 27 jumps are left in place; however, phase-
unwrapping algorithms can be used to remove these jumps.?

Branch cuts are discontinuities of magnitude 27 termi-
nated at each end by a pair of phase poles. Branch cuts, unlike
modulo 27 jumps, cannot be phase unwrapped by the elemen-
tary unwrapping algorithms because they are line segments
rather than closed curves.? Figure 63.31 illustrates a positive-
negative pole pair with a branch cut between the poles. Phase
poles are phase singularities that occur at the point where the
loci of real zeros and imaginary zeros cross.!0 Near a phase
pole the phase ‘¥ is a helical function—one cycle of a screw—
with a branch cut to constrain — < ¥ < 7. The approximate
slope of the wavefront in the neighborhood of a circular pole
is found by dividing the height of A by the circumference 27r,
where ris the distance from the pole, giving A/27r. This is the
source of steep but smoothly varying wavefront slopes, which
are a direct source of scattering. The association of wide-angle
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scattering with the location of poles has been numerically
verified by blocking the on-target light in the far field, leaving
only the wide-angle scattered light. The resulting distribution
is backpropagated to the near field, in which high-intensity
spots are found to be coincident with pole locations. Direct
scattering occurs at the extreme slopes near poles and at non-
27 discontinuities. The 27 line discontinuities should, in
theory, cause no scattering; however, they can act as indirect
sources of scatter because of finite widths produced by limita-
tions in the manufacturing process.

Pole 2

Pole 1

E7324

Fig. 63.31

Example of a horizontally oriented pair of positive (right) and negative (left)
phase poles with a branch cut between the poles. The wavefront slope in the
immediate region of each pole is approximately A/27r, where r is the dis-
tance from the pole, causing wide-angle vortex scattering. Theoretically the
branch cut is a perfectly sharp discontinuity of height A; however, manufac-
turing limitations can result in a finite slope to the branch cut, causing
scattering loss.

When performing the numerical diffraction calculations of
the phase-retrieval algorithm, only the direct source of wide-
angle scattering owing to the smooth-surface effects of the
vortex phase near poles is observed. The indirect scattering
effects of 27 discontinuities are not observed in numerical
calculations and may be minimized in the design process either
by a reduction of the net length of the discontinuities through
ﬁhase unwrapping and a reduction in the number of poles or
by manufacturing methods that reduce the discontinuity width.
Fora0.351-um wavelength, a 28-cm near-field pupil, a 180-cm
focal length, and a 350-um target radius, PRRS generates
~10,000 poles. Scattering from the vortex surfaces caused a
direct scattering loss of ~5%. In this example, wide-angle
scattering can be defined as the energy outside a radius of
500 pum. In addition to the 5% scattering loss due to vortex
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surfaces, there are additional losses due to the 2z discontinuities:
both modulo 27z jumps and branch cuts. If the number of poles
canbereduced, then the direct scattering due to vortex surfaces
and the indirect scattering due to branch cuts will be reduced.

A strictly continuous phase plate will have negligible scat-
tering loss. Recently a continuous DPP has been developed,
using a two-dimensional Fourier grating with random phase to
produce a low-order super-Gaussian profile in the far field.#
For the 60-beam OMEGA laser system, the smallest target
radius is 350 pym and the fnumber is ~6.4. A Fourier grating
with a spatial period of 0.49 cm and an amplitude of 0.228
waves (at A = 351 nm) was used to produce equal far-field
modulation for the 0, +1, and —1 orders and generate approxi-
mately five major peaks in the far field to form a super-Gaussian
envelope. A random phase with an rms value of 0.5 waves and
autocorrelation diameter of 0.9 cm was added to the Fourier
grating to fill in the gaps between the major peaks of the far
field. Figure 63.32 illustrates the far-field patterns from (a) the
Fourier grating and (b) a random phase distribution. The
GLAD code!! is used for the DPP design and analysis, in addi-
tion to various phase-retrieval algorithms.

The above hybrid DPP design, instead of random noise, was
used as a starting point for the phase-retrieval algorithm for the
design of the higher-order super-Gaussian DPP.12 This algo-
rithm is denoted as phase retrieval starting from the hybrid
design (PRHD). As indicated in Table 63.1, only 1,400 poles
were observed, compared with 10,000 poles for the PRRS. We
used only two cycles of phase retrieval since more cycles did
not improve the fit to the desired super-Gaussian and resulted
in additional poles. Figure 63.33 compares the azimuthally
averaged profiles of the desired fourth-order super-Gaussian
profile with those produced by the starting hybrid DPP, PRRS,
and PRHD, in which an ensemble average based on 100
different noise seeds was used for the random aspects of each
design method. The azimuthal average provides strong noise
smoothing for larger values of r but no smoothing at 7=0. The
ensemble average provides additional noise smoothing to
display better the shape of the curves at small values of 7.

PRHD provides the widest flat region in the center of the
target area. As summarized in Table 63.1, the PRRS design has
~5% direct scattering outside the 500-(m radius, compared
with 2% for the PRHD design. It is also expected that the
indirect scattering that is due to 27 discontinuities will be
much lower for the PRHD than the PRRS because there are
only 1,400 poles, compared with 10,000 poles, giving a much
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lower net length of 27 discontinuities, which become impor-
tant when manufacturing limitations are included.
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Fig. 63.32

Far-field patterns from (a) a Fourier grating and (b) arandom phase distribu-
tion used as a starting point for the new phase-retrieval method of designing
super-Gaussian DPP’s. Since this hybrid DPP produces a far-field irradi-
ance envelope closer to the desired envelope, fewer iterations are required
for convergence to the desired super-Gaussian envelope.

Table 63.I: Pole counts and wide-angle scattering losses
for the three design types.®
Direct scattering | Approximate
Phase-plate | Number outside super-
type of poles | 500-um radius Gaussian

(%) order
PRRS 10,000 5.0 4.0
Hybrid DPP 0 03 L5
PRHD 1,400 2.0 4.0

(@) Only direct scattering due to vortices is included in the
table.
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Azimuthally averaged profiles of the fourth-order super-Gaussian function
(curve 1), the hybrid DPP (curve 2), the PRRS (curve 3), and the PRHD
(curve4), The curves represent an ensemble average of 100 calculations done
with different random seeds. Light that falls outside 500 um is considered
wide-angle scattering. The PRHD has a wider flat region in the center than
does the PRRS.

Modulo 27 discontinuity scattering, unlike vortex surface
scattering, may be reduced by phase unwrapping. Fig-
ure 63.34(a) shows a 1.2-cm X 1.2-cm section of the 28-cm-
diam aperture with no phase unwrapping and represents the
surface if the PRHD were to be implemented as a kinoform.
The net discontinuity length for this small section is
~140 pixel lengths. Islands of 27 height are apparent. Fig-
ure 63.34(b) shows the result of a conventional phase-un-
wrapping algorithm that attempts to achieve continuity by
first resolving the center column and then resolving the
horizontal rows from the center to the left and from the center
to the right.? The net scattering length is reduced to
~28 pixels. Figure 63.34(c) indicates the pole pair by the
crossing of real and imaginary loci. The phase-unwrapping
algorithm used in Fig. 63.34(b) did not recognize the branch
cut and generated the 13-pixel-long plateau of high phase,
seen in Fig. 63.34(c), as a spurious effect. Figure 63.34(d)
shows the same small section after correction for the branch
cut, The net discontinuity length has been reduced from
approximately 140 to 2 pixel lengths.

Summary

A new distributed phase plate that achieves a good approx-
imation to a fourth-order super-Gaussian with very low
scattering losses has been designed. Low scattering is achieved
because the new design is nearly continuous, having fewer
phase poles and a lower net length of 27 phase discontin-

LLE Review, Volume 63

(@ (b)

’Q
...'o" ' . 3,
'z.;;::;‘\ ;,. % , ’l o,: :-»‘
onn\ I[ 'c o,‘
' 4% LAX) 0 0"
SRR, £ 2
A3 r IS ST ““' XX
0 ‘\ ‘:\“ SN I “\\:3::: XX
RS m:'o AN ozli,‘:\\:‘\ "‘0,

"» e X “: R “.0 ,'l
’ RN Nt sorolites
Q‘Q"\‘ ‘\\ .‘{ A '

)

\,'l,

e 3

KR Z

% -‘.“\‘\‘, 208,
% \

0

l.,;;uz,:
2%
K>

KRS 3
0K
“3“""":?"'; X
0'0'0‘
25

E7327 cut

Fig. 63.34

(a) Phase plot of PRHD kinoform showing a 1.2-cm X 1.2-cm section of the
28-cm-diam beam. Islands and plateaus of height A result in discontinuities
of net length ~140 pixel lengths. (b) Conventional phase unwrapping, which
ignores branch cuts, reduces the net length of the discontinuities. The phase-
unwrapping algorithm fails at the branch cut between the vertically oriented
pole pair near the center of the display, creating a spurious horizontal plateau
of 28 pixel lengths. (c) Loci of real (solid lines) and imaginary (dotted lines)
zeros. The two primary poles are marked. (d) Phase unwrapping with branch-
cut recognition reduces the net discontinuity length to the length of the branch
cut (approximately two pixel lengths).

uities. The net length of 27 discontinuity lines, which in
practice are an additional source of scattering because of finite
width when manufactured, may be reduced to a low level by a
phase-unwrapping algorithm capable of treating branch cuts.
Preliminary investigations suggest that even-higher-order
super-Gaussian far-field profiles can be generated with
this technique.
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Electro-Optic Sampling of 1.5-ps Photoresponse Signals
from YBa,Cu;0, s Thin Films

Studies of the fast photoresponse of high-T, thin films may
reveal important information on scattering mechanisms or
nonequilibrium processes in high-T, materials. Optical pump-
probe experiments on YBayCu307.5 (YBCO) thin films have
reported picosecond and subpicosecond time constants, 12
but the interpretation of the results is still controversial.
Photoresponse experiments with current-biased samples may
provide more direct information on nonequilibrium pro-
cesses, -8 but the bandwidth of the oscilloscopes used in these
experiments is usually the limiting factor in resolving fast
voltage transients on the picosecond time scale. Photoresponse
signals with widths ranging from 16 to 40 ps have been
reported recently using fast oscilloscopes.>7:8 Electro-optic
sampling,? on the other hand, offers improved time resolution
in the subpicosecond regime and has been used to study
superconducting electronics!? and the propagation of picosec-
ond pulses on superconducting coplanar transmission lines.!1
Electro-optic sampling has also been used recently to show that
laser-induced switching of Pb transmission lines from the
superconducting to the normal state occurs within 1 ps.12

This article describes experiments that, to the best of our
knowledge, are the first to use electro-optic sampling to study
the photoresponse of YBCO thin films. We have observed
electrical transients as fast as 1.5-ps full-width at half-maxi-
mum (FWHM), which are the fastest photoresponse signals
reported to date from a YBCO thin film. We have also found
that picosecond transients can be seen in optically thick films
(>100 nm), despite previous claims that fast transients can
be seen only in ultrathin films with thicknesses of the order
of 10 nm,

A schematic of the experimental setup is shown in
Fig. 63.35. The c-axis YBCO films were grown epitaxially by
laser ablation on 0.5-mm-thick LaAlO5 substrates. Films with
thicknesses of 100 and 200 nm were used. A coplanar transmis-
sion line structure” was patterned into the films using standard
photolithographic techniques and a wet chemical etch. The
center line of the coplanar waveguide (CPW) had a width of
130 um, and the width of the gap to the ground lines was
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336 um. The length of the CPW was about 1.5 mm. A bias
current could be applied to one end of the CPW, while the other
end was terminated to the ground plane by anarrow bridge with
a length of 100 um. The bridge widths were 7 ym and 17 ym
for the 100-nm film, and 10 pm for the 200-nm film.

Probe

Excitation
f _beam

Bias
current

substrate

-

YBCO coplanar
transmission line

72078

Fig. 63.35
Schematic of the experimental setup.

After processing, the 7-um bridge of the 100-nm film had
a zero-resistance critical temperature Ty of 90.5 K and a
transition width of about 0.8 K. The resistivity p at 100 K was
144 uQ cm (R =205 Q), and the critical current J,, at 77 K
was about 2 x 10° A/cm? (. =12 mA) using a 10 yV/cm
criterion for the onset of dissipation in the bridge. As described
elsewhere,’ the 10-um bridge of the 200-nm film had T4 =
89 K, p(100 K) =124 uQ cm (R =62 Q), and J, = 1.5 X
10 A/cm? (I, =29 mA).

A mode-locked Ti:sapphire laser operating at a repetition
rate of 76 MHz was used to generate 150-fs pulses at a
wavelength of 790 nm. To perform electro-optic sampling,!0
the pulses were split into two beams: an excitation beam for

131




ELECTRO-OPTIC SAMPLING

inducing a photoreponse signal in the bridge, and a probe beam
for monitoring the electric field from the resulting voltage
transient in the LiTaOj3 crystal. Both beams were focused onto
the sample by passing them through the same microscope
objective, also used for viewing the illuminated region. The
diameter of the spot size on the bridge was about 10 ym. The
excitation beam was chopped by an acousto-optic modulator at
a frequency of 1 MHz, and a translation stage provided the
necessary time delay of the probe beam with respect to the
excitation beam. The electric field in the electro-optic crystal
was probed close to the edge of the center line of the CPW and
about 400 to 500 um from the position of the microbridge. A
reflective dielectric coating on the bottom face of the 1-mm-
thick LiTaO; crystal reflected the probe beam back out
through the microscope objective to an analyzer that detected
the change in polarization of the probe beam arising from
the electric field of the photoresponse signal. Lock-in amplifi-
cation techniques were then used to extract the electro-optic
signal. After 30 averages for each waveform, a voltage reso-
Iution of about 0.5 mV for the photoresponse signals could
be obtained. Due to large reflections from the end of the
short transmission line, time delays beyond 40 to 50 ps could
not be studied.

As described elsewhere,” the samples were mounted in
vacuum on a cold finger cooled with liquid nitrogen. All the
experiments discussed here were therefore carried out at abase
temperature of 78.6 K, as measured by a temperature diode
placed near the sample. It is important to note that increasing
the average power P,, of the excitation beam raised the
average temperature of the film at the laser spot. It was
estimated that the average temperature increase of the portion
of the bridge illuminated by the beam was about 3 K/mW.
Thus, for P,, = 0.4 mW incident on the bridge, the base tem-
perature would increase to 79.8 K.

Figure 63.36 shows a 1.5-ps-wide voltage transient ob-
served from the 7-um bridge of the 100-nm film. The slow rise
time and the faster fall time of the transient followed by
oscillations suggest that the original photoresponse signal
generated at the bridge has experienced some dispersion by the
time it reaches the sampling point in the electro-optic crystal.!1
The inset of Fig. 63.36 shows a 1.8-ps-wide photoresponse
signal from the 10-um bridge of the 200-nm film. Figure 63.37
shows the dependence of the photoresponse signal on the bias
current for the 7-um bridge of the 100-nm film at a fixed
fluence of 15 uJ/cm?2. At high bias currents, as shown in
Fig. 63.37(a), there is a fast transient less than 2 ps wide
followed by a fast tail with a fall time of about 10 ps. At later
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Photoresponse signal froma 7-um-wide bridge of a 100-nm-thick YBCO film
at a bias current of 15 mA and a fluence of 15 uJ/em? (P, = 0.4 mW). The
full-width at half-maximum (FWHM) of the voltage transient is 1.5 ps. The
inset shows a photoresponse signal from a 10-um-wide bridge of a 200-nm-
thick film at the same fluence but at a bias current of 60 mA. The width of the
signal in the inset is about 1.8-ps FWHM.

times, a much slower component develops due to a resistive
bolometric response of the film.%7 As the bias current is
decreased, as in Fig. 63.37(b), the amplitude of the fast tail
becomes much smaller with respect to that of the initial fast
transient, and only a small amount of the resistive component
remains. At lower bias currents, the fast tail and resistive
component disappear completely, as shown in Fig. 63.37(c)
and in the 15-mA case of Fig. 63.36, and only the picosecond
transient remains, followed by a negative component in the
signal with a decay time of about 15 ps.

We believe that the picosecond photoresponse transient
(FWHM < 2 ps) is due to a kinetic inductive response given by
V =1 dL/dt, where V is the voltage, I is the bias current, and
L is the kinetic inductance of the bridge.3~~8 Figure 63.38
confirms thelinear behavior of the amplitude of the picosecond
photoresponse signal with the bias current, as predicted by a
kinetic inductive response. The kinetic inductance of a super-
conducting bridge is inversely proportional to the superfluid
density. In a purely kinetic inductive response, a positive
voltage transient represents a net breaking of Cooper pairs, and
a negative transient signifies a net recombination of excited
quasiparticles back into Cooper pairs.3 The negative response
seen in Fig. 63.37(c) may be evidence for an effective
nonequilibrium recombination time of about 15 ps in YBCO.
Negative transients with durations of about 30 ps have been
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Photoresponse signals from the 7-um bridge of the 100-nm film for bias
currents of (a) 38 mA, (b) 30 mA, and (c) 20 mA. The fluence was 15 W/em?
(Pay = 0.4 mW), Aside from the different bias currents, conditions were
identical to those of the 15-mA case of Fig. 63.36. Notice the fast tail at high
bias currents in (a) and (b), which then disappears at lower bias currents in ().
Also notice the negative component to the signal in (c).

reported recently in photoresponse experiments on YBCO thin
films using fast oscilloscopes.”8 The area under the negative
part of the response in Fig. 63.37(c) is also approximately
equal to the area under the faster positive component. This
suggests that the positive transient arises mainly from a
nonequilibrium (or nonbolometric) kinetic inductive mecha-
nism,338 as opposed to a change in the kinetic inductance
arising from a purely thermal (or bolometric) response, which
would not account for the observed negative transient.57

A kinetic inductive bolometric model,%’ however, pre-
dicts a voltage transient with an amplitude of about 30 mV and
a width of 0.15-ps FWHM for the conditions given in
Fig. 63.37(c). This would give a 3-mV signal after broadening
to 1.5-ps FWHM, which is the same order of magnitude as
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Amplitude of the photoresponse signal (open circles) as a function of bias
current for the 7-pm bridge of the 100-nm film at a fluence of 15 pl/em?
(Pay=0.4 mW). Above 28 mA, a fast tail is present, and the amplitude of the
signal is not linear with the bias current. Below 28 mA, the fast tail
disappears, and the response becomes linear with bias current. The solid line
is a least-squares fit to the data below 28 mA. Error bars of £0.5 mV are
shown on two of the data points.

the observed transient of about 9 mV. In a two-temperature
nonequilibrium heating model with a ratio of phonon to elec-
tronic heat capacities of Cp,j, /C, =40 and an electron-phonon
relaxation time of 1.5 ps,13 the change in temperature AT, of
the electronic system is about 32 K. The electronic temperature
would therefore exceed T, which might induce a transition in
the bridge to the normal state. The resistance of the 7-um X
100-pm x 100-nm bridge at 110 K is around 220 Q, or about
22 Q for a 10-um section. At a bias current of 20 mA, this
would give a voltage transient with an amplitude of 400 mV for
a superconducting-to-normal-state transition, which is much
larger than the observed signals.

The origin of the fast tail may be due to several mechanisms.
At high bias currents (Fig. 63.37) or large fluences (not
shown), where the fast tail is seen in the photoresponse signal,
the time over which net pair breaking occurs may be extended,
which would widen the positive response of the signal. The fast
tail may also be due to fast vortex motion across the width of
the bridge. Studies of flux-flow transistors have revealed
vortex velocities as high as 6 x 107 cm/s.14 The transit time
across a 7-um-wide bridge would therefore be about 12 ps,
which is close to the observed fall time of about 10 ps for the
fast tail. Recent studies on switching instabilities in current-
biased YBCO thin films have reported lower vortex velocities
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of the order of 2 x 10° cm/s, 15 which would not account for a
10-ps duration of the fast tail. Furthermore, the duration of the
fast tail did not increase when a wider bridge with a width of
17 ym was used with a 10-um laser focus. Experiments with
larger beam focuses on wider bridges may be necessary to
study this effect.

In conclusion, we have observed for the first time
photoresponse signals less than 2 ps in duration from YBCO
thin films using electro-optic sampling techniques. The pico-
second transients were seen in optically thick films and at a
repetition rate of 76 MHz. We believe that the fast picosecond
response is due to a kinetic inductive mechanism, and that the
fasttail may be due to ballistic vortex motion across the bridge.
The fast response shown in this work makes YBCO films
suitable for high-speed applications, e.g., as photodetectors
operating above 100 GHz.
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Magnetorheological Finishing—A Deterministic Process
for Optics Manufacturing

Finish polishing of optics with magnetic media has evolved
extensively over the past decade. Of the approaches conceived
during this time, the most recently developed process is called
magnetorheological finishing (MRF). In MRF, a magnetic
field stiffens a fluid suspension in contact with a workpiece.
The workpiece is mounted on the rotating spindle of a com-
puter-numerically-controlled (CNC) machine. Driven by an
algorithm for machine control that contains information about
the MRF process, the machine deterministically polishes out
the workpiece by removing microns of subsurface damage,
smoothing the surface to a microroughness of 10 A rms, and
correcting surface figure errors to less than 0.1 yum peak-to-
valley (p-v). Spheres and aspheres can be processed with the
same machine setup using the appropriate machine program.
This article describes MRF and gives examples that illustrate
the capabilities of a pre-prototype machine located at the
Center for Optics Manufacturing (COM).

Background

Finish polishing of optics is defined here to be the produc-
tion of a surface to within 0.25 um p-v of the specified figure,
accompanied by sufficient material removal to eliminate sub-
surface damage and to achieve a microroughness of 10 A rms.
Classical finishing processes employ precisely shaped, vis-
coelastic pitch or polyurethane foam-faced laps to transfer
pressure and velocity through an abrasive slurry to the
workpiece. Material is removed by chemical and mechanical
interactions among the abrasive (typically micron- to submi-
cron-size cerium oxide or aluminum oxide), the carrier fluid
(water), and the workpiece.

Strong technical and economic incentives exist for develop-
ing alternative finishing processes that use laps whose shapes
are not permanently fixed, but can be controlled and changed
with the application of an external field. The cost for design,
manufacture, and storage of numerous fixed laps, each with a
different surface curvature, would be eliminated. It would also
be easy to create unique lap shapes for finishing aspheric and
other nonstandard surfaces. Innovative work has been done by
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several research groups throughout the world to introduce
magnetic media to the optics finishing process.

Magnetic media-assisted finishing has been studied in Ja-
pan for many years. In 1984, Y. Tani and K. Kawata! reported
experiments with the geometry shown in Fig. 63.39. The
principal of operation was the creation of magnetobuoyant
forces that acted on nonmagnetic abrasives (silicon carbide,
4-um diam, 40 vol.%) in a magnetic fluid (a ferrocolloid-
magnetite, Fe30y4, 100- to 150-A diam in eicosyl naphtha-
lene), placed in a nonuniform magnetic field (1-kG approxi-
mate field strength). The magnetic field gradients created by a
flat lap array of permanent magnets caused the abrasive grains
to levitate upward into contact with the work. Motor-driven
rotation of the main spindle caused the work (a set of three
acrylic plates, 20 mm in diameter) to move over the abrasives
that were localized in the regions of minimum magnetic field.

Cold water
reservoir

Electro-
magnetic
valve

Permanent

Polishing compound
magnets

(magnetic fluid
suspending abrasives) Vessel

G3837

Fig. 63.39

Polishing of acrylic plates with SiC abrasives in a magnetic fluid composed
of 150-A-diam magnetite particles. The pole pieces serve as the reference
lapping surface for the workpiece. (From Ref. 1.)
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Material was removed at the rate of 2 gm/min across the entire
part, and a 10x reduction in surface roughness to 400-A Rmax
was observed after 1 h. (Rmax denotes peak-to-valley rough-
ness.) The authors noted significant thermal control problems
in the slurry.

Related work was reported by Y. Saito e al. in 1987, again
for acrylic plates in an aqueous-based ferrocolloid slurry.
Confinement of polishing abrasives to the work zone was a
problem. The pressures generated by these two approaches
were inadequate to polish glass, and there was no possibility
for surface figure control.

Based upon work of Kurobe,? Suzuki ef al.* made signifi-
cant advances with the machine geometry shown in Fig. 63.40.
By sealing the ferrocolloidal media in a brass trough with a
flexible, polyurethane-rubber cover, they could direct consid-
erably more pressure (10-25 kPa for 8-10 kG) to a colloidal
silica slurry in contact with the work. It was possible to finish
hard materials against a magnetically shaped polyurethane lap.
Nonplanar surfaces could be polished by suitably contouring

1. Magnetic fluid

6. Jig or chuck

2. Coil 7. Polishing abrasive
3. Iron pole 8. Polyurethane pad
4. Yoke 9. Rubber sheet
5. Workpiece 10. Brass vessel

G3838

Fig. 63.40

Apparatus for polishing with a pad whose shape is defined by a magnetic field
acting on a confined magnetic fluid. (From Ref. 2.)

the magnet pole cap. In 1989, they reported smoothing a
lithium niobate surface of 50-mm radius of curvature from
1500-A to 100-A Rmax (17 A rms) in 30 min. The spherical
surface figure error was reduced from 0.4 to 0.3 ym p-v.

More recently, in 1993, these researchers demonstrated the
ability to polish aspheric surfaces on 40-mm-diam Pyrex®
glass parts with removal rates of 2 to 4 um/h.> One drawback
to this approach was a lack of edge control. Another serious
impediment to commercialization was the need for an inven-
tory of customized pole caps, uniquely shaped to each desired
surface form.

Introduction to Magnetorheological Finishing (MRF)
The most recent approach to processing optics with mag-
netic fluids is magnetorheological finishing (MRF). This
technology was initiated in Minsk, Belarus by Kordonski,
Prokhorov, and coworkers,%7 as an outgrowth of work with
intelligent fluids for clutches, shock absorbers, and vibration
isolators. The concept of MRF is shown in Fig. 63.41. A
suspension of noncolloidal magnetic particles and polishing
abrasives is contained in a vessel, or trough. Rotation of the
trough delivers the suspension to the surface of a spindle-
mounted workpiece. With the application of a dc magnetic
field in the vicinity of the workpiece, the suspension stiffens to
form a small pressure spot that contacts and conforms to the
workpiece. The magnetic-field-stiffened suspension consti-
tutes a lap, and the constant flow of magnetic particles and

OCenter for Optics Manufacturing, University of Rochester

G3839

Fig. 63.41
The MRF concept. A workpiece is immersed directly into the magneto-
rheological suspension for processing against a magnetic-field-stiffened,
fluid lap.
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polishing abrasives through the region of high pressure causes
material removal at the workpiece surface. A key difference
between the MRF process and that of Fig. 63.40 is that in MRF
material removal takes place only in the vicinity of the small
pressure spot rather than simultaneously over the whole sur-
face of the workpiece. Other unique features of the MRF
process are the controllable and conformal nature of the lap, the
constant replenishment of the polishing zone with fresh sus-
pension, and the continual removal of glass particles and heat
generated in the polishing process.

A workpiece is polished by sweeping its surface through the
zone of high pressure. Dwell time determines the amount of
material that is removed. The illustration in Fig. 63.42 gives a
cut-away view of the finishing process, where a spherical
surface is shown in three orientations. The lens center is
polished with the spindle normal to the bottom of the trough.
Rotation of the spindle about the lens center of curvature
causes annular regions of increasing diameter to come into the
zone of high pressure for finishing. A key to the areal removal
of subsurface damage, areal smoothing, and areal figure cor-
rection is the machine program that drives spindle motion at
predetermined velocities through both positive and negative
angles. Spherical or aspheric surfaces can be finished with the
same machine setup, using customized machine programs.
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Fig. 63.42
Polishing out a workpiece with the MRF process. Dwell time determines the
ultimate surface shape and smoothness.

Magnetic Suspension, Polishing “Spot,”” and Parameter
Studies

The MR suspension consists of noncolloidal magnetic
particles, ~4.5 um in diameter, mixed in an aqueous slurry with
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nonmagnetic polishing abrasives (see Fig. 63.43). When circu-
lating suspension passes into the high magnetic field (~4 kG)
created by an electromagnet, the magnetic particles form
chain-like structures. The result is an increase in the viscosity
and yield (shear) stress of the suspension by two orders of
magnitude. A localized pressure spot is formed against the
surface of the workpiece, and material removal occurs as a
result of chemomechanical interactions.

G384t 5 pm

Fig. 63.43

Scanning electron micrograph of an MR suspension containing 4.5-um
(initial median size) spherical magnetic particles and 3.5-um (initial median
size) CeQ particles. The sample was analyzed after one week of use.

The MRF removal function in the zone of high pressure is
specific to the machine platform, the magnetic field strength,
the workpiece geometry, and the properties of the material
being finished. All experimental results reported in this paper
were obtained on a pre-prototype MRF machine whose con-
figuration resembles that shown in Fig. 63.41. Figure 63.44
shows the fluid flow direction and removal “spot” for a
40-mm-diam BK7 glass lens with an 84-mm radius of curva-
ture, immersed in the MR suspension for 5 s. The spindle arm
was oriented at an angle of 8=2° and was locked to prevent
workpiece rotation. Interferometrically derived depth profiles
show that the removal function has a backward “D” shape,
with a region of peak removal at the point of deepest penetra-
tion of the lens surface into the suspension. The peak removal
rate is 4.6 pym/min, and the volumetric removal rate is
0.48 mm>/min.

Several parameter studies have been conducted to evaluate

the sensitivity of the polishing spot to process parameters.
There is a significant dependence upon material type. Fig-
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MRF removal function on BK7 glass after 5 s. The “spot” areal size is
approximately 2 X 2 cm for the conditions described in the text.

ure 63.45 shows interferograms of spots taken on two different
glass types. For the fused silica part, the spot is acquired by
lowering the part into the suspension at normal incidence,
turning the magnetic field on for 20 s, turning the field off, and
raising the spindle-mounted part up and out of the suspension.
Depth profile line scans, taken in orthogonal directions through
the interferogram and displayed below the spot, give a peak
removal rate of 2.3 um/min for this glass. For the SK7 part, a
spot is acquired by first turning on the magnetic field. The
spindle-mounted part is then swept through an angle to the
near-normal-incidence orientation in the suspension. It is kept
there for a period of 4 s and then swept back out. Because of its
composition and physical properties, SK7 polishes faster than
fused silica. The measured peak removal rate is 9.4 ym/min.
The spot shapes for these glasses are very similar. This is a
characteristic of the MR process.

Figure 63.46 displays the peak and volumetric removal
rates for a selection of seven optical glass types, measured
under identical MR process conditions. There is a factor of
nearly 4 increase in removal rate for F7 compared with fused
silica (FS). The trend toward higher removal rates generally
correlates with a decrease in silica content (change in chemis-
try of removal) and a drop in glass hardness (Knoop, Vickers,
or lapping—change in mechanics of removal).
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Fig. 63.45

Interferograms of removal “spots” for two different glass types under iden-
tical MR processing conditions. Depth-profile line scans shown below the
spots are similar in shape.
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Fig. 63.46
Removal rates for several glass types under identical MR processing condi-
tions. Softer glasses are generally seen to polish more rapidly.

Another parameter that has been studied is the sensitivity of
final surface microroughness to glass type and to initial surface
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microroughness. Areal polishing experiments, conducted on
spherical parts generated with deterministic grinding pro-
cesses8 at COM, show that the smoothing process is more
sensitive to the initial condition of the surface than to the glass
type. Figure 63.47 gives the time evolution of surface
microroughness for the same set of seven optical glasses
(40-mm diam), measured with two different types of optical
profilers. Both sets of data show that the final rms surface
microroughness, independent of glass type, is ~10 A. If the
initial rms surface microroughness is less than a few hundred
angstroms, smoothing occurs in 5 to 10 min. The rate of
smoothing drops for rougher surface conditions.

Deterministic MR Finishing of Convex Spherical and
Aspheric Surfaces

Since 1993 a pre-prototype MRF machine has been used
as a testbed for the development of software that enables
technical personnel (not necessarily opticians) to determinis-
tically finish optics.? The software is being developed for
COM by Prof. Greg Forbes, Macquarie University, Sydney,
Australia, and his graduvate student, Mr. Paul Dumas of The
Institute of Optics, University of Rochester. Most test parts
for polishing experiments are prepared primarily on Opti-
cam® CNC ring-tool generating machines at COM, although
parts have also been provided by selected companies in the
U.S. and elsewhere.

The Forbes/Dumas code requires three items as input: the
shape and magnitude of the MRF removal function or “spot,”
the initial surface shape, and the processing objectives. The
first item is obtained by generating a spot on a test piece of the
same material type and shape to be finished. An interferogram
of the removal spot, recorded by aZygo Mark IV xp® interfer-
ometer, is acquired and loaded into the code. Alternatively, a
previously recorded and stored spot profile may be called up
from a database. The second input is the initial shape of the
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surface to be finished, which for a spherical surface is another
interferogram showing initial deviation from a best-fit sphere.
For an aspheric surface the input could be a surface profile
obtained with a stylus instrument like the Rank Taylor Hobsen
Form Talysurf®. The third input is the processing objective,
which could be dc removal to eliminate subsurface damage,
figure correction, or a combination of the two.

The Forbes/Dumas code runs on a PC. Using a series of
complex algorithms, the code convolves the removal function
with the initial surface shape to derive an operating program
for the spindle-arm angular controller on the MRF machine.
The code specifies angles and accelerations for the controller,
the number of sweeps required between positive and negative
angles, and the total estimated processing time. Finally, the
code predicts the figure expected from the process cycle. The
Forbes/Dumas code and the pre-prototype MRF machine con-
troller are best understood with several examples.

1. Convex Spherical Parts from Fused Silica

One of several convex fused-silica parts (40-mm diam,
58-mm radius of curvature), generated on the Opticam®
SX, was polished in three cycles to illustrate dc removal, fig-
ure correction, and surface smoothing. Results are given in
Table 63.I1. The first cycle lasted 32 min, removing 3 um
uniformly from the surface and reducing the areal surface
roughness from 40 A to 8 A p-v (unfiltered, Zygo Maxim® 3D
optical profiler). Symmetric surface wavefront error was held
to an increase of 0.1 um for 3 um of material removed. (The
configuration of MRF implemented in the pre-prototype ma-
chine does not permit efficient removal of any asymmetric
features.) The second cycle (see below) brought figure error
down from 0.42 ym to 0.14 yum. This was accomplished in
6 min with the (radially) selective removal of ~0.7 um of
material. A third cycle was implemented to remove an addi-
tional 3 um of material while further reducing symmetric
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are indicated on the left and relevant Form Talysurf® scans on
the right. In the first MRF cycle, 12 um of material were
removed over a period of 100 min. The rms roughness was
reduced from 9400 A to 10 A. All subsurface damage was
eliminated. (HF acid etching on identical parts confirms that
MRF does not introduce new subsurface damage.) The second
figure correction run required 40 min of polishing time; 4 um
of material were removed. At the conclusion of this cycle the
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Aspheric shape required for a collaborative deterministic manufacturing
experiment with Texas Instruments.

form error was reduced to 0.86 ym. These BK7 lenses were
returned to TI and judged acceptable for inclusion in a bread-
board of their deformable mirror device assembly, an integral
part of TI’s digital imaging technology.

Summary

MRF is a promising new optics manufacturing technology.
Fundamental to this technology is an environmentally safe,
aqueous suspension of magnetic particles and polishing abra-
sives, whose viscosity is increased by orders of magnitude in
a magnetic field. The stiffened suspension acts as a “spot” lap
that conforms to and polishes out the surface of a workpiece
immersed in it. In initial trials on a pre-prototype machine,
MRF has shown an excellent capability for smoothing ground
glass surfaces, correcting figure errors, and eliminating sub-
surface damage. Experiments have demonstrated that, with
machine-control programs generated by a computer algo-
rithm, both spheres and aspheres can be finished with the same
machine setup, for a variety of optical glasses.
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Finishing of a 47-mm-diam asphere in two MR processing cycles. The entire polishing and figuring operation required 140 min of machine time.
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Initial Target Experiments on the
Upgraded OMEGA Laser System

A major program to demonstrate the feasibility of direct-drive
laser fusion is underway at LLE. The overall goal of this
program is to develop an understanding of target physics at the
30-kJ level that will allow the performance of direct-drive
capsules designed for use with the National Ignition Facility
(NIF) at the 1- to 2-MJ level to be predicted with confidence.
The majority of the experiments that will contribute to this goal
will be performed with the 60 UV (351-nm) beams of the
recently upgraded, 30-kJ] OMEGA laser system. The key
physics issues that will be examined, both experimentally and
theoretically, include irradiation uniformity, laser energy cou-
pling and transport, laser-plasma interaction physics, hydro-
dynamic stability, and hot-spot and main-fuel-layer physics.

In this article we summarize initial target experiments
performed with the upgraded OMEGA laser system.! Targets
consisted mainly of glass microballoons (GMB’s) having high
initial aspect ratios (R/AR, where R is the target radius and AR
is the shell thickness) of ~150 to 300, filled with either pure
deuterium or an equimolar mixture of deuterium and tritium at
pressures ranging from 5 to 20 atm. These low-mass shells
were accelerated to high implosion velocities. The compressed
fuel was predicted to have a high electron temperature (up to
6 keV) and a density in the range of 0.2 to 2 g/cm3. Diagnosis
of target performance during the acceleration phase of the
implosion was obtained from time- and space-resolved mea-
surements of the x-ray emission from the laser-heated glass
shells. Overall target performance was diagnosed by nuclear
and particle instrumentation, from which estimates of the total
thermonuclear yield and the fuel ion temperature were ob-
tained. Neutron yields have been measured to be as high as
1014 (DT) and 1.1 x 10'2 (DD), and ion temperatures up to
13 keV have been inferred from a neutron time-of-flight
detector, High fuel electron temperatures of 3 to 4 keV have
been inferred from spectroscopic measurements.

The main objective of these initial experiments was the

activation of several key diagnostic systems. An x-ray framing
camera and a Kirkpatrick-Baez (KB) microscope were used to
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image the x-ray emission during the implosions. Copper and
indium neutron activation counters were used to determine
DT and DD neutron yields, and scintillator-photomultipliers
were used to measure the neutron time-of-flight. Finally, a
crystal spectrometer was fielded to measure the electron tem-
perature from the continuum slope of the x-ray spectrum and
from krypton K-shell spectroscopy.

X-Ray Imaging
1. X-Ray Framing Camera

A series of experimental shots were devoted to the initial
activation of one of the x-ray framing cameras. The camera is
based on the high-speed gating of a 0.25-mm-thick micro-
channel plate with achannel-pore aspectratio (length:diameter)
of 40:1. The design and testing of the prototype for this camera
are described in Ref. 2. The temporal resolution of the camera
over a range of operating parameters was measured off-line
using a short-pulse (300-fs) frequency-quintupled glass laser
system. For the GMB’s in this experimental series the camera
was operated with an expected temporal resolution (gating
time) of 35 to 40 ps.

Figure 64.1 shows a series of images recorded from shot
5067, sensitive to x rays in the spectral range above 3 keV. The
target was a 20-atm DD-filled glass microballoon with an
initial wall thickness of 2.3 yum and a diameter of 845 yum. The
magnification was 6x and the calculated spatial resolution was
~10 um in the target plane. The time delay between strips is
250 ps, and the delay between images on a given strip is 50 ps.
The fogging around the images in the third and fourth strips is
caused by high-energy x rays produced during the implosion
and transmitted through the 50-um Ta pinhole substrate. The
vignetting seenin the four cornerimages is caused by acircular
aperture in the pinhole mount. The x-ray emission comes
primarily from overdense glass plasma with an electron tem-
perature =800 eV. During much of the implosion, before the
glass has expanded significantly beyond its initial thickness,
the location of the peak x-ray emission thus provides a good
indication of the shell’s location.
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Figure 64.1

Framing-camera images of OMEGA shot 5067. The target was a glass
microballoon with an initial wall thickness of 2.3 um and a diameter of
845 pm. The time delay between strips is 250 ps, and the delay between
images on a given strip is 50 ps, time increasing from left to right. The
magnification is 6x and the calculated spatial resolution is ~10 ym.

To obtain a more quantitative understanding of the framing-
camera images, the azimuthally averaged radius of the peak
emission contour for each frame of Fig. 64.1 has been plotted
inFig. 64.2 as a function of time. Predictions based on the one-
dimensional code LILAC are also plotted. LILAC uses a
straight-line radiation transport algorithm to replicate the im-
ages, with spatial smearing based on the resolution of the
pinhole. The temporal response of the diagnostic is modeled as
being Gaussian in shape, with a 40-ps FWHM. Since no
absolute timing fiducial is currently available for the camera,
the zero time reference between the two data sets was taken as
being the one that gave the best fit between the two. The time
Tp of the first frame of Fig. 64.1 is then —200 ps, where 7=0
corresponds to the peak of the laser pulse. As can be seen, the
predictions for the hydrodynamic motion of the shell are in
good agreement with the experiment throughout the accelera-
tion phase of the implosion (7 = 200 ps). However, during the
subsequent coast phase of the implosion and at the onset of
stagnation, the experiment deviates from the LILAC predic-
tion. Emission from the glass comes from smaller radii than
predicted, with the radius of peak emission continuing to
decrease linearly with time until its stagnation at ~350 ps. This
departure from one-dimensional predictions may be due to the
present level of laser-beam uniformity, in which case better
results can be expected when beam smoothing is employed on
the system. The successful deployment of this first x-ray
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Radius of the peak x-ray emission contour for the target of Fig. 64.1 as a
function of time. The solid circles are azimuthal averages obtained from the
framing-camera images of Fig. 64.1, and the open circles are predictions of
the one-dimensional code LILAC.

framing camera and the data obtained from it will allow
improvements in target drive to be assessed when beam-
smoothing techniques are implemented.

2. Kirkpatrick-Baez Microscope

A Kirkpatrick-Baez (KB) microscope—one of a set of new
microscopes that incorporate improvements over the design
used previously at LLE3—has been used to obtain time-
integrated x-ray images of the initial target implosions. The
reflective optics are Ir coated, extending their useful band up
to 8 keV, while the resolution at the center of the field of view
is ~5 um.* The KB microscopes thereby provide high-reso-
lution, relatively hard x-ray images of target emission. They
have been designed with precision pointing and focusing and
are being fully calibrated in the x-ray laboratory at LLE.
Eventually, the microscopes will be used for space-resolved
continuum spectroscopy of implosions by incorporating a
diffraction grating,? and for framed monochromatic imaging
by attaching a crystal monochromator and a framing camera
assembly.* The monochromator/framing camera attachment
is being built by the laser fusion group at the Los Alamos
National Laboratory.%

For the initial implosion experiments on OMEGA, a single
KB microscope was deployed on the target chamber with a
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simple arrangement of thin metallic filters. X-ray film (Kodak
DEF) was used to record the images. Four images were
obtained per shot through various filters. Since the targets used
in these experiments were principally glass microballoons
filled with either DD or DT, and since the glass contained a
significant amount of a high-Z element (1%—2% RbO,
molar), the shell emitted copious levels of relatively hard
x rays (>4 keV). It was therefore necessary to filter the flux
from the targets to limit the film exposure. Figure 64.3 shows
the calculated response of the KB microscope versus energy
for the Ir-coated mirrors and for a filtration of 203.2 um of Be
in combination with 101.6 um of Al. The effective energy band
is from 5 to 8 keV.
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Figure 64.3

Calculated response of the KB microscope versus energy for 0.70° Ir-
coated mirrors with a filtration of 203.2 um of Be in combination with
101.6 um of Al

(a) Pinhole camera image

E7740
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Figure 64.4 shows a comparison of pinhole camera and KB
microscope images obtained on shot 5039. The target was a
DT-filled glass microballoon overcoated with a 2-um layer of
CH. The increased resolution evident in the KB microscope
image illustrates the benefit of the higher resolution and
increased sensitivity of the KB microscope. The x-ray pinhole
camera and the KB microscope were positioned within 10° of
each other on the target chamber, minimizing differences due
to view direction. They were similarly filtered so as to be
sensitive to x rays of >5-keV energy. The pinhole size was
10 um and the magnification was 4.0. The microscope was
operated at a magnification of 12.9. Both images were re-
corded on Kodak DEF film. One benefit of the increased
sensitivity of the microscope is the ability to operate at higher
magnifications, thereby reducing film grain noise as a contri-
bution toimage blurring. Clearly the increased spatial resolution
allows for the imaging of finer details in the stagnation core.

For purposes of comparison with the previously described
framing-cameraresults, Fig. 64.5(a) shows an image from shot
5067. The stagnation core can again be seen in this image. In
this shot, as with many others not shown here, the right-hand
side of the shell is much brighter than the left-hand side. A
significant part of this effect is due to a systematic focus offset
of the beams illuminating the left side of the target, a problem
that has since been corrected. Using an intensity-converted
horizontal lineout through the image [shown in Fig. 64.5(b)],
the diameter of the stagnated shell can be estimated to be
192 um, based on the locations of peak emission on either side
of the center. (The intensity conversions were accomplished
using the semi-empirical formulas of Henke et al.” and as-
suming an energy of 6 keV for the optical densities measured

(b) KB microscope image

Figure 64.4

(a) Pinhole camera image and (b) KB microscope
image of a 20-atm DT-filled glass microballoon of
840-ym diameter and 2-pm wall thickness, coated
with 2 um of CH (shot 5039). The two images have
the same spatial scale and are viewed from within
10° of the same direction. The increased spatial
resolution of the KB microscope is evident.
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in the DEF-recorded image.) LILAC predictions (Fig. 64.6)
indicate a somewhat larger stagnated shell diameter of
275 um. This disagreement is consistent with what was seen
with the framing-camera data above.
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Figure 64.6
LILAC simulation of Fig. 64.5(b). The diameter of the stagnated shell, based
on the location of peak emission, is predicted to be ~275 um.

Fusion Experiments

A set of diagnostics that provided measurements of the
neutron yield and the fue] jon temperature was used for these
initial experiments. The neutron yield was measured by activa-
tion methods and scintillator-photomultiplier systems. Ion
temperatures were measured using current-mode, quenched-
scintillator/fast-photomultiplier detectors, with signalsrecorded
by wide-bandwidth transient digitizers. Several detectors for
both yield and ion temperature were used for each experiment.
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The activation systems include copper and sodium activa-
tion for the detection of 14.1-MeV neutrons produced by DT
fuel mixtures, and indium activation for the measurement of
2.45-MeV neutrons produced by pure deuterium fuel. The
activation systems have been calibrated by the associated
particle technique in a collaborative effort with the State
University of New York at Geneseo. Two of the activation
samples are inserted near the target (copper sample at 40 cm,
indium sample at 25 cm) by a pneumatically operated rapid
extractor. This system automatically transports the sample to
the counting area, allowing rapid measurement while reducing
the radiation exposure of personnel. On high-yield DT fuel
target shots, the copper activation sample is placed 6.6 m from
the target chamber in a holder near the other diagnostics (see
Fig. 64.7). The sodium activation system uses self-activation/
self-detection of sodium in a sodium-iodide gamma-ray detec-
tor crystal, which is located 6.6 m from the target chamber.?

A scintillator-photomultiplier system is also used to mea-
sure yield. This instrument consists of several large scintil-
lators mounted at 6.6 m from the target and used as neutron
time-of-flight spectrometers. These “yield” scintillators have
active volumes of 2,500 and 44,000 cm3, The primary purpose
of these devices is to allow the measurement of low primary
and secondary yields. In the present high-yield experiments,
the gain of the photomultipliers was reduced to prevent satura-
tion. The data-acquisition subsystem consists of both transient
recorders and, optionally, gated charge integrators. The charge
integrators are gated to record individually the 2.45-MeV
and the 14.1-MeV neutron signals for each detector. The
scintillator yield measurements are calibrated in situ by com-
parison with the activation systems for both 2.45-MeV and
14.1-MeV neutrons.
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Figure 64.7
Schematic of the target chamber and the location of some of the neutron
diagnostic systems.

Time-of-flight spectroscopy, using a GHz-bandwidth
scintillator-photomultiplier-digitizer, currently provides
ion-temperature measurements with low-temperature thresh-
olds of 3.5 keV (for 14.1-MeV neutrons) and 0.2 keV (for
2.45-MeV neutrons). These detectors, along with the other
scintillation detectors, are housed 6.6 m beneath the target
chamber in a bunker with 20-cm-thick concrete walls and a
6-cm-thick lead faceplate to reduce the effects of prompt
n-yradiation (see Fig. 64.7). An additional fast time-of-flight
detector is being installed in the neutron diagnostic room at a
distance of 18 m from the target chamber; this will provide
the higher resolution required for low-temperature DT implo-
sion experiments.

A series of experimental shots were designed to provide a
wide range of DT and DD yields to aid in the calibration of the
activation counters and scintillators. Table 64.1 presents typi-
cal neutron data from five target shots. The system response

INITIAL TARGET EXPERIMENTS

(including the scintillator, photomultiplier, coaxial cable, and
recording digitizer) for neutron time-of-flight measurements
was determined by applying a short (100-ps) light pulse to the
detector package. This system response was deconvolved from
the raw experimental signal (an example of which is shown in
Fig. 64.8) to obtain the neutron-averaged ion temperatures
quoted in Table 64.1. The one-dimensional LILAC predictions
for yield, neutron-averaged ion temperature, and convergence
ratio are also included in Table 64.1. The five shots corre-
sponded to a wide range of targets. Shot 5241, which gave the
highest ion temperature, used a thin (2.7-¢m) bare glass shell,
while the other shots included plastic shelis (shots 5212 and
5221) and plastic-coated glass shells (shots 5049 and 5276).

Afterthe calibration series of shots, emphasis was placed on
maximizing the yield in both DT and DD implosion experi-
ments. The design of these experiments focused mainly on
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Figure 64.8

Signal obtained from a scintillator-photomultiplier neutron time-of-flight
detector placed at 6.6 m from the target. The Gaussian fit to the raw data
corresponds to an ion temperature of 13.6 keV.

Table 64.I: Summary of neutron yields and ion temperatures.

Neutron Yield Ion Temperature (keV) Calculated
Shot Convergence
Number Fuel Measured Calculated Measured Calculated Ratio
5049 DT 1.ox1014 20x104 — 15.0 44
5212 DD 59x1010 1.7x1011 47 23 193
5221 DD 48x1010 1.6x101 6.1 24 19.0
5241 DD 5.7x 101 93x101t 13.6 17.0 52
5276 DT 49x%1013 1.7x1014 7.8 93 8.6
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reducing the calculated convergence ratio of the pellet during
the implosion. The calculated convergence ratio is defined as
the ratio of the initial fuel-pusher interface radius to the
calculated radius of this same interface at stagnation. It is well
established on the basis of stability considerations that one is
able to obtain an increasing fraction of the one-dimensionally
calculated neutron yield as the calculated convergence ratio is
decreased.?10 With the limited set of targets available, several
options were investigated to reduce the calculated conver-
gence ratio of the implosions while maximizing the
one-dimensional yield. A solution was found in overcoating
the bare glass microballoons with several microns of parylene
and then targeting OMEGA at tighter-than-normal focusing.

Results for the DT neutron yield as a function of UV energy
on target are shown in Fig. 64.9. The maximum yield (1.0 x
10'4) is the highest recorded to date from any laser system. It
must again be noted that precision energy balance, power
balance, and beam smoothing have not yet been implemented
on OMEGA. Consistent with the discussion of the x-ray
images above, the symmetry of the implosions may well have
suffered from high initial levels of on-target irradiation
nonuniformity. For the shot producing 104 neutrons, the
calculated convergence ratio was 4.4 and the yield was a
fraction 0.52 of the one-dimensional yield. The fusion energy
released from this shot was equal to 1% of the laser energy
delivered to the target (1% of scientific breakeven).
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Figure 64.9

Performance summary of initial high-yield implosion experiments. The solid
curve indicates the neutron yield corresponding to a fusion energy release
equal to 1% of the UV energy on target (1% of scientific breakeven).
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X-Ray Spectroscopy

It was predicted that high electron temperatures up to 5 keV
could be achieved on OMEGA by using relatively thin shell
targets. These temperatures would occur at modest compressed
densities (~1 to 5 g/cm3), and the ion temperatures would peak
at above 10 keV at the center of the compressed core. New
diagnostic techniques were thus developed for measuring
these temperatures, using K-shell line and continuum spectros-
copy of krypton-doped targets.!1:12 (See also the next article
in this issue.) A series of krypton-doped, deuterium-filled
targets were shot on OMEGA to test these predictions. A
strong K-shell Kr spectrum was indeed observed, and high
electron temperatures were determined, in close agreement
with code predictions. These targets were similar to those of
Table 64.1 for which high ion temperatures were measured.

The krypton lines observed in these shots have the highest
energies, 13 to 16 keV, that have been observed in laser-fusion
experiments. Previously, only the Kr*34 resonance line (at
13.1 keV) had been observed, using a Von-Hamos focusing
spectrometer on the 24-beam OMEGA system operating in
short-pulse mode (100 ps, 6 TW).13

Results from the present experiments are shown from two
Kr-doped target shots for which the experimental parameters
are listed in Table 64.11. In the first shot, a Si(111) diffracting
crystal was used, tuned to detect the spectral range of 8 to
13 keV, while in the second shot a LiF(200) crystal was used,
tuned to the range of 12 to 20 keV.

Figure 64.10 shows a comparison between the measured
and simulated spectra from shot4952. In Fig. 64.10(a), the raw
experimental spectrum is shown in film density units. In
Fig. 64.10(b), a time- and space-integrated LILAC simulation
of the same spectrum is shown. This simulation was carried out
using a non-LTE radiation transport postprocessor that in-
cludes a time-dependent multispecies ionization and
level-population model based on a simple screened-hydro-
genic description of the principal atomic states. Figure 64.11
shows a similar comparison between experiment and simula-
tion for shot 5110. In both cases the simulated spectrum is
plotted on a linear scale, in line with the fact that film density
and exposure are approximately linear for the photon energy
range detected (see below). The He-¢ line in Fig. 64.11 has a
film density higher than 5 and saturates the film. Instrumental
broadening of the lines has been included in the simulation. In
comparing the measured and simulated spectra, it should be
noted that LILAC does not calculate the satellite lines on the
low-energy side of the He-czand He-Blines, nor the lines above
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Table 64.11: Experimental parameters of two CH target shots analyzed using krypton line and continuum spectroscopy.
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Target diameter Target thickness DD pressure Krypton pressure Laser energy
Shot No. (um) (um) (atm) (atm)
4952 870 10.0 10 0.03 23.6
5110 874 124 10 0.03 29.5
4 . — 2-5()He;x'l'|'|'
a a -
@) Kr He-o: 1311 keV Shot 5110
- 20 =
=)
z Fary
.'=§ i ‘g 15[~ -
& S
& E ok 16.25 keV -
E i . L
He-6
16.63 keV
05 -
20 T T T T T |
> ®) 0.0
’; Kr He-o
1.5 | . oF I e L I
‘:53 H s 20 ® |[He-c
= & 13.11keV
S 10} . 5 15 L He-B 1
2 T 1543 keV
é S Ly-c
= 0.5 B Te = 3.2 keV Kr_ \o/ 1 0 B 13-48 kev |
B * Ly-¢ 2 .
3 Shot 4952 5
=9 00 1 1 1 ! 1 = Kr+3 4 _
2 g o 10 1 12 1B 14 3 e
=] D[ continnum 1
—— Photon energy (keV) é \,\
1753
0.0 1 ] 1 1 ! ] L | I
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(a) Experimental spectrum from Kr-doped, DD-filled target shot 4952.
(b) LILAC simulation of the same spectrum. The continuum slope around E7673,7674 Photon energy (keV)
12 keV in (b) implies T, = 3.2 keV. Instrumental broadening of the calcu-
lated lines has been included. The simulation does not include the satellite Figure 64.11

lines on the low-energy side of the He- line.

16 keV. Also, accounting for film and crystal calibration in-
creases the experimental high-energy continuum and brings it
into closer agreement with the simulated one.

To analyze the spectra quantitatively, the responses of the
film (Kodak DEF) and the crystals (LiF and Si) have to be
known. Henke!* published a model for the response of DEF
film and normalized it to experimental values below 10 keV.
Using this model and updated x-ray absorption coefficients in

LLE Review, Volume 64

(a) Experimental spectrum from Kr-doped, DD-filled target shot 5110. The
He-a line has a film density >5 and saturates the film. (b) LILAC simulation
of the same spectrum. The simulation does not include the satellite lines on
the low-energy side of the He-f line or the lines above 16 keV. Instrumental
broadening of the calculated lines has been included.

the film constituents, we calculated the film response for
photon energies below and above 10 keV. Figure 64.12 shows
the results in the 1- to 30-keV range, for various film density
values between D = 0.5 and D = 3 (in increments of 0.5),
assuming that the film density was measured with a numerical
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Figure 64.12

Calculated DEF film response for various film-density values between D =
0.5 and D = 3 (in increments of 0.5), assuming that the film density was
measured with a numerical aperture of 0.25. Jumps in response due to the K
edges of Br and Ag are marked. Henke’s model was used, with updated
coefficients for x-ray absorption in the film constituents.

aperture of 0.25. Jumps in film response due to the K edges of
Br and Ag are marked. Figure 64.12 shows that for film
densities below D ~ 2 and photon energies above ~6 keV,
the film density is proportional to exposure. This is the reason
for plotting the spectral fluence in Figs. 64.10 and 64.11 on a
linear scale.

For the Si(111) crystal, published diffraction datal> were
used. For the LiF(200) crystal, published calibration datal6
were used as well, and they agree with previous data for
LiF(200) crystals used at LLE.17 It should be emphasized that
for the purpose of temperature determination only the changes
with photon energy of the film and crystal responses are
required. Using the film exposure I(keV/cm?) and the inte-
grated crystal reflectivity R, the spectral fluence per unit solid
angle of the target can be determined. For example, the result-
ing continuum fluence at a photon energy E(keV) is given by
S(keV/keV) = I(E)I? tan6p/(RE cos c), where Lis the tar-
get-film distance (along the ray), 85 is the Bragg angle, and o
is the angle of incidence on the film.

Using the film and crystal calibrations as described above,
the spectral data were converted to spectral fluence in absolute
units. The continuum slopes in the ranges 8 to 13 keV for
Fig. 64.10 (shot 4952) and 16.5 t0 20.5keV for Fig. 64.11 (shot
5110) were used to estimate the electron temperature by fitting
exponential curves. Figure 64.13 shows the result for shot
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4952 where fitting to the high-energy part of the continuum
yields a temperature of 3.1 keV. For shot 5110, the measured
temperature was 4.0 keV. The simulated spectra show, in
agreement with the experiment, that higher-energy portions of
the continuum yield higher temperatures. This is because these
portions are preferentially emitted at the higher-temperature
regions (and times). The experimental result for shot 4952
agrees with the simulated temperature of 3.2 keV, obtained
from the slope of the simulated spectrum in the same spectral
range. The absolute magnitude of the continuum is lower than
that of the simulated spectrum by only about a factor of 1.5;
comparison of the absolute magnitude of spectral lines is
complicated by such factors as detailed atomic physics model-
ing and the spatial distribution of the emitting source.
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Figure 64.13

Experimental continuum spectrum of Fig. 64.10(a) after absolute calibration.
The slope in the 10- to 13-keV range indicates an electron temperature of T,
=3.1keV.

LILAC results show that the space-averaged temperatures
around peak compression in these shots were 3 to4 keV and the
maximum temperatures were 5 to 6 keV, The ion temperatures
in such thin-shell implosions are predicted to be significantly
higher than the electron temperatures, consistent with the
experimental results reported in Table 64.1.

An additional method for estimating the electron tempera-
ture involves the measured intensity ratio of the Lyman-¢
line of Kr*35 to the helium-f line of Kr*34, As described in
Ref. 11, this ratio is highly sensitive to the temperature below
~8 keV and changes very little with density. Also, the spectral
lines chosen can have a relatively low opacity (unlike that of
the He-¢ line); this is true for the krypton fill pressure and
compression in these experiments. However, it was shown18
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that a high opacity of the He-o:line can indirectly increase the
Lyman-¢. to helium-f ratio for the same temperature; this is
because the He-o opacity facilitates ionization of the helium-
like state through n =2 excited Kr*3*ions. Figure 64.14 shows
curves of the calculated intensity ratiol? of these two lines,
with and without a correction for the opacity of the He-¢line.
The curve used here for the temperature determination corre-
sponds to the opacity (7= 15) for shot 5110, estimated on the
basis of LILAC-predicted profiles. A complication arises be-
cause the wavelength of the K edge of Br (in the film grains)
practically coincides with that of the Lyman-¢ line of Kr+35,
giving rise to a jump in the film response at that wavelength.
The corresponding jump in the measured spectrum should be
smaller than whatis indicated in Fig. 64.12 because of the finite
spectral resolution of the spectrometer (which blends the
intensity around the jump). To account approximately for this
effect, the continuum at energies above the K edge was ex-
trapolated toward lower energies and the resulting jump in the
continuum was subtracted from the measured peak at 13.5keV.
Theresulting estimated temperature (see Fig. 64.14)is4.1keV.
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Figure 64,14

Electron-temperature determination by the measured intensity ratio of the
Lyman-¢to helium-Slines. The curves of calculated intensity ratio are taken
from Ref, 12. This ratio depends weakly on the density, but it does depend
significantly on the opacity of the He-o line. The curve used here for the
temperature determination corresponds to the estimated opacity (7= 15) for
shot 5110,

In the future, the ion temperature in similar experiments
will be measured through the Doppler broadening of Kr lines,
using a recently completed focusing x-ray spectrograph of
high spectral resolution. Finally, the measurements will be
extended to include L-shell Kr lines. It is shown in the follow-
ing article that the simultaneous measurement of K- and
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L-shell lines can be used to determine the fuel pR and to study
core-shell mixing.

Summary

Initial target experiments have been performed with the
upgraded OMEGA laser, using glass and CH microballoons
filled with either pure deuterium or DT. During these experi-
ments several key diagnostic systems have been activated
including an x-ray framing camera, a Kirkpatrick-Baez (KB)
microscope, copper and indium neutron activation counters,
scintillator-photomultipliers, and a crystal spectrometer. The
framing camera has been used to diagnose the target implosion
dynamics, which agree well with predictions up to the stagna-
tion phase. Deviations from predictions, also seen using the
KB microscope, are consistent with the present lack of beam
smoothing on the laser. Neutron yields up to 1014 (1% of
scientific breakeven)—the highest recorded to date from any
laser system—have been obtained from DT targets and fuel
ion temperatures up to 13 keV have been measured. Spectro-
scopic diagnostics based on the continuum slope and krypton
line ratios have demonstrated electron temperatures from 3 to
4.1 keV. Taken as a whole, these results demonstrate a success-
ful integration of laser operations and target diagnostics into
the OMEGA experimental system.
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Diagnosis of High-Temperature Implosions Using Low- and
High-Opacity Krypton Lines

High-temperature laser target implosions can be achieved by
using relatively thin-shell targets. Electron temperatures of up
to 5 keV at modest compressed densities (~1 to 5 glemd) are
predicted for such experiments and have been diagnosed in an
initial series of implosion experiments on the upgraded OMEGA
laser (see the previous article). The corresponding ion tem-
peratures are predicted to be higher, peaking above 10 keV at
the target center. The possibility of using krypton doping for
diagnosing the core temperature of imploding targets was
discussed in an earlier issue of the LLE Review.! In that work,
a simplified analysis for the case of optically thick lines was
performed, using approximate Stark profiles. In the present
work, the use of detailed Kr Stark profile calculations by C. F.
Hooper et al. from the University of Florida improves and
extends the earlier analysis. The use of krypton doping is a
powerful technique for diagnosing target implosions, as the
implosion dynamics are to lowest order independent of doping
and different levels of doping can be used to permit the
measurement of different quantities. For example, low doping
levels allow low-opacity lines to be used to measure the ion
temperature via Doppler broadening, while higher doping
levels allow the density-radius product (oR) of the compressed
fuel to be measured from high-opacity lines. In high-density
implosions, low-opacity lines can be used to diagnose the
density through Stark broadening, and higher-opacity lines can
be used to estimate the extent of mixing.!

Calculations have been carried out using the LILAC code
for a CH shell of 1-mm diameter and 10-um thickness, filled
with a 10-atm pressure of DT.! The laser energy was 30 kJ in
a Gaussian pulse of 650-ps width. Results have shown that the
core electron temperature and density are fairly uniform, at
~5keV and ~4.5 g/cm3, respectively. On the other hand, the ion
temperature ranges from ~6 keV to ~12 keV and is centrally
peaked. Code calculations have shown that the core tempera-
tures are hardly changed by the addition of 0.01 atm of kryp-
ton. By adding 0.1 atm of krypton, the peak electron tempera-
ture drops a little to about 4 keV. The predicted spectra have
been calculated by the LILAC code and a non-LTE post-
processor, which includes transitions between actual atomic
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configurations, using Doppler and Stark profiles. The calcu-
lated line intensities even for the 0.01l-atm case are very
substantial (of the order of 1017 keV/keV), and the contrast of
line to continuum is better than a factor of 4 for the He-f line.
Furthermore, the shape of the spectrum above ~10keV at peak
compression differs little from the time-integrated spectrum
because most of the emission originates from peak compres-
sion. Thus, a time-integrated measurement in this spectral
range yields the conditions at peak compression with reason-
able reliability.!

Diagnosis of Density Using Low-Opacity Lines

A recently developed multielectron line-profile formalism
and code (MERL)23 has been used to calculate Stark-broad-
ened emission line profiles for the Kr K-shell lines. The
analysis in this article relies in particular on the helium-f3
transition (31P—115), and the profiles shown here pertain to this
line. Broadening due to perturbing ions is treated in the quasi-
static ion approximation, and the dynamic effect of electrons is
calculated using a second-order relaxation theory. Ion- and
electron-radiator interactions are computed in the dipole ap-
proximation. Necessary atomic physics data (energy-level
structure and reduced dipole matrix elements) were calculated
using Cowan’s* multiconfiguration atomic structure code,
using the Hartree-Plus-Statistical-Exchange method for ap-
proximating the potential energy function due to the electrons,
and including relativistic corrections.

Figure 64.15 shows examples of calculations carried out by
the group at the University of Florida. The Stark profile of the
helium-f line of Kr*34, 0f 0.8033-A wavelength, is calculated
for two densities: (2) 1 X 102 cm™3 and (b) 5 x 1024 cm™3. Itis
assumed that the krypton constitutes a small fraction mixed
into the fuel and that most of the perturbers are fuel ions. The
effect of Doppler broadening is also calculated, at an assumed
ion temperature of 10 keV. The shape of the Stark profile is
significantly affected by relativistic effects in the atomic phys-
ics due to the relatively high nuclear charge Z of krypton. There
are two dipole-allowed transitions from the 1s3/ upper-level
manifold to the ground state. The unperturbed singlet-singlet

155




DiaGnosis oF HiGH-TEMPERATURE IMPLOSIONS

120 ——————————————
(@) n,=1x10% cm3
- 100 - s
T
% 80+ s
2 Stark
(]
= 60f \ _
2, Stark + Doppler
g 40 - / -
3 \
L '
0 . NN L
30 L |
n,=5x10% cm3|
_osf
n _
o5 20F
2 -
% 15} Stark + Doppler_
o 10|
g 7]
= st ]
0 1 1
15.36 15.42 15.48 15.54
Photon energy (keV)
E7599&7600
Figure 64.15

Calculated Stark profile of the He-B line of Kr+34 (solid line) and the
combined Stark and Doppler profile corresponding to an ion temperature of
10 keV (dashed line). Electron densities n, of (a) 1 X 1024 cm=3 and (b) 5
1024 cm—3 were assumed.

transition is located at 15,451 eV, and the triplet-singlet transi-
tion is located at 15,426 eV. Additional peaks appear because
of field mixing among the levels of the upper manifold.

Comparison of Figs. 64.15(a) and 64.15(b) clearly shows
the effect of increasing density on the profile. The lower
density, 1 x 102 cm™3 (~4.5 g/em3), is at the upper end of the
expected density range for the high-temperature target shots.
The higher density, 5 x 1024 cm™3 (~22.5 g/cm?), corresponds
to future experiments where both high density and high tem-
perature will be achieved. For the lower-density case the
combined profile width is dominated by the Doppler broaden-
ing and can thus yield the ion temperature. To measure this
width, a spectral resolution A/AA greater than ~1000 is re-
quired. This is not easily achievable with a flat crystal
spectrometer, unless employed at a very large distance from
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the target; however, a Rowland-circle focusing spectrograph
can readily achieve this.’> In going from the lower density
(1 x 1024 cm™3) to the higher density (5 x 1024 cm™3) the line
width more than doubles, reflecting the increasing effect of the
Stark broadening. It should be noted, however, that this broad-
ening is mostly the result of the increase in intensity of
forbidden components. Only at much higher densities will the
total width of the manifold be determined by the Stark width
rather than by the separation of the components. For the density
range covered by Fig. 64.15, density signatures are provided
by the width as well as the shape of the compound profile,
which in turn is determined by the change in intensity and
spectral position of the various components. In particular, in
going from the lower to the higher density, the peak intensity
of the compound profile shifts to lower energies by about 10eV
(due to the so-called “level repulsion” in second-order pertur-
bation theory). To measure this shift, a spectral resolution A/AA
greater than ~2000 is required.

Diagnosis of pR using High-Opacity Lines

Optically thick spectral lines can be used to deduce the pR
of the compressed core. The self-absorption of spectral lines
(i.e., the absorption by the same transition as that of the
emission line) affects both the emergent line intensity as well
as its spectral shape. Self-absorption leads to broadening; for
a spatially uniform temperature the spectral profile will tend to
be flat-topped, whereas for a radially falling temperature the
line profile may have a central minimum. In the past, the
broadening due to self-absorption of the Lyman-¢: line of
argon was employed to estimate the core pR.6 Asexplained in
Ref. 6, the density has to be known (by fitting Stark profiles to
an optically thin line) to deduce the pR from an optically thick
line. Alternatively, the width of several optically thick lines in
the same line series must be measured.” These methods can be
employed here as well. However, we pursue an alternative
method, based on the intensity of the optically thick line rather
thanits profile, which does not require a priorknowledge of the
density or the use of additional lines.

The intensity of an optically thick line emerging from the
plasma volume is related to the escape factor parameter, which
has been the subject of numerous publications.8-11 The escape
factor G is defined by

G(zg)= T P(GE) exp[—toP(8E)/P(SE = 0)|d(3E), (1)

—c0

where SE is the energy separation from the unperturbed posi-
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tion, P(8F) is the line profile at 8E in inverse energy units, and
7o = 7(0) is the optical depth at 8 = 0. The line opacity 7(JE)
can be expressed as [see Eq. (8-14) in Ref. 12]

1(8E) = (me?h/Mmc) P(5E) f PR €0, @

where M is the krypton ionic mass, m is the electron mass, e is
the electron charge, & is Planck’s constant, c is the speed of
light, f is the absorption oscillator strength of the line, pR is
the total areal density (mostly that of the fuel), £is the fraction
of krypton in the fuel (by mass), and Q,, is the fraction of
krypton ions in the absorbing level (i.e., the lower level of the
transition), The spectral position 6E = 0, which is somewhat
arbitrary, is taken to be 15,451 eV, the unperturbed position of
the strongest line,

The escape factor G(7p) in spherical geometry, as given by
Eq. (1), corresponds to a point source at the center of the
sphere, with 7, the opacity integrated over the radius. For a
source uniformly distributed over the sphere, Mancini et al.11
have shown that G(7) for Holtsmarkian profiles and large
opacities is about twice as large as for the point-source case.
This indicates that knowing the temperature profile (or the
spatial distribution of emitting and absorbing ions) is not
critical when using the calculated escape factor for diagnos-
tics. Thus, a two-temperature spatial profile (a hot spot

7o = Stark + Doppler
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surrounded by a cool absorbing layer) and a uniform tempera-
ture profile give an escape factor that differs by only a factor of
2 for any 73>> 1. To determine which geometry agrees better
with the experiment we can examine two experimental signa-
tures: (a) for a uniform source, the core image size at high
photon energy will be about the same as that at low photon
energy, whereas for a hot-spot source the former will be much
smaller than the latter, and (b) for a uniform source the
observed line profile will be flat-topped, whereas fora hot-spot
source a self-reversal (or minimum) will be observed at the
position of the profile peaks. Equation (1) applies to a two-
temperature spatial profile but assumes that the line profile is
the same in both the emission and absorption regions. This
implies a uniform density since the density-dependent Stark
broadening dominates the emergent profile for high opacities
(see below). As an example, if the absorption line profile is half
as wide as the emission profile (indicating a lower density by
about a factor of 2.8), the escape factor can be shown to be
larger by about 30%.

To obtain the escape factor G(7p) from Eq. (1) for our case,
we use profiles such as those in Fig. 64.15. Figure 64.16 shows
the escape factor as a function of the opacity at line center
(15,451 eV), with and without the Doppler profile contribu-
tion. The curves are calculated for an ion temperature of
10 keV. The escape factor G depends on the temperature only
through the Doppler contribution. Figure 64.16 shows that we

TO,S = Stark
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can almost eliminate this dependence by plotting G as a
function of 7y g, the opacity at line center due to the Stark
profile only. When changing from 7 to 7 g, the curves of total
profile shift to opacity values that are larger (since 7 s > 7p)
by the ratio 7 g /7( . The two curves thus plotted are almost
coincident. The reason for this is simple: The Doppler profile
decays much faster, with increasing separation from line cen-
ter, than the Stark profile. Thus, the far wings are relatively
unaffected by Doppler broadening. However, the escape factor
for high opacity values depends only on the far wings [see
Eq. (1)]. Therefore, the escape factor for high opacities will be
relatively independent of the temperature. Since the profile on
the far wings is essentially identical to the Stark profile, the
escape factor will depend only on the Stark opacity 7y g at
line center.

A similar situation will arise if we include ion-dynamic
effects in the calculation of the Stark profiles. Effects on the
Stark profile of the motion of perturbing ions (which are
otherwise assumed stationary) will depend also on the ion
temperature and will affect mostly the line center rather than its
wings. Thus, the opacity 7, g relates to the Stark profile with-
out either the Doppler effect or the ion-dynamic effects.

Comparison of the profiles in Fig. 64.16 shows also the
relative insensitivity of the escape factor to the density. As
mentioned earlier, for a Holtsmarkian profile and high opaci-
ties G(7p) depends only on 7 and not on the density (or the
line width). For easier comparison, Fig. 64.17 shows the
escape-factor curves from Figs. 64.16(b) and 64.16(d), calcu-
lated without the Doppler contribution, for the two densities
1 x 102 cm™3 and 5 x 1024 cm3. As seen, the two profiles
overlap to within a factor of ~1.4. Similar agreement is ob-
tained in comparing curves that do include the Doppler
broadening. We can thus use Fig. 64.16 to find the quantity
Ty,s from a measured value of the escape factor, without a
precise knowledge of the temperature or the density. The
question before us now is what does the opacity Tp,s depend
on, i.e., what diagnostic information can be inferred from
knowing 75 ¢?

From Fig. 64.16, the escape factor for high opacity in the

density range (1-5) X 102* cm™3 can be approximated by the
relation

G(z0.5)~13/(z0,5)"" ®)
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Figure 64.17
Calculated escape factor of the He-f line of Kr*34 for two electron densities,
as a function of the opacity at line center (15,451 eV), without the Doppler
contribution.

Only at much higher densities, where level mixing of the n =
3 manifold due to the plasma electric field becomes substan-
tial, will this relation tend to that for the Holtsmarkian profile
mentioned above. For that case it was shown earlier! that the
density dependence of 7 g drops out but the determination
of 7y ¢ (through the measurement of the escape factor) can
then yield information on possible mixing. For the density
range discussed here, Eq. (3) does lead to a dependence of 7y g
on the density (or on the pR), thus providing a diagnostic for
PR. A method for measuring the escape factor was described
in Ref. 1.

The diagnostic method for the fuel pR consists of measuring
the escape factor as outlined in Ref. 1, and then deducing 7y ¢
from curves like those in Fig. 64.16. It follows from the
definition of 7y (Eq. 2) that if we substitute 7, ¢ for 7, the
profile P(6E = 0) appearing in Eq. (2) should refer to the pure
Stark profile P¢(8E = 0). This profile can be read off the
calculated Stark profiles such as those in Fig. 64.15 and is
obviously a function of the density. In the range (1-5) x 1024
cm™3, Pg(6E = 0) as a function of the density p can be
approximated as

Pg(8E =0) ~ 0.4/ p088 . C))
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In any practical case, the complete profile curves can be
used rather than this approximate expression. Further, in an
imploding spherical target the following relationship holds:

pR =(3Mp4x)"* p23, ®)

in terms of the total fill mass M (fuel and krypton). Combining
Egs. (2), (4), and (5) we can write

PR =0.0243125 (3¢ J4z)'*T° 63497 (6)

where A =(meh/Mmc) f €0, [from Eg. (2)]. The quantity
Q) has been shown! to be very close to unity over a wide
temperature range. This relation is the basis for determining
the fuel pR from a measurement of the escape factor G. As
mentioned above, actual calculated curves can be used rather
than the approximations given in Egs. (3) and (4).

Finally, we estimate the expected sensitivity of the method
for measuring the fuel pR. To find G from the intensity ratio of
the helium- and Balmer-c lines,! with a precision of +20%,
the intensity of each of the lines (in relative units) has to be
measured with a precision of 10%. A method for the relative
calibration of the two instruments measuring the two different
wavelengths was described in Ref. 1. From Eq. (3), an error of
+20% in G will result in an error of £22% in 7 ¢. Finally, from
Eq. (6), the precision in determining the compressed fuel pR
will be better than a factor of 2.

Summary

In summary, the use of krypton doping for diagnosing high-
temperature, medium-density implosions has been discussed
for two cases: low-opacity lines (achieved with low doping)
and high-opacity lines. Using detailed Kr Stark profile calcu-
lations, it is found that the profiles of low-opacity lines in the
expected density range are dominated by Doppler broadening;
they can thus provide a measurement of the ion temperature if
spectrometers of spectral resolution AA/A > 1000 are used. For
high-opacity lines, obtained with a higher krypton fill pressure,
the measurement of the escape factor can yield the pR of the
compressed fuel. At higher densities, Stark broadening of
low-opacity lines becomes important and can provide a mea-
surement of the density, whereas lines of higher opacity can be
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used to estimate possible mixing.! These higher densities will
arise in future experiments where high temperatures and high
densities will be simultaneously achieved.
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Simulations of Diagnostic Emission due to Fuel-Pusher Mixing
in Laser-Driven Implosions

It is important to develop diagnostics of the Rayleigh-Taylor
instability that occurs during the deceleration phase of inertial-
confinement-fusion capsule implosions because this instability
is a crucial factor limiting the capsule performance.! To simu-
late the effects of this instability and to assess possible diagnostic
techniques, 2 mix model has been added to the one-dimen-
sional (1-D) hydrocode LILAC.2 This model includes the
effects of turbulent mixing on the hydrodynamic motion as
well as on the temperature and material-concentration profiles
within the plasma. In the work described here, this model is
used to simulate time-resolved images of implosions of a gas-
filled capsule that is representative of the kind proposed for
near-term experiments on the 30-kJ, 60-beam OMEGA laser.
In particular, the use of emission from thin chlorine-doped
layers in the pusheris considered as a means to track the growth
of the mixed region near the fuel-pusher interface. It is shown
how the onset of mix-induced emission varies over a series of
polymer-shell targets that are identical, except that the additive
layer is displaced by different amounts from the fuel-pusher
interface in each target. It is also shown that the introduction of
an additive layer sufficiently thick to produce adequate diag-
nostic emission has aminoreffecton the implosion performance,
compared with the effects of mix itself.

The Rayleigh-Taylor instability is the tendency of adjacent
fluid layers to interpenetrate one another when the less dense
of the two layers supports the denser layer under a gravitational
or inertial force.3 Under these circumstances, perturbations in
their interface grow into buoyant bubbles of the lighter fluid
that rise past sinking spikes of the heavier fluid.# As the depth
of penetration becomes comparable to the lateral scale length
of the bubble-spike structure, the interpenetration becomes
more turbulent? and the state of the two fluids approaches that
of a mixture.

This instability appears twice during a capsule implosion.
The first occurrence, the acceleration-phase instability, starts
at the very beginning of the implosion at the ablation front
where the shell is being accelerated inward by the hot and
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relatively light plasma ablating from the capsule surface, This
instability can be seeded by both initial surface imperfections
in the shell and nonuniform laser irradiation. The second
occurrence, the deceleration-phase instability, begins as the
rising pressure in the fuel core decelerates the imploding shell.
At this time, the inward radial acceleration reverses, and the
instability moves to the inner side of the density peak in the
pusher to the fuel-pusher interface, where the hot central fuel
mass supports the cooler and denser pusher. Here, the unstable
growth of the fuel-pusher interface is seeded by the accumu-
lated distortion that feeds through from the ablation region. As
pusher material mixes with the fuel, cooling by dilution causes
the nuclear reaction rates to drop. In addition, the dispersal of
the fuel into the pusher reduces the areal density of the fuel
mass (the fuel-averaged density-radius product, pR), which is
akey measure of how close to ignition the fuel has come. If the
pusher contains a substance other than hydrogen, radiative
losses will cool the fuel further. If this enhanced radiation loss
can be observed either spectroscopically or with imaging, then
it can be interpreted as evidence that mix has occurred.

Such a diagnostic represents a logical extension of the
technique of using plastic-coated glass targets and multilayer
targets® in thermal transport experiments to measure the ad-
vance of the thermal front in the ablation region. Calculations
of the growth of the mix region near the ablation front showed
that mixing due to the acceleration-phase instability signifi-
cantly augments thermal conduction in transporting the
laser-driven heat front to the glass substrate layer, which
accounted for emission from the glass appearing sooner than
expected from simulations based on thermal transport alone.5

In adapting this technique to the deceleration-phase insta-
bility of the fuel-pusher interface, we consider a series of
targets where a thin additive layer is placed at various distances
Ar from the inner surface of the pusher (see Fig. 64.18). The
characteristic emission from the additive is delayed until the
mixed region has grown through the underlying pure-CH
polymer to include the additive layer. By measuring the delay
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Figure 64.18

Section of the representative spherical capsule that will serve as the example
in the calculations to follow. The CgH7Cl additive layer is 2-um thick. It is
to be imploded with a square 13.5-TW pulse of 2.3-ns duration.

of the additive emission as a function of the initial position of
the additive layer, the trajectory of the bubble surface, the outer
boundary of the mixed region, can be inferred.

This technique is also a refinement of a method used in
experiments on the Nova laser at the Lawrence Livermore
National Laboratory where iodine was added to polymer shells
to increase the emissivity of the pusher.” In other experiments,3
chlorine was used as a pusher additive and argon as a fuel
additive. The overall degree of mixing was inferred from the
intensity of chlorine emission, relative to the intensity of the
argon emission, and an average temperature of the mixed
additive was obtained from the line ratios of the spectra of the
additives. The use of thin additive layers and time-resolved
measurements allows the growth of the mix region to be
followed in time by associating the arrival of the outer mix-
region boundary at the additive-layer radius with the onset of
the characteristic additive emission. The idealizations of a
distinct mix-region boundary at the bubble front and an abrupt
onset of the diagnostic emission are only approximations, but
they are useful for understanding the results of the simulations
and for anticipating the results of actual experiments.

Mix Modeling in One Dimension

In our spherically symmetric, purely 1-D simulation, the
multidimensional bubble-spike structure and the subsequent
turbulent structure are not described explicitly, leaving instead
a fluid that is completely mixed at the atomic level. The mix
model used within the 1-D hydrocode LILAC is formulated as
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a diffusive process that transports constituent concentrations
and thermal energy within the boundaries of the mix region.
These boundaries are the bubble and spike fronts obtained
from perturbation mode amplitudes calculated from the 1-D
hydrodynamics using a multimode Rayleigh-Taylor model
similar to that of Haan.? The diffusion coefficient s the product
of a velocity derived from the expansion of the mix region and
ascale length A, characteristic of the mixing motion. At this
point in the development of the 1-D mix model, this scale
length is a free parameter, but work is now in progress to allow
its value to be derived at each time from other physical
parameters of the system being simulated. The inclusion of this
1-D mix model within LILAC allows for simulations that take
into account the cooling effects of radiation and dilution and
the associated reduction in the diagnostic emission and the
neutron yield. These simulations also allow the hydrodynam-
ics to respond to the moderated density and pressure profiles,
as well as to the effects of the modified radiative properties of
the mixed fluid.

Animportant consequence of this 1-D approximation is that
the interpenetrating fluid elements share the same spherically
averaged temperature profile. It is reasonable to expect that
thermal conduction equilibrates temperatures rapidly over the
shortscale lengths of the interpenetrating fluid bubbles, spikes,
fingers, and eddies, which will tend to evolve the temperature
of the mixing region toward a spherically symmetric tempera-
ture profile common to all the constituents. To the extent that
this is true, the temperature in the neighborhood of a particular
ion of additive material will depend more on its radial coordi-
nate than on information lost by disregarding the nonspherical
fluid structure.

A difficulty with the 1-D mix model can occur when the
mixed region is optically thick. In reality, or in a multidimen-
sional description, this region could have optically thin spots
that would allow radiation to escape that otherwise would not
escape. Even a relatively subtle effect of this kind would limit
the usefulness of a 1-D model for simulating quantitative line
intensities, except when line-absorption effects are negligible
or otherwise well understood. Also, emission that is particu-
larly temperature sensitive could be misrepresented if spherical
averaging were to smooth out some hot spots. However, the use
of a local transport model in 1-D does preserve important
elements of realism by evolving and distributing the constitu-
ent concentrations in a physically plausible way. This is an
improvement over global approximations such as forcing flat
concentration profiles throughout the mix regionS or postulat-
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ing analytical forms to interpolate the temperature, density,
and concentration profiles between the boundaries of the
mixed region. Modeling the mix of thermal energy along with
the plasma constituents gives an effective enhancement of
thermal transport consistent with the mix model. Also, by
incorporating the mix model into the hydrodynamics, the mix-
affected plasma profiles and pressure gradientremain consistent
with the main hydrodynamic process that is the formation of
the compressed core.

Time-Dependent Pusher Emission

The capsule chosen to illustrate the model is shown sche-
matically in Fig. 64.18. It is a 30-um-thick CH polymer shell
(the pusher), 940 um in diameter, filled with 40 atm of DT. It
is driven by a simple, flat-top, 13.5-TW pulse, 2.3 ns in
duration. A 2-um-thick layer of CgH;Cl is added to this basic
design at a distance Ar from the initial pusher/fuel interface.

For illustrative purposes it is useful to talk of the onset of
chlorine emission from this additive layer as a signal of the
arrival of the bubble surface at the additive layer. This simpli-
fied interpretation is based on the assumption that the additive
isheated to an emitting temperature immediately upon contact
with the bubble front. However, the mix model used in the
simulations makes no such assumption. It takes into account
the delay required for the additive and the hot fuel to be
transported into a common volume where a sufficient amount
of additive can be brought to an emitting temperature so as to
produce diagnosable radiation. Another simplification is to
describe the mix region as having distinct boundaries. The mix
model does employ such boundaries to delineate the mix
region, but the actual modifications of the material content,
temperature, and density profiles due to mix are obtained from
a transport model.

Accepting for now this view that additive emission signals
the arrival of the bubble front at the additive layer, Fig. 64.19
illustrates how the onset times of the additive emission can be
used to track the trajectory of the bubble surface in a series of
shots using capsules that are identical, except that the initial
position Arof the additive layer is varied. This figure shows the
trajectories of the DT/CH interface and Lagrangian markers at
various Ar’s, together with the bounds of the predicted mixing
region for two different surface finishes, for the illustrative
capsule. The bounds of the mixing region correspond to the
bubble and spike trajectories and are obtained as described
above from the multimode Rayleigh-Taylor perturbation model
adapted from the work of Haan.? Superimposed over the layer
interface trajectories, they illustrate how the mixed region
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Figure 64.19

Calculated trajectories of the DT/CH interface (heavy line) and Lagrangian
markers in the CH at initial distances Arof 2 ym and 6 um from this interface.
The curves labeled 500 A and 5000 A indicate the bounds of the predicted
regions of DT-CH mixing for these initial rms surface finishes. The mix
region includes both hot core material and relatively cool pusher material.
Diagnostic emission from an additive layer in the pusher can occur when it is
heated by contact with hot fuel in the mix region.

grows to include both hot core material and additive at times
that depend on the initial perturbation and on the initial
location of the additive layer. In the calculations for Fig. 64.19,
the mix diffusion step has been omitted from the hydrodynam-
ics. The feedback of mix on the hydrodynamics has potentially
important effects on the amount of additive emission, but its
effect on the trajectories shown here is small.

The heavy curve labeled 0 um is the trajectory of the
decelerating fuel-pusher interface. The zero of the time axis is
the time of the start of the laser pulse. The curves labeled 2 ym
and 6 um are trajectories that would have been taken by
additive layers if they had been displaced initially by these
distances from the inner surface of the shell. The pair of curves
labeled 500 A are the mix-front trajectories calculated assum-
ing an initial rms perturbation amplitude equal to this value
whose modal decomposition is of the form 17514 where [ is the
spherical mode index. The dashed curve shows the much larger
mixed region resulting from a 5000-A surface perturbation.
This rms perturbation amplitude should be comparable to an
equivalent surface roughness, but a quantitative relationship
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between surface roughness and the perturbation amplitude is
not established at this time. Consequently, these results should
be regarded as purely illustrative and not indicative of the
performance of a capsule made to any given specification.
Also, the relationship of this surface perturbation to an equiva-
lent irradiation nonuniformity has not been determined.

The amplitudes of the fuel-pusher perturbation modes are
set at the beginning of the shell deceleration to values obtained
from the corresponding ablation-region mode amplitudes by
applying the attenuation factor exp (—l ar/ ra) ,modeby mode,
where r, is the radius of the ablation surface and Ar; is the
separation between the ablation surface and the fuel-pusher
interface. This is the prescription suggested by Haan® for
initializing mode amplitudes at a surface whose unstable
perturbations are seeded by the instability that has grown at
another surface, The form of this coupling factor corresponds
to the decaying exponential dependence of the amplitude of a
surface-wave eigenfunction on the distance from the perturbed
surface. This correspondence is well motivated, but approxi-
mate, and requires further study.

For the purposes of illustration, then, the crossing of the
trajectory of the bubble front with the trajectory of the additive
layer can be taken to give the time when the additive material
enters the mixed region. Presumably, the amount of hot fuel in
the mixed region at this time has raised the temperature to a
level sufficient for the additive to emit. Figure 64.20, which
gives the functional dependence of this estimated emission
onset time on the additive layer displacement Ar for a series of
capsules with identical initial perturbations, shows that this
onset time is delayed with more deeply inset additive layers
and with smaller initial perturbations, as might be expected.
Each curve was obtained from the bubble-front trajectory
resulting from the corresponding initial surface perturbation.
The points are the times at which this trajectory contacts an
additive layer at the indicated initial displacement. Emission-
onset timing data from an actual series of shots can be plotted
in the same way. This data might not be so complete, however,
because the onset time can be expected to become less distinct
for additive layers inset by more than a few microns.

While Fig. 64.20 gives useful qualitative information, a mix
transport model, such as the one described here, is required to
provide more quantitative information. In particular, it can
address the important questions of whether one obtains a
coincidence of elevated temperature and additive concentra-
tion over a large enough volume to produce a signal that is
distinct against the background of the polymer emission. This
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Figure 64.20

Time of onset of emission from the additive layer shown as a function of the
initial additive layer displacement Ar from the inside surface of the polymer
shell, for various initial surface perturbations.

article concentrates on the detection of additive emission by
imaging. It is found that distinct time-dependent additive
emission is obtained in the cases simulated here, although not
for as full a range of additive layer displacements as is shown
in Figs. 64.19 and 64.20.

Mix as a Diffusive Process

Once the growth and extent of the mix region have been
obtained, a diffusive transport model is used to simulate the
redistribution of the plasma constituents and thermal energy
within this region. A natural way to regard mix in 1-D is that
each zone in the numerical mesh exchanges a small amount of
material with its closest neighbors at each time step. The finite-
difference equation that describes this has the form of a
diffusion equation. The diffusion coefficientis chosen to be the
product of a mix velocity, taken from the velocities of the mix-
region boundaries relative to the fluid velocities, and a mixing
length. In all but one of the simulations described below, the
mixing length is a free parameter. Results are obtained either
for a fixed value chosen in advance or for a range of values to
show how the outcome of the simulations can vary over the
plausible limits of the model. “Flux limitation” is employed as
well. The diffusive mass flux is forced to be less than a given
multiple F 6f the free-streaming mass flux given by the product
of the mass density and the mix velocity. This feature prevents
unphysically large mass fluxes in the presence of large density
gradients. The flux-limit parameter F is familiar from other
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applications of diffusive transport!® and is the second free
parameter of this model. It is set equal to 2.0 in the calculations
presented in this article. Once these two parameters are set, the
concentration profiles of the mixed constituents and the mix-
transported thermal energy density are then calculated in
detail, according to local conditions, rather than from simpler
unphysical and/or acausal assumptions such as instantaneous
homogeneity within the mix region.

This model resembles the “k-£” model in its use of diffusive
transport to model turbulent transport,!! but important differ-
ences exist. In the model used here, the momentum and kinetic
energy of each fluid zone are conserved exactly, but there is no
accounting for energy contained in the turbulent motion, in
contrast to the k- model. Another difference is that this model
contains a multimode instability calculation done in parallel
with the mix transport, while the k-£ model includes no mode-
spectral information. The mix-region model presented here
offers the advantage of including the Haan multimode pertur-
bation model with its phenomenology of the nonlinear growth
of saturated modes. The spatial-spectral information kept by
the multimode model is potentially important in the develop-
ment of the mix-transport model beyond the version used to
obtain the results shown below. For example, preliminary
results have been obtained using a mixing scale length that is
setequal to the rms perturbation wavelength averaged over the
mode spectrum. This utilizes the spatial wavelength informa-
tion in the perturbation mode spectrum, which is certainly a
better strategy than using a fixed length chosen in advance.
This derived scale length changes in time as the mode ampli-
tudes themselves change and also as the transverse wavelengths
of the individual modes decrease due to the mix region con-
verging with the implosion.

An illustration of the direct effect of mix in 1-D simulations
is provided by Fig. 64.21, which shows the spread of the
concentration profile of the chlorine additive in the represen-
tative capsule shown in Fig. 64.18 for two values of Ar. Inboth
cases the surface mass perturbation is set to 2000 A with an
75/ modal decomposition. Figure 64.21(a) shows the case
where the initial additive layer is the innermost 2 um of the
pusher, and Fig. 64.21(b) shows the case where the additive
layer is inset by 2 ym. The mixing length A;, is chosen to be
100 um. In each case the sequence of concentration profiles
includes the deceleration phase up to just beyond peak com-
pression. In both cases the additive layers remain substantially
undisturbed until after 2.4 ns. The additive layer at the fuel-
pusher interface shows a slight preliminary dispersal. The
main difference between the two cases occurs just after 2.5 ns,
where the additive layer at the fuel-pusher interface begins to
disperse about 100 ps before the inset additive layer. By 2.8 ns,
the additive profiles have become nearly identical. The differ-
ence between the profiles between 2.5 and 2.7 ns suggests that
the displacement of the additive layer by 2 um can result in an
effect that can be seen with a temporal resolution around the
100-ps level.

Effects of Mix on Capsule Performance

Simulating the emission from pusher additives requires mix
modeling within hydrodynamic simulations to determine to
what degree a given amount of additive perturbs the experi-
ment, either by changing the hydrodynamic stability of the
implosion or by quenching the diagnostic emission by dilution
or by radiative cooling. The perturbative effect of a 2-um
additive layer at the inside surface of the shell can be evaluated
from the results shown in Fig. 64.22 for implosions performed
using a range of mixing scale lengths A;,. These simulations
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Figure 64.22

Effect of the diagnostic layer (2 um of CgH7Cl) on (a) the neutron yield, (b) the peak electron and ion core temperatures, (c) the neutron-averaged ion temper-
ature, and (d) the DT pR. Results are plotted as a function of the mix scale-length parameter Amix for an initial surface perturbation of 2000 A.The presence
of the diagnostic layer is seen to have only a minor effect on the capsule behavior in comparison with the mix.

assume the same initial 2000-A mass perturbation and [-*
modal decomposition, which is severe enough to give a good
indication of the worst-case effect of mix. The additive layer is
placed at the fuel-pusher interface because this produces the
maximum effect on the hydrodynamics. The mixing scale
length is varied over the range from zero, which gives no mix
at all, to 100 um, where the net mixing rate is determined
primarily by the flux limitation. In this case flux limitation
restricts the speed of the mixing motion to no greater than 2.0
times the divergence speed of the bubble and spike surfaces,
over and above the divergence of the 1-D fluid motion. Fig-
ure 64.22 shows that mix has a far greater impact on capsule
performance than does the additive layer. Figure 64.22(a)
shows that mix reduces the neutron yield substantially, corre-
sponding to a small reduction in the ion temperature [which is
shown in Fig. 64.22(b)]. The additional radiative cooling due
tothe additiveis seen in Fig. 64.22(b) as a very slight ad