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Abstract

A benchmark test using the Message Passing Inter-
face (MPI, an emerging standard for writing message
passing programs) has been developed, to study par-
allel performance in message passing environments.
The test is comprised of a computational task of inde-
pendent calculations followed by a round-robin data
communication step. Performance data as a func-
tion of computational granularity and message pass-
ing requirements are presented for the IBM SPx at
Argonne National Laboratory and for a cluster of
quasi-dedicated SUN SPARC Station 20’s. In the
later portion of the paper a widely accepted commu-
nication cost model combined with Amdahl’s law is
used to obtain performance predictions for uneven
distributed computational work loads.

1 Introduction

The parallelization of engineering and physics codes
that contain computational tasks of relatively fine
granularity interlaced by data communication is not
a trivial task. It is important to obtain an under-
standing of the behavior of parallel efficiency as a
function of the computational granularity and the
message passing requirements. What parallel effi-

*Work supported by the U.S. Department of Energy,
Nuclear Energy Programs, under Contract W-31-109-
ENG-38.

ciency can be expected for an algorithm, given its
computational and communicational requirements?
How rapidly does the efficiency of the parallel algo-
rithm decrease, if the cost for message passing cannot
be compensated by the computational costs? What
changes to the algorithm can be proposed to increase
the efficiency? As an example, a parallel Monte Carlo
Eigenvalue solver [1] achieves good performance by
calculating many hundreds of histories on each pro-
cessor before data is communicated, rather than just
a single history. A separate question is, which should
be the target architecture for the parallelization, a
dedicated parallel computer with high performance
communication or a cluster of workstations? In or-
der to study these issues a benchmark test using the
Message Passing Interface (MPI) [2] has been devel-
oped and performance data on both the IBM SPx at
Argonne National Laboratory and a cluster of quasi-
dedicated SUN SPARC Station 20’s have been col-
lected.

2 Numerical Experiments

2.1 Specification

The Message Passing Interface has been selected for
the presented case study because it provides an ef-
ficient and portable framework for writing message
passing programs. The objective of the study is to
collect measurements of the parallel efficiency as a
function of the computational granularity and the
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Figure 1: Results obtained on 2 and 4 SUN SS-20 workstations connected by Ethernet

message size of the data communication. The com-
putational task is simulated by a subroutine, which
consures precisely a preset amount of CPU (central
processing unit) time, T. For the first part of the
study the total computing time is divided into equal
fractions for each processor. In other words, each
processor spends T/n, time computing, where n,, de-
notes the number of processors. Speed-up can be
expressed as a factor by which the execution time
is reduced by a parallel execution on n, processors
compared to the serial execution:

T

_ 1
T/n,+ Tecom @

To

Speed-up =

where Tcom denotes the communication time.

compare the parallel performance of an algorithm for

various number of processors, it is convenient to plot
efficiency rather than Speed-up. Efficiency is defined
as

Speed —up T
T T +n,Tcom

2

Efficiency =
Tp
Following the computation, a round-robin data ex-
change is performed. Each processor has to send one
message of fixed size to its "right-neighbor” proces-
sor and receives one message from its "left-neighbor”.
We have chosen the common paradigm, where half
the processors are sending simultaneously, while the
other half is receiving. The message size is being var-
ied throughout the study. The data is sent as FOR-
TRAN Integers, which are a 4-byte data type. Thus,
a message size of one equals 4 bytes.




In the second part of the study, load imbalance is
investigated. Based on Amdahl’s law [3], the total
computing cost is divided into a serial and parallel
fraction. By varying the serial fraction, load imbal-
ance is modeled.

2.2 Environments

The following environments were chosen for the
benchmark study. 1.) The portable implementa-
tion of MPI called MPICH, which has been developed
jointly by Argonne National Laboratory and Missis-
sippi State University. 2.) The IBM SPx system,
located at ANL, with a communication network con-
sisting of high performance switches. 3.} A cluster
of SUN SPARC Station 20 workstations on Ether-
net. A scheduler guarantees dedicated operations on
the IBM SPx. To simulate a quasi-dedicated work-
station cluster, the SUN SS-20 measurements were
performed several times over night, while all batch
job queues were disabled. A relatively small number
of processors (2 and 4) are utilized for the case study,
since small sets of powerful workstations connected
by Ethernet are most commonly found in today’s en-
gineering offices. During each benchmark execution,
timing measurements were taken for 20 iterations and
average values are recorded.

3 Results and discussion

3.1 Cluster of quasi-dedicated SUN
SPARC Station 20’s

Results obtained on a quasi-dedicated SUN SS-20’s
for the case of perfect load balance are shown in
Fig. 1. While Fig. 1(a) and 1(c) give the average val-
ues over all performed benchmark runs, Fig. 1(b) and
1(d) show the average results for each individual run
performed throughout the night. For each case, the
individual results form a clear band of non-negligible
bandwidth. The limitations of the system consisting
of workstations connected by Ethernet are clearly vis-
ible. The start-up latencies for sending messages give
rise to a rapid decrease in the parallel efficiency for
small total computing times. The limited bandwidth
(1Mb/s) of the Ethernet further affects the efficiency
negatively in the case of large message sizes. (The
break-even points are 50% and 25% parallel efficiency
for the two and four processor case respectively.)
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Figure 2: Result on ANL’s IBM SPx using 2

Processors.

1 erTrT T vy 1 17 ©T 7 1T 1T 71 €T T 71 a
0.9
Pl !
o H
= :
ot {7
T 0.8 iy Msg. 1 —o—
o Msg. 10 -+
W Msg. 1000 -&--
i Msg. 10000 ~x—
0.7 1§ .
X
0-6 L% 1 ¢ 1 ¢ & 1 % 1 1 2 4 & 1 ¢t i !
0 0.5 1.0 1.5 2.0

Preset Computation Time (sec)

Figure 3: Result on ANL’s IBM SPx using 4
processors.

3.2 ANL’s IBM SPx

The measurements for the IBM SPx are given in
Fig. 2 and 3. The advantage of having a scalable
high-speed network is clearly visible if compared to
the workstation results presented in Fig. 1. Note that
the efficiency scales for Fig. 2 and 3 start at 0.8 and
0.6 respectively, compared to 0.0 for all other plots
presented in this paper. However, the qualitative be-
havior of the parallel efficiency as a function of com-
putational grain and message size is similar. For mes-
sages of 1,000 words and less, the efficiency results
lie in a very narrow band, only the large message of
10,000 words causes a clear drop in performance.




3.3 Performance Model

To discuss the effect of uneven distributed work load,
a performance model will be introduced. The com-
munication cost Tcom for the above described round-
robin data exchange can be estimated for an Ethernet
communication network [4], by

(3)

The coeflicients ts4: and t,, denote the message
startup time and the transfer time per 4-byte word
respectively. Approximate parameter values can be
found in the literature, e.g. Refs. [4], [5], and [6], or
be obtained by performing a simple ” ping-pong” mes-
sage exchange between two processors. For the SUN
workstation cluster connected on Ethernet ¢,,,¢ and
ty, assume the value of 1,500 usec and 5 psec respec-
tively [4]. Although not needed here, more complex
and accurate communication models, such as given
in Ref. [7}, may be substituted for Eq.3. The ts1qmt
and t,, values cited above represent “best achievable”
communication performance and thereby give a lower
bound for the communication costs, which in turn
leads to over-estimating the achievable parallel effi-
ciency.

According to Amdahl’s Law, total computing time
can be divided into two parts,

T=T,4+1, 4)
To=s-T, Tp,=p-T (5)

Here s and p = 1 — s represent serial and parallel
fraction, respectively. The parallel efficiency can be
expressed by:

n
Tcom = 2(tstar + tw"sz)

= ©)
pT + np (ST + Tcom)

with Tecom given by Eq.3. Fig. 4 and 5 depict parallel
efficiency results based on Eq.6. The left column of
Fig. 4 gives efficiencies for 2, 4, and 8 processors, if the
message size is only one word, while the right column
gives the results for a message length of 10,000 words.
As expected, the adverse effect of load-imbalance is
stronger for the low communication case. A small
serial fraction of only 1% causes a noticeable drop
in efficiency for 4 processors, as seen in Fig. 4(c).
For large messages, the high communication costs on
the bandwidth limited Ethernet lead to poor perfor-
mance, even when the computation time is in the
range of 1 to 2 seconds. In Fig. 5, a three-dimensional
plot provides a summary of the performance model
results for the case of perfect load-balance.

Efficiency =

4 Conclusion

Experiments for measuring parallelization efficiency
with simulated computation time were performed on
both a cluster of quasi-dedicated SPARC-20s and the
IBM SPx system. If parallelization is implemented
with long computation time and less frequent mes-
sage passing, it almost reaches ideal efficiency. How-
ever, with short total computation and large number
of processors it could become impossible to parallelize
efficiently because of the time required for message
passing, even if one uses dedicated systems such as
the IBM SPx. This may indicate, that a shared mem-
ory multi processor system might be needed in such
cases to obtain good efficiencies.

It is also important to maximize load balancing for
each processor, because an increase of the serial frac-
tion rapidly decreases the efficiency even for moderate
numbers of processors.

A quasi-dedicated workstation cluster has been uti-
lized for the present study. A discussion of parallel
performance for non-dedicated clusters can be found
in Ref. [8]; however, that study has no data commu-
nication between parallel tasks. The present study
examines a typical computation/communication pat-
tern found in many engineering and physics codes.
The performance figures presented in our study may
assist a parallel algorithm developer in making the
appropriate parallel implementation strategy deci-
sions.
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