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Abstract.

The late bolometric light curves of type Ia supernovae, when measured
accurately over several years, show an exponential decay with a 56d half-
life over a drop in luminosity of 8 magnitudes (10 half-lives). The late-time
light curve is thought to be governed by the decay of Co%%, whose 77d
half-life must then be modified to account for the observed decay time.
Two mechanisms, both relying upon the positron fraction of the Co®® de-
cay, have been proposed to explain this modification. One explanation re-
quires a large amount of emission at infra-red wavelengths where it would
not be detected(Axelrod, 1980a,b). The other explanation has proposed
a progressive transparency or leakage of the high energy positrons (Col-
gate, Petschek and Kriese, 1980). For the positrons to leak out of the ex-
panding nebula at the required rate necessary to produce the modified 56d
exponential, the mass of the ejecta from a one foe (10°! erg in kinetic
energy) explosion must be small, Mejec = 0.4Mp with Mejee x KE®S.
Thus, in this leakage explanation, any reasonable estimate of the total en-
ergy of the explosion requires that the ejected mass be very much less
than the Chandrasekhar mass of 1.4Mg. This is very difficult to explain
with the “canonical” Chandrasekhar-mass thermonuclear explosion that
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2 STIRLING A. COLGATE ET AL.

disintegrates the original white dwarf star. This result leads us to pursue
alternate mechanisms of type Ia supernovae. These mechanisms include
sub-Chandrasekhar thermonuclear explosions and the accretion induced
collapse of Chandrasekhar mass white dwarfs. We will summarize the ad-
vantages and disadvantages of both mechanisms with considerable detail
spent on our new accretion induced collapse simulations. These mechanisms
lead to lower Ni%® production and hence result in type Ia supernovae with
luminosities decreased down to ~ 50% that predicted by the “standard”
model.

1. Introduction

1.1. HISTORICAL PERSPECTIVE

Since humans first started observing the heavens, the light emission from
supernovae has attracted their attention. The same properties that first
instigated this interest (a time history comparable to the human attention
span and a radiation spectrum matching the sensitivity of the human eye)
formed the basis of the difficulties behind solving the physical mechanisms
for these objects. The energies required to induce an explosion (~ MeV per
nucleon) and the proposed mechanisms for the outbursts invoking either a
thermonuclear explosion (Burbidge et al., 1957) or a collapse into a neu-
tron star (Zwicky, 1938) seemed to defy the soft (~ eV') photons observed.
Assuming stellar opacities and stellar structure analysis (Minkowski, 1964)
required extraordinary energies to explain the two to three week rise and
fall times for type Ias. Dedicated observations of several close, bright super-
novae (particularly 1937E, Baade and Zwicky, 1938) showed that the late
time light curve decayed in half a dozen examples with the extraordinary
time constant of ~ 56 days. An exponential over 8 magnitudes was clearly
a strong indication of a simple physical process. The race was then on in
the late 30’s to find this simple physical process which would then provide
the physical mechanism(s) of these stellar explosions. Unfortunately a sim-
ple explanation was not forthcoming, despite such enthusiastic suggestions
as the decay of radioactive californium with its ~ 54d half life (Baade et
al., 1956). This, however, would have swamped the Galaxy in transuranic
elements and fission products. When these fires had burned out, the puzzle
passed to the numerical modelers. Finding a reasonable explanation for the
mechanism of the supernova explosion as neutrino transport of the neutron
star binding energy (Colgate & White, 1966)) was relatively straightforward
compared to the seemingly impossible task of extracting from this mech-
anism any emission of light. The problem, recognized in C&W, was, and
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still is, that the internal energy (from neutrino deposition, thermonuclear
and the explosion shock), although ~ 100 times the emitted luminosity, is
nevertheless converted by adiabatic expansion into kinetic energy, leaving
less than 10™4% of the initial energy (assuming a compact R ~ 10%m stel-
lar progenitor) by the time the optical depth becomes low enough for the
photons to escape and “light” the supernova. Only for larger progenitors
(R ~ 10" red giant stars) was there any hope for powering the light curve
by the initial explosion energy. The problem changed from finding 2 mech-
anism to explain the 56d light curve to finding a way for one of the existing
mechanisms to produce any light at all. After all, a supernova without light
is about as interesting as the sound of one hand clapping.

What was needed was a late source of energy to heat the expanding
debris after most of the expansion, but before the diffusive release of the
photons took place. Having initially failed to explain the 564 light curve,
radioactive decays were now called upon (C&W) to solve the more critical
problem of finding a power source for the maximum and total luminosity.

Without the foreknowledge of the unique properties of the maximum
bound-mass alpha-particle nucleus, Ni®%, a statistical ensemble of radioac-
tive decays or excited nuclear states of all abundant nuclei ejected in the
explosion was assumed. By definition, this must include allowed as well as
non-allowed transitions. The resulting distribution of decays led to a power-
law in energy decay rate, o< t~1* starting at ¢, ~ 0.1 s in time. Thus, by the
time of light maximum, the initial, integral, radicactive energy would have
decayed by (to/tmaez) %% ~ 10~3. This was even worse than the adiabatic
expansion loss, because the initial radioactive energy was far less than the
MeV per nucleon value obtained from the initial internal energies.

Another possible explaination was that at the time of maximum light,
the expanding matter collided with a nebula of ~ 0.01Mg extending ra-
dially outwards from 100 AU. This seemed equally unlikely at that time.
Thus the neutrino model was published with only the one hand clapping.

The reason for mentioning these failed light sources is to recognize the
unique properties of the nucleus Ni%® for powering the supernova light curve.
The daughter nucleus, Co®®, is a high energy forbidden decay, 4.6 Mev, with
a very long half life (~ 77d). This is longer by ~ 107 times the typical al-
lowed transition. The isotope is made abundantly as the end point of alpha
particle nuclear synthesis, and results in the common abundant element
iron. Hence, the decay of Ni%¢ avoids the nucleosynthetic waste problems
afflicting the previous model involving the decay of radioactive californium.
This recognition at a conference on nuclear synthesis at Boulder Co. (Col-
gate and McKee, 1969) led to the “second” hand for Type Ia supernova
mechanisms. Although the energy source was reasonable, one sore thumb
remained, namely, that the 77d half-life was not the 56d half-life observed.
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Attention shifted from this problem to the spectra and the light curve near
peak luminosity. There was good agreement on the spectra between ther-
monuclear models using a 1.4Mg mixture of silicon burning elements and
the many detailed spectral observations and the light curve shape within
a magnitude down from maximum. This gave strong support to the ideas
that Ni®6—~Co® powered the luminosity and for the Chandrasekhar-mass
thermonuclear explosion model of type Ias. Thus the solution of one prob-
lem, the source of the optical energy, seemed solved. However, the original
problem of the 56d decay remained. In addition the decay of the luminosity
after peak of the 1.4My4,: models was somewhat slower than the observed
"fast” SN1As.

The problem of the late-time light curve, particularly as observed by
Kirshner and Oke (1975) and Baade and Zwicky, (1938) has been dis-
cussed in some depth by Colgate and Petschek (1980), Axelrod,(1980a) and
Weaver, Axelrod and Woosley, (1980) and Colgate, Petschek and Kriese,
(1980), (herafter, CPK) Axelrod (1980b), Colgate and Petschek, (1982) and
Colgate (1991), Kirshner, (1990), Dogget and Branch (1985), and Wheeler,
Harkness, and Khokhlov (1995). Two explainations have been given for the
modification of the 77d radioactive decay half life to the faster 56d half-life
of the late time luminosity (after about 100 d). Both require the non-optical
radiation loss of radioactive decay energy from the luminous nebula. The
first (CPK) proposed the late time escape from the nebula of a progres-
sively increasing fraction of the positrons from Co%. In the second case
Axelrod proposed that all the energy of the positrons was deposited in the
luminous nebula, but that a radiation “infrared catastrophy” occured that
emitted the late time energy as infrared emission from low lying forbidden
transitions of Fell.

1.2. PLAN OF PAPER

Section II of this paper is concerned primarily with the positron escape
explanation of the 56d decay period. The dominant physical effects are pre-
sented and discussed. We will also argue against the “infrared catastrophe”
explanation and provide additional support for the positron escape model.
Section IIT will discuss the results from our one-zone simulations leading
to the requirement of low mass ejection and hence its implication for an
alternate explanation for the type Ia explosion mechanism. The problem of
spectra is not treated in depth in this paper, but the next section concludes
with an argument why one expects the spectra to be a weak discriminant
of ejected mass. Section IV will conclude this work by discussing possible
supernova mechanisms for ejecting low mass with detailed simulations of
the accretion induced collapse scenario.
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2. The Physics of the Supernova Light Curves

A “strong” explosion shockwave deposits internal energy and kinetic energy
equally in the envelope of the pre-SN star. Because the radiation is initially
trapped, the ejecta expands adiabatically, converting internal energy to
kinetic energy. Throughout the expansion, aT* > nkT and thus the total
internal energy can be approximated by BEr o« 1/R o 1/t (when the velocity
of the expansion approaches a constant and 7.5 = 4/3).

We have built a single zone model using the calculating and graphics
routine, Kaladagraph (reg.) so that many models and approximations may
be explored. In particular, a single zone model allows us to explore the late-
time light curve where the envelope is optically thin without the extensive
calculations associated with diffusion. To compare with the many multi-
zone calculations, we use the W7 thermonuclear model of Nomoto (1984)
(M, =14MQO, R, =2 x 108 cm, and Ek, the kinetic plus internal energy
or 1.3 foe, (x10°! ergs)). After the initial shock where the kinetic and
internal energy are divided equally, adiabatic expansion returns all but a
small fraction of the internal energy to kinetic energy. This kinetic energy
results in the free expansion of M.; at an asymtotically limiting velocity,
U, @l an outer boundary, R, where R = y,t. For a uniform density sphere
Ex = (3/5)M.;(v%/2). In the real case of an exploding star, the outer
bounday expands significantly faster than this because of a combination of
a rarefaction wave during expansion as well as the speed-up of the initial
shock in the density gradient of the envelope (C&W). Consequently the
inner core has given up significant energy to the outer, faster moving matter,
leading to a density distribution of the outer layers of p = pgy(r/R)~7
where r is the Lagrange radius within the nebula (C&W) and Py is the
time dependent density of the inner uniform mass fraction. We estimate
this energy fraction as 20% so that the effective expansion is 10% slower,
or Ex = (0.8)M,;(v2/2).

Clearly the single zone model will not calculate diffusion and thus only
give an approximation to the peak luminosity. However, as pointed out by
Arnett (1982), diffusion is no longer important after the peak and the light
curve is determined by the radioactive energy deposition. This is the region
of our primary interest.

Initially we demonstrate an adiabatic expansion where the only loss is
PdV work. Figure 1 shows the total internal energy on a log-log plot versus
time. Since the shock is freely expanding (R = v,t), Einy & 1/R « 1/t
which verifies our calculation of the adiabatic expansion. The initial value
of E;n; corresponds to the shock deposited energy (% x 1.3 foe initially
deposited in uniform density at R, = 2 x 10% ¢cm and expanded at v, for
1 day). The top curve shows the internal energy with the addition of the
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energy from the radioactive decay of Ni®® added to the adiabatic expansion
loss. The very large, ~ 104, difference between these curves emphasizes
the extreme importance of the radiocactive energy source for the supernova
luminosity. Two intermediate curves show the effect of including the two
energy losses: (1) the escape of radioactive particles from the nebula and (2)
the diffusion of initially trapped radiant energy. We consider the diffusive
loss first, because it is here that we expect the greatest departure from
reality for a single zone model.

2.1. DIFFUSION AND LIGHT MAXIMUM

The photons will diffuse out of the nebula and decrease the internal en-
ergy. A "diffusion wave” of thickness AR = (Dg;sst)}/? penetrates into the
surface where Dy;ysy is the diffusion coefficient. Since Dgisy o p~! o #3,
AR « t? and thus the diffusion wave leads to a rapid uncovering of the ini-
tially trapped internal energy as the nebula expands. However, as we have
already noted, the adiabatic expansion reduces the initial internal energy
before it can diffuse outwards, but now the internal energy is augmented
by W, the instantaneous radioactive energy deposited in the nebula. The
luminosity can then be given as

L= ET/td,;ff (1)

where t4;55 = R7/(mc/3), the characteristic diffusion time for a uniform
expanding sphere. Here 7 = Rpk and « is the radiation opacity. Then the
difference equation with time = n and the time step At, for the energy
becomes

Er(ny = Er(n-1) — (Brn-1)/1)At + Waep At — (Epgnyy[taiss) At (2)

Here the second term on the right hand side is the PdV work leading to the
adisbatic expansion for v = 4/3, followed by the radioactive energy deposi-
tion, and then the diffusive loss. Eq. (2) is then integrated until Wge, > L
from eq. (1). Thereafter L = Wyep.

Although egs. (1 and 2) are a simplistic approximation to the diffusion
equations especially at early times, after the peak luminosity the diffusion
timescale decreases rapidly. At the late times which are the primary issue
of this paper, the diffusion fimescale becomes so short that the energy is
released as soon as it is added to the system and the luminosity is indeed
very close to the energy deposition rate. We can use these simple equations
to more easily interpret and intuit the observations. However, we can also
use these simple equations at early times to develop our intuition on specific
aspects of the light curve physics such as the effects of expansion on the
opacity.
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A common misconception in type Ia light curve calculations is that
the width of the light curve depends sensitively upon the mass of the
ejecta (Meject). The expansion opacity from line scattering in an expanding
medium to first approximation cancels the effect of Mgjee: On the time to
maximum light for the particular range of Meject < 2Mp where the lower
mass limit is not known. In the next section, we will show why the differ-
ence in times to maximum luminosity for the range of Mejec: for the various
type Ia mechanisms is small and within the uncertainty of the observations.

2.2. EXPANSION OPACITY

The compensating effect of the expansion opacity for the rise time of low
mass ejection was discussed in Colgate (1989). Karp et al. (1977) showed
how the opacity of an expanding media was different from static atmo-
spheres due to the monotonic redshift of every photon. Because there is a
gradient in the expansion velocity, as the photon travels through the ex-
panding nebula, its apparent wavelength in the rest frame at different radii
will vary. This continuous range of redshifts allows for the possibility of
a photon to scatter from a sequence of atomic states as it traverses the
medium before it is then Compton scattered by a background of free elec-
trons. This “expansion opacity” can increase the opacity above the Comp-
ton opacity by orders of magnitude in a limited frequency range. However,
this requires that the expansion velocity gradient is sufficiently large over
a Compton mean free path to cause the photon to be redshifted through
a number of strong atomic lines. In other words, the fractional energy gap
between states must be less than the redshift of the photons in the Comp-
ton mean free path. This fractional redshift is measured as 1/s where s, the
expansion parameter, is

8= Kepet X KeMejecrct ™2/ (4mv3/3). (3)

The calculation of Karp et al. used a set N ~ 2.6 x 10° lines within a tem-
perature range 6000K < T < 30, 000X . The opacity enhancement factor,
above the Compton opacity depends upon (1) ionization for free electrons,
(2) the thermal production of excited states, and (3) the number of gaps
in this “forest” of lines. Hence enhancement occurs only for 1/s > N/2, or
s < 1000. For very small mass ejecta or at very late times, the low density
will give a low value for s (a large change in velocity over a Compton mean
free path). However, if the density gets too low, the weak lines will be in-
sufficient to cover gaps in the Rosseland mean and the enhancement factor
will no longer increase. We can express the opacity as:

£ ~ krfd. 4)
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Here k7 is a temperature dependent function that convolves the density
of states and line strengths averaged over composition. More detailed cal-
culations have been performed of the expansion opacity particularly by
Harkness (1991) and Héflich, Khokhlov, and Wheeler (1995), and we use
an analytical appraximation for kz from Héflich (1990), shown in Fig. 2,
where the enhancement factor is:

Q= (1+700/s) (5

and with Q < 10.

This gives similar results to Karp et al. (1977), but the greater number
of lines used in the later calculations result in a smoother function. For s
small then © « 1/s. As a consequence the optical depth becomes

T = KpR « KTV, (6)

which is indepedent of t. We can thus estimate the maximum luminosity
to occur a.fter a characteristic diffusion time. The diffusion time tgif; o
Rt oc VoT X vonT and hence the condition for light maximum depends on
krvZ. To the extent that v? is independent of the mass, the time to peak
luminosity depends primarily upon xr. Since k1 depends primarily upon
temperature with a sharp cut-off below ~ 6000K, the peak luminosity will
occur when the temperature falls below 6000K. The temperature, in turn,
depends upon the volume and the deposited radioactive energy. With the
volume fixed at a given time and for 2 fixed v,, the temperature will scale

as M ,{,/, , & weak dependence upon ejected mass. As we shall demonstrate
later, we have compared a single zone model calculation of Nomoto’s W7
progenitor and the calculations of Harkness et al. to a single zone model of
a low mass progenitor (Meject = 0.4Mp = 28% Mw+). The resulting rise
times to peak are quite similar (15 and 13.5 days respectively).

Before we begin a full discussion of these calculations, we must first
consider the loss of energy due to the escape of gamma-rays and positrons
from the expanding nebula.

2.3. THE DEPOSITION OF GAMMA-RAYS AND POSITRONS

Gamma-rays and positrons from the decay of Ni®® deposit their energy
in the expanding nebula as a function of their respective absorption co-
efficients. The first calculation of this deposition by CPK used the Los
Alamos Monte Carlo code for gamma-ray transport and it accounted in
detail for the effects of Compton scattering, build-up factors and multiple
energy gamma-rays. They found that a relatively simple analytic expression
surprisingly reproduced the very complicated effects of the Monte Carlo cal-
culation independent of whether the source function was distributed within
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the inner half or outer half radius of a homogeneous sphere. The reason for
this simplicity is that when the ejecta is thick, nearly all the gamma-rays
are absorbed. There is then an analytic expression for the deposition. Sim-
ilarly, when the ejecta is thin, the absorbed fraction is a simple analytic
expression o« 7. The deposition fraction for 7 > 0.25 given in CPK is

Dyep = G(1+2G(1 - G)(1 - 0.75G)) (7)
where G = 17> and the deposition fraction for 7 < 0.25
Dyep = 0.647. (8)

Here 7 is the thickness of the nebula to either gamma rays or positrons. For
gamma rays we use an "effective opacity” including the "build-up factor”
from the Monte Carlo calculations of k., = 35.5 cm? g~! from CPK for
ejecta that is primarily silicon burning products, Y. = 0.5. This agrees
within 3% with the independent multi-zone calculations of W7 by Swartz
et. al. (1995). For larger mass models, presumably type IIs with a major
fraction of hydrogen we use k., = 28.8 cm? g~!. Since the derivation of
this approximation for the deposition fraction, many calculations of the
deposition of gamma-rays have been made using migrated versions of the
original Los Alamos Monte Carlo code. Swartz, Sutherland & Harkness
(1995) derived an alternative analytic approximation which showed good
agreement with their Monte Carlo calculations. However, they made no
comparisons with any earlier work. In Fig. 3 we give this comparison which
indicates negligible difference with the simple function given by eq. (7)
for the critical region of the transition from very thick to thin. The thin
approximation of Swartz et al (1995), their figure 9, also agrees with eq.
(8) to within 10% at late times.

2.4. THE MODIFIED EXPONENTIAL BY DEPOSITION

The deposition fraction will modify the decay of the luminosity and there-
fore, from eqgs. (1) and (2), the apparent decay rate of the radioactive exci-
tation function. The increasing fraction of escaping or lost energy appears
as a more rapid exponential radioactive decay rate. Recall, we are seeking a
mechanism to modify the 77d decay rate of Co®® to match the 56d observed
light curve decay rate. The two parameters that determine the deposition
modification are: (1) the time necessary to expand to a thickness of 7 = 1
(tezpan = 1) and (2) the radioactive decay time (%nq15) Where we are using
the radioactive half life to more easily scale to the familiar numbers 77d
and 56d. The ratio, tezpan/thaty = Rezpan/haty determines the luminosity
(or deposition fraction) versus tpaiy. The set of modified decay curves for
various ratios, Rezpan/haly; VErsus time in units of ¢4y are shown in Fig.4.
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The fractional deposition, eq. (7), is shown on the opposite axis. One sees
that when the ratio is large, one recovers the original radioactive decay rate,
or equivalently, Dg., = 1. However, when the ratio is small, corresponding
to rapid expansion, the decay of the deposited energy is more rapid than
the radioactive decay itself.

We now wish to relate Rezpan/haty to the various models. In CPR we
expressed the characteristic evolution of the thickness of the various models
in terms of the parameter (M,;/v2). The transparency time then becomes
tezpan = 42(Me;/v3)}/? d for gamma-rays in a nebula of silicon burning
products and 790(Me.;/v3)}/? 4 for the betas. The corresponding ratios
become Rezpan/haty = 0.54(Mej/v2)!/? and = 10.2(Me;/v3)}/? respectively.
In order to fit the observed 56 day half life according to the straight line of
this slope in fig. 4, we require Rezpan /haty ~ 4 corresponding to Me; /v =
0.16. We have used M,; /vg = 0.15 for our low mass single zone model that
gives the best fit to the data. For the gammas this gives fezpan = 16 d or
Rexpan/haty ~ 0-2. This decay is too rapid to be approximated by a modified
exponential, but the single zone model calculations show good agreement
with the observations of rapid decay of the luminosity after peak for the
"fast” SN1As due to the rapid gamma-ray transparency.

2.5, THE LATE-TIME LIGHT CURVE

The primary assumption of the late-time light curve (after peak luminos-
ity) is that all the deposited radioactive energy is re-radiated. The major
fraction of this energy is radiated in the visible part of the spectrum, be-
cause in order for atomic states to be produced, excited, and then radiate
sufficient energy, a fraction of some of the most abundant elements must be
ionized. Because the lowest ionization potential of the abundant elements
are roughly > 6 eV, partial ionization at very low density requres T > 0.5
eV, or 6000K. The characteristic emission of the thermal electrons is then in
the visible part of the spectrum where the radiation can escape. Radiation
is also emitted in the UV and IR by excited states. When high energy par-
ticles, Compton electrons or positrons dissipate their energy in a plasma,
a major fraction of the ionization energy flows through hard UV photons.
These UV photons are readily absorbed in the nebula and may either heat
the background electron plasma, or may be absorbed by an atom leaving it
in an excited state from which it decays preferentially through several lower
energy transitions. This latter process is fluorescence, and for a UV photon
usually means that the several decay states lead to visible radiation. The
nebula is either diffusively thin or transparent to the visible photons, which
then escape freely. This is the mechanism invoked for the origin of the vis-
ible to blue radiation of the late time observations of 1972E by Kirshner
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and Oke (1975) where the fluorescent matter is singly ionized iron, Fell.
This path for the ionization energy flow was neglected by Axelrod (1980,
his fig. 1), but emphasized by Myerott (1980) and recently by Li and Mec-
Cray (1995). Axelrod (1980), on the other hand, invoked a radiation flow
directly from the thermal plasma through several unique low-energy states
of Fell and therefore presumed that the radioactive energy was emitted in
the IR. This emission in the IR was not only invisible to standard photon
detectors, but also insured that the temperature of the plasma fell quickly
below the point where visible levels would be excited by the thermal elec-
trons, and hence, it was called the IR catastrophe. This would not affect the
fluorescent radiation. These states are roughly at 100 micron wavelengths
and were assumed to emit in the transparent limit for the calculation.

CPK rejected the IR emission as an explanation for the 56d decay be-
cause (1) the fraction of the ionization loss through UV photons and pro-
cessed by fluorscence should remain constant and not result in a progres-
sively modified decay curve for the visible fraction and (2) the blackbody
Wein limit at 100 microns was too small. The radiation flux in the IR is
given by

(V) = (2kT/*)W3(Av/v) = 4.8 x 104(Av/v)erg em™2 51, (9)

Here T' = 6000, and the fractional width, Av/v, of the lines is due to the
velocity dispersion of the photosphere known as the Sobeloff width. For a
photosphere velocity of ~ 10° ¢cm s~! and a density gradient of p &x R~7
then Av/v ~ 1/200. The emitted flux per line becomes ¢(r) x 4TR2. At
the time when the luminosity decay departs from the expected 77d beta
decay by a factor of ~ 1/2, t ~ 300 d (see Fig. 10), the IR luminosity
would then have to be Lyg ~ 5 x 10%° ergs s~!. By contrast the total IR
radiant energy per line by (9) should be limited to L;p ~ 2 x 103 ergs s~1.
It is therefore very unlikely that any combination of lines near 100 micron
wavelength can make up for the very large difference in these numbers.
Furthermore, if the IR were effective in this fashion, it would lead to a very
sudden “catastrophic” termination of the optical luminosity rather than the
gradual decline described by the 56 day half-life. Finally no observations
have been made in this wave length band with the required sensitivity to
observe this emission (pvt. comm. Peter Meikle). It is for these reasons that
CPXK felt compelled to find an alternate explanation to modify the decay
rate which led to mechanism requiring the transparency of the nebula to
the positrons created in the minor branch of the Co® decay.

2.6. DUST

Since the time of this conclusion, the nearby supernova, 1987A occured with
its asssociated emmense effort of observation and interpretation. Of course
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the expected and most gratifying observations were those of the neutrinos,
the gamma-rays and x-rays, and the 77d half life of the initial luminosity
decay curve confirming the dominant role of Ni% in its formation. One of
the surprises was the observation of 10 micron IR emission late in time by
many observations and reviewd in Whitelock, Catchpole and Feast, (1991).
This emission peaked at roughly 600 d and remained thereafter a constant
fraction of near 30% of the optical luminosity. (It is worthwhile pointing
out that in this interpretation the loss of energy by gamma transparency
was negelected, see Fig. 6.) It was interpreted by Lucy et. al. & Danziger,et
al., (1991) as emission from dust grains formed in the expanding nebula,
and the IR emission made a significant contribution to the more rapid de-
cline (than 77d) of the light curve after 550 d. Could this same processes of
dust formation and IR emission be the explaination of the missing energy
at late times in SNIAs? We do not believe that this is at all reasonable.
Lucy et al. (1991 and ref. therein) calculated the grain formation in the
expanding nebula and suggested a high efficiency, ~ 1, if the matter of
the nebula is clumped. However, without clumping Hashimoto et al. (1989)
calculate a maximum efficiency of 10~3 by day 775. The growth of a dust
grain depends upon the density of the matter and that thic temperature is
low enough to permit condensation of the molecules. This process does not
start for 1987A until day 500 and we expect a lower density and higher tem-
perature for a Chandrasekhar-mass thermonuclear model. The density for
the 1.4Mp model should be ~ 260x greater and the energy deposition per
gram, (leading to heating and temperature) should be ~ x20 greater than
1987A. Yet 1987A produced grains necessary to account for the missing en-
ergy three times later than necessary to explain the missing energy of type
IAs and furthermore was expected theoretically to lead to large clumping.
It therefore seems unreasonable to invoke grain formation to explain the 56
d late light curve of SNIAs.

2.7. POSITRON TRANSPARENCY

The positron transparency explanation of the modified 56d decay is based
upon the assumption that a fraction of the positrons from the Co5¢ decay
can escape the nebula. The reason for assuming that the energy emitted
in the 56d decay is derived from the deposition of the positrons rather
than the gamma-rays is that the nebula at late times becomes too thin
to capture sufficient energy from the gamma-rays. For example, in the W7
model the time to gamma-ray transparency as stated above is fyirans = 41d.
Since the positrons contribute 4.0% to the Co%¢ decay energy, the ratio
of the thicknesses where the energy deposited by gamma-rays equals the
energy deposited by the 4% positron fraction, using eq. (7), is 7,/7 =
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(0.64/0.04) = 16. Since 7 o t~2, then the time when Wyepy = Wp is
tgtrans = 4 X tyirans = 176 days. In CPK, an analysis was made of positron
(electron) range energy curves for the spectrum expected from the Co%
positron branch. Because of scattering and the beta decay energy distribu-
tion, this led to the rather surprising result that the number of positrons
whose range exceeded a given thickness was exponential over a limited range
in thickness just as it was for gamma-rays, but with a mean positron range
1/355 that of the gamma-rays or 0.1 g ecm™2. Thus the time to positron
transparency would be 18.4 times that of the gamma-rays. When the neb-
ula is thin to gamma-rays, it is thick to positrons and it takes a factor of
~ 4x longer for the nebula to become transparent to positrons.

Of course even weak magnetic fields would confine such low energy
particles, but CPK pointed out that the initial field of the pre-supernova
star would be “combed” radially by the expanding matter and that a dipole
field would give gyrating particles the same path length distribution as that
for gamma-rays travelling in a straight line. As a consequence, we can use
the same simple form of the deposition fraction as we used for the gamma-
ray deposition [eq. (7)], except with an effective thickness 355 times greater.

Before discussing these calculations, we will first address the question of
positron escape. It has frequently been pointed out that if a a positron were
to escape the nebula, the external field lines would return the particle to the
surface of the nebula and therefore it would not escape. Here we point out
that the energy density of the escaping positrons, and even more so for the
initial Compton electrons from the escaping gamma-rays, greatly exceeds,
by many orders of magnitude, the energy density of the external magnetic
field. Consider a strong initial field of 107 gauss expanded after half a year
to 10° times the initial radius, or 2 x 101® cm. The energy density of the
field is reduced to B2/87 ~ 4 x 10~ ergs cm~3. The energy of the original
expanding Compton electrons will be ~ (1/10)(1 — Waep)tgecay ~ 10 ergs,
and the energy density, assuming a relativistic expansion at a velocity of
¢/3, will be ~ 10%8/(47/3)[(¢/3)1.5 x 107> ~ 7 x 104 erg cm~3. Thus
both the escaping Compton electron pressure and the positron pressure
will greatly exceed the confinement pressure of the magnetic field. Therefore
the magnetized relativistic gas will expand freely and all the relativisitic
particles will escape freely into the ISM.

There still remains, however, the question of whether the internal tur-
bulence in the expanding nebula as interpreted for 1987A might wrap up
the magnetic field sufficiently to confine the positrons. The instabilites in-
terpreted from the optical, gamma-ray, and x-ray results depend upon the
explosion shock running into a larger envelope mass, being decelerated, and
causing Raleigh-Taylor instabilities. Since there is no massive envelope in
the following low mass models of Type Ias, there is no apparent way to
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create the necessary instabilities to confine the positrons. Finally we note
that the maximum initial magnetic field such that positrons would escape
independent of the field is very low, which means that if there were tur-
bulence in the expanding debula, positrons would be confined. Assuming
R; ~ (1/3)R; where Ry, ~ &%_w is the Larmor orbit (aka gyra-
tion radius) of a typical positron and R; ~ 2 x 106 cm is the radius of
the nebula after 0.5yr. Then for these parameters Binitial < 3000 gauss, a
field small compared to the initial field, 107 gauss, necessary to create a
standard, 10*? gauss magnetized neutron star by flux conserving collapse.
Assuming the escape of the positrons is the only reasonable explanation
for the 56 day light curve, and that therefore turbulence or mixing is low
in these low mass models, we then consider and interpret the calculations
using the single zone model.

3. The Single Zone Models
3.1. 1987A

We lrsirate these armuments with *h2 ¢in ol2 zone roedel. Firel <o conpare
the model to the observations of 1987A where, due to the large mass and
slower expansion velocity, neither the enhancement opacity nor positron
transparency are an issue.(However, the gamma-ray transparency does re-
sult in a similar modification of the late light curve.) We have therefore
used a constant optical opacity, 0.045 cm? g—1. Fig. 5 shows the light curve
for the first 200 days, which gives the maximum at roughly the correct time
(90 days). However, the observations at maximum rise a factor of ~ 2 above
the radioactive deposition energy in contrast to the approximation of the
single zone model. The reason for this difference is that a significant frac-
tion of the internal energy is stored in latent heat of ionization for this high
density model and is released at the time of maximum. It is less important
in the low mass models. In a short period after maximum the observed light
curve declines to match the radioactive decay energy with 100% deposition.
The calculated light curve both with and without the deposition fraction
are the same at early times as expected. The positron energy in this case
is negligible. Fig. 6 shows the late-time light curve of 1987A.

First, and most important, we observe that when the deposition fraction
(of the gamma-rays) is predicted to be 100%, the light curve follows the 77d
half life as it should. (The 77d half life decay of the luminosity of 1980k,
another type II SN was observed earlier by Uomoto and Kirshner, (1985).)
Secondly when gamma-ray transparency starts at ~ 450d, the luminosity
including the deposition fraction falls below the case with 100% deposition.
In this model, gamma-ray transparency occurs at roughly 450d, so that
Rezpanfhaly = 9.7 with a resulting modified half life of 65d from Fig. 3. This
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matches the synthsized bolemetric light curve of Woosley. Here, however,
infared radiation (~ 2 to 10 microns) must be included and it does affect the
luminosity in the visible band as it becomes roughly half of the luminosity
at 600d. This IR luminosity is at shorter wavelengths, ~ 10 microns, than
the expected Fell emission, avoiding the Wein limit. The grain emission
would not be expected for the low mass models as discussed in the text. In
this case the modification of bolemetric luminosity decay rate is due to both
the transparency to the gamma-rays as well as IR, but for the low mass
models we invoke transparency to the positrons. Here positrons make only
a small contribution to the light curve, because the gamma-rays are nearly
all deposited as well. The single zone model gives a simple interpretation
of the time of the peak and the late light curve. The next step is to apply
these approximations including the enhancement opacity to reproduce the
numerical calculations by Harkness (1991) of the theoretical W7 model of
Nomoto.

3.2. W7

We have already used plots of the internal energy vs. time in fig. 1 to
demonstrate the energy effects of adiabatic expansion, radioactive decay
energy, and diffusion. Fig. 4 shows the deposition fraction of gamma-rays
in the single zone model as derived from Eqs. 7 & 8 and the calculations
from Harkness (1991). Fig. 7 shows the single zone calculations of the W7
model of Nomoto (1984) for the first 50 days. Both enhanced (expansion)
opacities and constant opacities (k = 0.1 cm? g~!) are modeled, and as
expected, the expansion opacity delays the maximum luminosity from 12d
to 16d and reduces the maximum from 1.5 x 1043 t0 1.15x 10%3 erg s—!. The
calculations are compared to the multi-zone calculation of Harkness (1991)
with satisfactory agreement thus substantiating the single zone approxima-
tions. The calculations are also compared to observations where the first
data point of 1972E (Kirshner and Oke, 1975) is chosen to be just after
maximum (17d), and Leibundgut’s (1991) template of many supernovae
which is matched only at the maximum luminosity. However, both calcula-
tions together are significantly above the late-time observations for ¢ > 30d.
This would indicate that after light maximum, where the luminosity is en-
tirely due to the gamma-ray energy deposition rate, that the transparency
due to gamma-rays is greater than the calculations by a significant factor.
Greater transparency requires either less mass or greater velocity.

At late times (Fig. 8) this indication of too great a thickness, or too
small a transparency is equally apparent for the particular SN1972E. This
same light curve, the straight line superimposed upon the Kirshner points,
has been observed for 1992A (Kirshner, this conference and Suntzeff, 1994).
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Although these two supernova may be exceptionally “fast” in their decline,
they strongly suggest a requirement for smaller mass and a higher mass
ejection velocity than the 1.4 Mg models.

3.3. LOW MASS

The parameters chosen for the best fit to the observations of 72E and
92A both early as well as late time decay are 0.4Mg ejected with 0.8 foe
(8 x 10% ergs) with 0.35Mg of Ni® (figs. 9 and 10). The mass of Ni® is
somewhat arbatrary and determines the peak luminosity (and hence the
Hubble constant), 5 x 102 ergs s~! and influences the spectral fit. The
parameter proportional to the transparency (see CPK) is M.;/vé with val-
ues 0.15,1.13,4105 for the respective models of low mass (0.4Mg), W7,
(1.4Mp), and 1987A, (14.5Mg) respectively. In CPK the same transparency
parameter for the low mass interpretation was estimated to be 0.22, some-
what higher than the present low mass model. One also observes that here
the expansion opacity makes a large difference such that the time to maxi-
mum light is extended from 6 days with a constant opacity, k = 0.2 g cm™2
to 13.5 days with the expansion opacity. This is the effect that compensz*es
the time to maximum light for the greatly differing expansion factors. One
notes that the last point of 1972E at 722d falls a factor of 8 below the
beta energy curve indicating that this much energy had to be lost from the
observations. If one assumed that the gamma-rays were also absorbed, then
this point falls a factor 200 below the gamma-ray curve. However, it is not
just that a single point falls so far below the beta energy rate, but the near
constant exponent of the exponential late-timelight curve that indicates a
simple physical process. It is for these reasons using our simple single zone
model, that we believe that a low mass model of type 1A supernovae makes
better sense than the ejection of & much larger Chandrasekhar mass.

34. SPECTRA

There remains the caveat that this analysis does not address spectra, and
indeed the spectral fits offer a strong constraint, but the expansion opacity
effect should make the spectra less dependent upon mass since the photo-
sphere must reside at a slightly smaller radius and a higher velocity with
the same temperature to result in nearly the same time to maximum for
the two models, W7 and low mass. The excitation of the the same elements
(silicon burning) with the same temperature, velocity, and velocity disper-
sion will tend to create similar spectra regardless of the mass involved. The
mass determines the optical depth, but as we have shown previously, the
effects of the expansion opacity severely limit even this dependence upon
mass.
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4. Possible Supernova Mechanisms

Driven by the late-time light curves to low mass ejection for some subclass
of Type Ias, we will now discuss the possible mechanisms for low-mass Type
Ia supernovae. A succesful mechanism must satisfy three requirements: 1)
the progenitor of the mechanism must occur at rates comparable to the
supernova rate, 2) the mechanism must explode (that is, the mechanism
must eject sufficient material (greater than ~ 0.1Mg Ni) at supernova ener-
gies (~ 10°! ergs), and finally, 3) the mechanism must have nucleosynthetic
yields that satisfy spectral constraints and the constraints set by galac-
tic nucleosynthesis. Two mechanisms present themselves as viable choices:
sub-Chandrasekhar mass thermonuclear explosions (SCTs) and accretion
induced collapse of white dwarfs (AICs).

4.1. SUB-CHANDRASEKHAR MASS THERMONUCLEAR EXPLOSIONS

One of the most tantalizing aspects of SCTs is the large occurrence rate of
their progenitors. The two main progenitors involve either CO white dwarfs
accreting helium from nondegenerate companions that are burning helium
in their core (Iben & Tutukov 1991, Limongi & Tornambe 1991) or hot CO
white dwarfs accreting from red giant companions, also known as symbiotic
systems (Munari & Renzini 1992, Yungelson et al. 1995). Iben and Tutukov
predict a formation rate ~ 0.01 y~! which is comparable (within an order
of magnitude) to the rates given by Yungelson et al. for symbiotic systems.
These rates can comfortably account for the type Ia supernova rate.

Livne (1990) and Livne & Glasner (1991) have demonstrated the success
of the SCT mechanism in both one and two dimensions. The simplistic pic-
ture behind their model is the following: Helium is accreted onto the white
dwarf until temperatures near the base of the helium layer are sufficient
to ignite the helium (with the aid of a N spark). The helium detonation
compresses the CO core, ultimately causing its detonation and the resul-
tant supernova explosion. Recent results by Arnett (1995) and Benz (1995)
have cast some doubt upon the robustness of this mechanism, mandating a
more complex picture. The success of Livne and Livne & Glasner prompted
Woosley & Weaver (1994) to run a series of one-dimensional SCT models
predicting a range of nickel mass ejection (0.2—0.9Mp), total mass ejection
(0.8 — 1.1Mp) and kinetic energies (0.8 — 1.4 x 10°! ergs).

Woosley & Weaver also conducted preliminary analyses of light curves
(up to 100 days) and nucleosynthetic yields under this mechanism. The
light curves are quite reasonable and their variations may provide an ideal
explanation for the observed variations in type Ia light curves. Their nucle-
osynthetic yields, beyond an overproduction of 44Ti and other isotopes of
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Ti, Cr, and V, are reasonable. However, as Woosley & Weaver point out,
much more detailed simulations are required to verify these results.

4.2. ACCRETION INDUCED COLLAPSE

Much effort has been put into studying the progenitors for AICs (see Canal,
Isern, & Labay 1990 for a partial review). The rate of formation and ev-
idence for these progenitors grows with the list of publications. CO and
ONe white dwarfs pushed beyond the Chandrasekhar mass limit will either
explode thermonuclearly or collapse into a neutron star. Although the fate
of these accreting white dwarfs can be determined by the accretion rate
and initial white dwarf mass (Nomoto & Kondo 1991) , the results depend
sensitively upon the input physics (URCA processes, screening effects, etc.)
Assuming ONe white dwarfs to be the sole contributor to AICs, Iben, Tu-
tukov, & Yungelson predict an AIC rate of 3 x 10~4 y~! in the galactic disk,
and Bailyn and Grindlay (1990), in an effort to explain the millisecond pul-
sar population in globular clusters, require a comparable rate (~ 10~4 y~1)
1. the grlactic globular cluster population. Although these numbers will
vary witl: the input physics, the total rate of whitc dwarfs being pushed
over the Chandrasekhar limit is generally calculated to be too small to
explain all type Ia supernovae. White dwarf collisions are also thought to
result in AICs (Mochkovitch & Livio 1990) but they occur rarely and will
not improve the rates. However, these low rates are even more acute for
the current “standard” mechanism for type Ia: Chandrasekhar-mass ther-
monuclear explosions.

Despite the immense work studying the progenitors of AICs, very little
work has been devoted to the mechanism driving their explosion. Most .of
the work (e.g. Baron et al. 1987) modeled the collapse through the stall of
the bounce shock verifying only that the “prompt” mechanism was insuf-
ficient to induce a Type Ia supernova explosion, just as it is incapable of
powering a Type II explosion. Mayle & Wilson (1988) studied the collapse
of OMgNe cores of stars within the mass range 8Mg < M < 10Mg which
have structures similar to AIC progenitors. By following the late-time neu-
trino heating which has become so central to the type II mechanism, Mayle
& Wilson found that an explosion occurred ejecting 0.042M¢ with energies
in the range 0.6 — 1.2 x 10°! ergs. Woosley & Baron (1992 - hereafter WB),
using a AIC progenitor from Nomoto (1986), ran a complete caclulation of
the collapse resulting in no mass ejected under the delayed neutrino mech-
anism. However, a neutrino wind did eject ~ 0.005M¢ at energies around
0.5 x 105! ergs. This wind, however, would most likely be present in the
Mayle & Wilson simulation if they had continued it for several seconds with
sufficient resolution.
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We have run a series of simulations using the Nomoto progenitor and
have found a strong dependence of the ejected material upon the imple-
mentation of the neutrino physics (source terms, flux limiter, etc.) and the
equation of state (Fryer et al. 1995). Our simulations lead to mass ejecta up
to ~ 0.2Mg (~ 0.1Mg Ni) with kinetic energies reaching ~ 10%lergs. (Fig-
ure 11 displays for the mass-point trajectories over the course of a typical
simulation.) Although we have not calculated spectra of these explosions,
the nucleosynthetic yields already pose a problem with a large amount
(~ 0.1Mp) of neutron rich material (Y. < 0.45), producing anomolously
high abundances of unwanted species such as 8Sr. The electron fraction
of this material is also sensitive to the neutrino fraction however, and this
problem may be solved by corrections in the neutrino physics or the addi-
tion of neutrino oscillations(Fuller and Meyer 1994). Because these results
are significantly different from the WB results, we will concentrate the next
few paragraphs on the pitfalls and problems involved with these calcula-
tions.

Neutrino transport has attracted much attention over the past few years
fe.c Jarka 1992) in madeling tvpe II supernciae. The difficulty arises
L. Mudcli.g e T2N8iUoL buwew., the ciffusion gr:d opiicaliy thin (free-
streaming) regimes. Typically, a flux limiter is invoked to connect these
two limits. We have implemented several flux limiters (Levermore & Pom-
raning 1981, Bowers & Wilson 1982, Herant et al. 1994) which bracket the
more accurate calculations of Janka (1992). These do vary the mass ejecta
(~ 50%) but do not account for the differences in our results from those of
WB.

Significantly less emphasis has been placed upon the neutrino source
terms themselves. Often times, assumptions are made to simplify the nu-
merics of the source terms. In most analytic estimates shown in the liter-
ature, degeneracy is ignored when determining the neutrino emission. WB
make a different assumption that the emitting electrons are highly rela-
tivistic. Both these assumptions could have drastic effects both on AICs
and other applications involving neutrino emission.

An accurate numerical representaion of the electron/positron neutrino
emission rates and luminosity has been derived by Takahashi, El Eid &Hille-
brandt 1977:

Ay =Cof™® [F4(=!:17) =+ (2 — 2A)Fy(£n)6+

etn

_ 2
(——————-———1 Bhr28 )Fz(in)ﬁ2
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where A -, are the transition rates for eleciron and positron capture, .. are
1
ETNn
the electron neutrino and anti-electron neutrino luminosities, Co = 6.15 x

104 s~1 per nucleon, C3 = 5.04 x 10710 erg s~1 per nucleon, A = 1.531 is
the neutron-hydrogen mass difference and 8 = %J—‘?; F,, are fermi integrals
of order n and 7 is the degeneracy parameter. B have simplified these
equations, taking only the first term in each equation. Figure 12 illustrates
the difference in average neutrino energy from this simplication and the full
equation for a range of degeneracy parameters 7. For typical values in our
simulations (7 = 4, Tyes = 2 x 101°K), the difference in average electron
energy is nearly 30% which corresponds in a decrease in neutrino heating by
70%. Note also the strong dependence upon the degeneracy parameter. For
large n, F5(n) o n° and the neutrino luminosity depends on temperature
and degeneracy to the same power. Lowering the temperature increaseses
the degeneracy and the subsequent neutrino luminosity may remain stable!

However, the primary difference between our results and those of WB
rests in the equation of state. Two dense equations of state have been
commonly used in type II collapse scenarios: SL (developed by Lattimer
& Swesty 1991) and BCK (see Baron, Cooperstein, & Kahana). We have
varied many of the equation of state parameters in the BCK EOS and the
differences in the results remain. In all the simulations using the BCK EOS,
very little matter, if any, is ejected under either the prompt or delayed-
neutrino explosion mechanism. As with WB, the only ejecta is in the neu-
trino wind at later times. With all of the SL EOS simulations, between
0.08 — 0.2M of material is ejected with energies ranging from 0.1 — 1.5 foe.
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As discussed in (Swesty, Lattimer, & Myra 1994), the SL equation of state
is considered to be more reliable and we used the SL EOS simulations in
our above analysis. However, all of these uncertainties must be sorted out
to make any firm conclusions.

4.3. MULTIPLE MECHANISMS

Peculiar objects such as 1991bg, which is both underluminous and has odd
spectral features with respect to “standard” type Ias (Filippenko et al.
1992), suggests that there may be more than one mechanism behind type
Ia supernovae. Therefore, a combination of the above mechanisms may be
required to explain all the observations.

One can differentiate between AICs and SCTs directly by the neutrino
detection of nearby Type Ias or by finding neutron star remnants from Type
Ia explosions. Beyond this direct evidence, one may also form an indirect
test by measuring masses of neutron stars in systems whose evolution in-
volved a past AIC event (R. Canal - pvt communication). If the AIC is
indeed shedding 0.2Mg then the neutron stars in these systems should be
less massive than the “typical” neutron stars formed in type II explosions.
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Figure Captions

1. shows internal energy vs. time for the single zone model simulation of
the conditions of the W7 Model. The curves in ascending order are: (1) the
adiabtic expansion of the shock deposited energy (E;n:) with the expected
slope of —1, (2) with deposited gamma-ray and beta energy minus diffusion,
(3) with deposited gamma-ray and beta energy without diffusion, (4) with
all the Ni® energy deposited.

2. shows the expansion opacity function, k, vs. temperature. The actual
opacity becomes (opacity function)x (enhancement factor0, Eq. 4.

3. shows deposition-modified exponential decay curves where the de-
posited energy or luminosity is W Dgep. Time is in units of the decay time
of the exponential, ¢gecay. The various curves are labeled by the time neces-
sary to expand to a thickenss of unity, fezpan. The parameters for the various
curves are the ratios, Rpsram = tezpan/tdecoy- When Rparam is very large,
one recovers the original exponential decay, but as Rparam becomes small,
the effective decay of the deposited energy becomes faster, o (/tezpan) 2.

4. shows the deposition fraction vs. time for the W7 model using the
analytic formulation of CPK (Petschek) in the single zone model (solid line)
and the calculations of Harkness (1991) (dashed line) over the critical range
of times where we migh expect the biggest deviation due to our single zone
assumptions. In the region of transparency, eq. (8) agrees quite well (within
the calculated errors) with the work of Swartz et al.

5. shows the single zone model of 1987A for the first 200 days where the
opacity is a constant, 0.045 cm? g~! as if the hydrogen were 24% ionized.
The remaining parameters are Mejec = 14.5Mp, Mn; = 0.078 Mp, Ex =
1.5 foes, Rinitial = 2 x 10'? cm, and derived quantities Mejec/ V¥ = 105 and
V, = 3.72 x10% cm s~ 1. The observational visual luminosity is by Catchpole
et. al., 1987 etc. and the bolemetric light curve is synthesized by Woosley,
1988. The energy input is shown for gamma-rays and positrons separately
and the derived luminosity is shown with diffusion and with and without
deposition.

6. shows the single zone model of 1987A for 1000 days with the same
parameters as Fig. 5. The large thickness due to the larger mass and slower
velocity means that initially all the gamma-rays are absorbed and thus
one expects and the data confirms that the luminosity decay shortly after
maximum follows the 77d half-life of the Co%® decay. Thus all the deposited
energy from radioactivity is emitted in the optical band. However, one
notes the the maximum luminosity is significantly greater than the rate of
deposited energy. This is well recognized as the storage and release of the
heat of ionization. It is a smaller fraction in the faster, small-mass models.
One also notes that the gamma-ray deposition modified decay after ~ 400d
results in a modified decay of the approximately 65d half-life. This curve
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agrees with the Woosley bolemetric curve including dust as compared to
the catchpole observations where no correction has been made for possible
missing IR due to dust emission.

7. shows single zone calculations of the W7 model of Nomoto (1984)
for the first 50 days. Both enhanced or expansion opacity and constant
opacity (k = 0.1 cm? g~!) are modeled and, as expected, the expansion
opacity delays the maximum luminosity from 12d to 16d and reduces the
maximum from 1.5 x 10?3 to 1.15 x 10%3 erg s~1. The calculations are also
compared to observations where the first data point of 1972E (Kirshner and
Oke, 1975) is chosen to be just after maximum at 17d, and Leibundgut’s
template of many supernova (Leibundgut 1991) is matched only at the
maximum luminosity. The parameters of this model are: Mejec = 1.40Mp,
Mpy; = 0.6Mg, Ex = 1.3 foes, Rinitias = 2 x 10° cm, and derived quantities
Mejec/vg = 1.13 and v = 1.11 x 10° cm 51,

8. shows the same single zone calculations as figure 7 for 1000 days. The
calculation after peak is just due to deposition, and one sees that trans-
parency to betas occurs at 500 days (the intersection with the luminosity
and Wpg), but it occurs too late in time as was the gamma-ray transprency
in Fig. 7 to give agreement with the observations of 1972E. Kirshner has
pointed out that the 1972E data agree well with the CTIO data of 1992A,
(this conference, the solid straight line, Suntzeff, 1994).

9. shows a low mass single zone calculation where the mass and energy
have been reduced to the parameters Mejec = 0.40Mg, My; = 0.35Mp,
Ek = 0.8 foes, Rinitiat = 2% 10° cm, and derived quantities Mejec/v3 = 0.15
and v, = 1.64 x 10° cm s~1. A constant opacity, K = 0.2 cm? g~! and the
expansion opacity have been used. The constant opacity case, as if all the
matter were ionized, gives the maximum luminosity too early at 6 days.
The expansion opacity case is significantly delayed to 13.5 days.

10. shows the low mass model at late times where the luminosity is
matched to the 1987E data. The straight line simulating the 1992A data
discussed in Fig. 8 is not shown because it falls identically on top of the
single zone approximation.

11. shows the mass point trajectories for a AIC simulation beginning
with Nomoto’s progenitor and using the Swesty-Lattimer equation of state
at high densities.

12. illustrates the difference in average neutrino energy from simplified
source terms of WB and the full equation for a range of degeneracy param-
eters 7).
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