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Uncertainty quantification (UQ) plays a critical role in verifying and validating forward
integrated computational materials engineering (ICME) models. Among numerous ICME
models, the crystal plasticity finite element method (CPFEM) is a powerful tool that enables one
to assess microstructure-sensitive behaviors and thus, bridge material structure to performance.
Nevertheless, given its nature of constitutive model form and the randomness of microstructures,
CPFEM is exposed to both aleatory uncertainty (microstructural variability), as well as epistemic
uncertainty (parametric and model-form error). Therefore, the observations are often corrupted
by the microstructure-induced uncertainty, as well as the ICME approximation and numerical
errors. In this work, we highlight several ongoing research topics in UQ, optimization, and
machine learning applications for CPFEM to efficiently solve forward and inverse problems.

The first aspect of this work addresses the UQ of constitutive models for epistemic uncertainty,
including both phenomenological and dislocation-density-based constitutive models, where the
quantities of interest (QoIs) are related to the initial yield behaviors. We apply a stochastic
collocation (SC) method to quantify the uncertainty of the three most commonly used consti-
tutive models in CPFEM, namely phenomenological models (with and without twinning), and
dislocation-density-based constitutive models, for three different types of crystal structures,
namely face-centered cubic (fcc) copper (Cu), body-centered cubic (bcc) tungsten (W), and
hexagonal close packing (hcp) magnesium (Mg).

The second aspect of this work addresses the aleatory and epistemic uncertainty with multiple
mesh resolutions and multiple constitutive models by the multi-index Monte Carlo method, where
the QoI is also related to homogenized materials properties. We present a unified approach
that accounts for various fidelity parameters, such as mesh resolutions, integration time-steps,
and constitutive models simultaneously. We illustrate how multilevel sampling methods, such as
multilevel Monte Carlo (MLMC) and multi-index Monte Carlo (MIMC), can be applied to assess
the impact of variations in the microstructure of polycrystalline materials on the predictions of
macroscopic mechanical properties.

The third aspect of this work addresses the crystallographic texture study of a single void in
a cube. Using a parametric reduced-order model (also known as parametric proper orthogonal
decomposition) with a global orthonormal basis as a model reduction technique, we demonstrate
that the localized dynamic stress and strain fields can be predicted as a spatiotemporal problem.
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The fourth aspect of this work highlights the constitutive model calibration using an opti-
mization under microstructure-induced uncertainty with Bayesian optimization. To account for
natural variability or the aleatory uncertainty of microstructure, we average the loss function over
an ensemble of microstructures and couple the Monte Carlo estimator with an asynchronous par-
allel Bayesian optimization to calibrate a phenomenological constitutive model. The framework
is demonstrated for 304L stainless steel.

The fifth aspect of this work solves a stochastic inverse problem in the structure-property
relationship. In this aspect, we seek to consistently learn a distribution of microstructure features,
in the sense that the forward propagation of this microstructure feature distribution through
CPFEM matches a target distribution of homogenized materials properties.

I. Introduction
Process-structure-property relationship is the hallmark of materials science across multiple length-scales and time-

scales. Along with experimental materials science, numerous integrated computational materials engineering (ICME)
models have been developed over the last several decades to accurately predict and reliably quantify uncertainty for the
prediction. The computational ICME approach and the emerging physics-informed and physics-constrained machine
learning (ML) in materials science have significantly accelerated the materials design process to tailor materials properties
depending on the need [1]. For materials science, uncertainty quantification (UQ) is an essential part, since microstructures
are inherently noisy and can only be captured by statistical microstructure descriptors. Optimization (Opt) also plays an
important role, mainly in calibrating ICME models to establish a predictive science process. The computer predictions
with quantified uncertainty have long been visioned [2, 3], and it still holds true for ICME in computational materials
science.

For structure-property relationship, phase-field and crystal plasticity finite element model (CPFEM) are arguably the
most successful computational tools to numerically investigate different materials phenomena. In this paper, we highlight
several on-going research efforts in UQ, optimization, and ML applications for CPFEM. The numerical implementations
are mainly done through DREAM.3D [4] and DAMASK [5, 6]. The first code coupling was demonstrated in [7].

The remaining of the paper is organized as follows. Section II quantifies uncertainty with respect to three different
constitutive models for initial yield behaviors. Section III applied multi-level/multi-index Monte Carlo (MLMC/MIMC)
approach to quantify uncertainty for homogenized materials properties. Section IV develops a parametric reduced-order
model using proper-orthogonal decomposition method to emulate the full-field stress-strain response of a void model.
Section V demonstrates the asynchronous parallel Bayesian optimization to calibrate a phenomenological constitutive
model for stainless steel 304L. Section VI applies a data-consistent stochastic inverse UQ technique to infer a distribution
of microstructure features such that the forward propagation through CPFEM matches a target distribution of homogenized
materials properties. Section VII discusses and concludes the paper.

II. UQ of constitutive models in CPFEM
In this section, we highlight our recent effort [8] in quantifying epistemic uncertainty associated with initial yield

behaviors, which are characterized by yield strength YY and yield stress fY at 0.2% offset. In this approach, we
impose a uniform prior for all constitutive model parameters. Three constitutive models are considered in this study:
phenomenological constitutive model with and without twinning, dislocation-density-based constitutive model. Interested
readers are referred to the DAMASK paper [6] (cf. Section 6) for more modeling description regarding for constitutive
models.

The generalized Wiener-Askey polynomial chaos expansion [9] represents the second-order random process 5 (\) as

5 (\) = 20�0 +
∞∑
81=1

281 �1 (b81 (\))

+
∞∑
81=1

∞∑
82=1

28182 �2 (b81 (\), b82 (\))

+
∞∑
81=1

∞∑
82=1

∞∑
83=1

2818283 �3 (b81 (\), b82 (\), b83 (\)) + · · · ,

(1)

where �= (b81 , · · · , b8= ) denotes the Wiener-Askey polynomial chaos of order = in terms of the random vector / =

(b81 , b82 , . . . , b8= ), and 2’s are polynomial chaos expansion coefficients to be determined. Without loss of generality,
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Equation 1 can be rewritten as

5 (\) =
∞∑
9=0

5̂ 9� 9 (/ ())),

where there is a one-to-one correspondence between the function �= (b81 , · · · , b8= ) and � 9 (/).
Table 1 describes the relationship between the types of Wiener-Askey polynomial chaos and their corresponding

underlying random variables. For uniformly distributed variables / used in this paper, the Wiener-Askey scheme [9]
requires Legendre polynomials as the polynomial basis {� 9 }.

Table 1 Relationship between the types of Wiener-Askey polynomial chaos and their underlying random variables
\

random variable probability density function polynomial support range

Gaussian
1

√
2c

4−
\2
2 Hermite (−∞,∞)

uniform
1
2

Legendre [−1, 1]

beta
(1 − \)U (1 + \)V

2U+V+1�(U + 1, V + 1)
Jacobi [−1, 1]

gamma
\U4−\

Γ(U + 1) Laguerre [0,∞)

To mitigate the curse of dimensionality, we employ stochastic collocation method [10–12] to evaluate numerical
integration on Gaussian abscissas and compute the polynomial chaos expansion coefficients using Smolyak sparse
grid [13–16].

Following [17], [18], and [19], we summarize the variance-based global sensitivity analysis based on Sobol’ decom-
position as follows. In the spirit of generalized polynomial chaos expansion (i.e. Equation 1 after finite truncation), the
Sobol’ decomposition of 5 (/) into the summands of increasing dimensions as

5 (b1, . . . , b=) = 50 +
=∑
8=1

∑
U∈I1

5U�(b8)

+
∑

1≤81<82≤=

∑
U∈I8182

5U�(b81 , b82 ) + · · ·

+
∑

1≤81<· · ·<8B≤=

∑
U∈I81 ,...,8B

5U�(b81 , . . . , b8B )

+ · · · +
∑

U∈I1,2,...,=

5U�(b1, . . . , b=).

Given a model of the form H = 5 (b1, b2, . . . , b=), with H as a scalar, a variance-based first order effect for a
generic factor b8 can be written as Vb8

[
E/∼8 [H |b8]

]
, where /∼8 is the vector / without the 8-th element, i.e. /∼8 =

(b1, . . . , b8−1, b8+1, . . . , b=). The main effect sensitivity index (first-order sensitivity coefficient) is written as

(8 =
Vb8

[
E/∼8 [H |b8]

]
V[H] .

It is relatively well-known that
E
[
V
[
H |/∼8

] ]
+ V

[
E
[
H |/∼8

] ]
= V[H],

and therefore, the total effect sensitivity index can be obtained as

)8 =
E
[
V
[
H |/∼8

] ]
V[H] = 1 −

V
[
E
[
H |/∼8

] ]
V[H] .

For interested readers, more details and implementation are available in Tang et al. [20] and Crestaux et al. [18], where
most of the computations are based on Monte Carlo sampling /. In the context of this section, we can understand / as
the set of parameters for the underlying constitutive model, whether it is phenomenological or dislocation-density-based,
and H as the quantity of interest from the CPFEM model.
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(a) fcc Cu. (b) hcp Mg. (c) bcc W.

Fig. 1 Equivalent von Mises stress-strain plots. Reprinted from [8].

(a) Sobol’ indices for fY for fcc Cu. (b) Sobol’ indices for YY for hcp Mg. (c) Sobol’ indices for YY for bcc W.

Fig. 2 Global sensitivity analysis with Sobol’ indices for different constitutive models. Reprinted from [8].

III. Multi-fidelity microstructure-induced UQ for CPFEM
The second aspect highlights our recent research effort in exploiting the well-posed fidelity hierarchy in CPFEM that

is often overlooked in the literature to quantify aleatory and epistemic uncertainty. The aleatory uncertainty originates
from the SERVE instantiation, whereas the epistemic uncertainty originates from the mesh discretization for SERVEs
and the plasticity constitutive model. In this research thrust, we apply a relatively well-known Monte Carlo, called
multi-level Monte Carlo [21, 22] and its multi-dimensional extension called multi-index Monte Carlo [23–25], to estimate
a homogenized materials property in an efficient manner.

(a) 83: DDB. (b) 163: DDB. (c) 203: DDB. (d) 323: DDB. (e) 643: DDB.

(f) 83: Phen. (g) 163: Phen. (h) 203: Phen. (i) 323: Phen. (j) 643: Phen.

Fig. 3 A schematic illustration of multi-index Monte Carlo in CPFEM with 2-dimensional fidelity level. The
first fidelity variable corresponds to the mesh resolution, whereas the second fidelity variable corresponds to
the constitutive plasticity model. The first fidelity variable (i.e. mesh resolution) increases from the left to the
right, where as the second fidelity variable (i.e. constitutive model) increases from the bottom to the top. The
low-fidelity constitutive model is phenomenological constitutive model (Phen) and the high-fidelity constitutive
model is dislocation-density-based (DDB) constitutive model.
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In the MLMC case study, we consider an exemplar application of statistically equivalent representative volume
elements (SERVEs), where the mesh discretization could be very coarse or very fine for U-Titanium. In the MIMC
case study, we consider the extended version of the MLMC case study, where the first fidelity variable corresponds
to the mesh resolution and the second variable corresponds to the constitutive models for an aluminum alloy. The
phenomenological constitutive model is considered as the low-fidelity model, whereas the dislocation-density-based
constitutive model is considered as the high-fidelity model. Figure 3 shows a schematic illustration of MIMC in two
directions: the first direction – from left to right – corresponds to the mesh resolution, the second direction – from bottom
to top – corresponds to the constitutive model.
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Fig. 4 Cost of the adaptive MIMC and MLMC methods compared to the (estimated) complexity of the single-level
MC method, expressed in terms of the total simulation time in seconds, as a function of the tolerance Y on the root
mean-square error. For the target root mean-square error tolerance of Y = 5, the MLMC method is approximately
11.6 times faster than the MC method, and the adaptive MIMC method is 2.7 times faster than the MLMC method,
resulting in a final speedup of adaptive MIMC over MC of 31.5×.

Figure 4 compares the convergence behaviors of the Monte Carlo, MLMC, and adaptive MIMC estimators, respectively.
For the MIMC case study, where the QoI is the effective Young modulus, with the root mean-square error Y = 5GPa,
we demonstrate that the adaptive MIMC estimator is 2.7× faster than the MLMC estimator, and the MLMC is 11.6×
faster than the MC estimator. By using an adaptive mesh resolution and an adaptive constitutive model, the homogenized
materials properties can be estimated more efficiently and accurately with an unbiased estimator.

IV. A parametric ROM for void model
In the third aspect, we develop a projection-based reduced-order model for single crystal void model using CPFEM,

mainly following [26]. The idea behind is to decompose the random vector field u(x, C; p), in the spirit of Karhunen-Loève
expansion, into a set of deterministic spatial functions l: (x) modulated by parameterized random time coefficients q(C; p)
so that

u(x, C; p) =
∞∑
:=1

q(C; p)l: (x). (2)

Originally introduced by Sirovich [27], the method of snapshots consider a set of snapshots u1, u2, . . . , u< ∈ R= of
state solutions computed at different instants in time and different orientations p (parametrized either as Euler angles
(d1,Φ, d2) or generalized spherical harmonics coefficients, which is a robust and effective way to represent textures
and orientations in polycrystalline materials [28, 29]), where u 9 ∈ R= denotes the 9-th snapshot and one collects < < =

snapshots, where = is typically large and in particular, (much) larger than the number of snapshots. Define the snapshot
matrix U ∈ R=×< whose 9 th column is the snapshot u 9 . The (thin) singular decomposition of U is written as

U = L�R>, (3)

where L ∈ R=×< and R ∈ R<×< are the left and right singular vectors of U, respectively, � = diag(f1, f2, . . . , f<) ∈
R<×= is a rectangular orthogonal matrix (i.e. L>L = R>R = I<), where f1 ≥ f2 ≥ · · · ≥ f< are the singular values of
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Fig. 5 Stress triaxiality for different crystal orientations.

(a) Reduced-order model. (b) Full-order model.

Fig. 6 Comparison between reduced-order model (Figure 6a) and full-order model (Figure 6b) in the [111]
direction shows an excellent agreement between reduced-order model and full-order model.
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U. The proper orthogonal decomposition (POD) basis, V, is chosen as the A left singular vectors of L that correspond to
the A largest singular values. The POD basis is “optimal” in the sense that, for an orthonormal basis of size A , it minimizes
the least squares error of snapshot reconstruction

min
V∈R=×A

‖U − VV>U‖2
� = min

V∈R=×A

<∑
8=1

‖u8 − VV>u8 ‖2
� =

<∑
8=A+1

f2
8

by the Eckart-Young theorem in Frobenius norm (cf. Theorem 2.4.8 and Section 2.5.2 [30]). It should be noted that the
spatial modes of the direct POD are given by its left singular vectors L, the temporal modes of the snapshot POD are
given by its right singular vectors R since U ∈ R=×<. From Equation 3, let

Q = �R> = L>U,

where Q ∈ R<×< then

U = LQ =

<∑
:=1

;:@: ,

where ;: is the :th column of L matrix, @: is the :th row of Q. We arrive at the discrete form of Equation 2 in
temporal modes. Under the reduced-order model representation, the random vector field is approximated by a truncated
Karhunen-Loève expansion as

u(x, C; p) ≈ ũ(x, C; p) =
A∑
:=1

q(C; p)l: (x).

Now that the model can be represented by
U = LQ,

where U ∈ R=×<,L ∈ R=×<,Q ∈ R<×< we can now interpolate the coefficient matrix Q to obtain

U′ = LQ′,

where U′ ∈ R=×<′
,L′ ∈ R=×<,Q′ ∈ R<×<′

. Following [27, 31], we construct a global basis approach to solve a
parametric reduced-order model. One of the most common approaches in constructing the global basis matrices over the
parameter space p is to concatenate the local basis matrices obtained by several parameter samples p1, . . . , p . Suppose
that Q1,Q2, . . . ,Q denote the local basis matrices corresponding to p1, . . . , p , respectively, one can construct the
global basis matrices Q using

Q = [Q1,Q2, . . . ,Q ],
followed by an singular value decomposition (SVD) or a rank-revealing QR factorization to remove the rank-deficient
components from Q. Here we employ the Galerkin projection method [32, 33] to obtain the coefficient from the global
basis in !2-norm, exploiting the orthonormal properties of the global basis.

Figure 5 shows an exemplar of the stress triaxiality of a void using CPFEM for 9 different crystal orientations,
along with a �2 plasticity model. For this anisotropic case study, the localized fields of the void (displacement in G, H, I

directions, fvM, stress triaxiality) are a function of time and Euler angles (d1,Φ, d2). Figure 6 compares between a
projection-based reduced-order model (ROM) and the full-order model (FOM, i.e. CPFEM) for the [111] orientation,
which shows an excellent agreement between the ROM and the FOM.

V. A high-throughput Bayesian optimization for constitutive model calibration
The fourth aspect addresses an effort in calibrating constitutive model in a high-throughput and asynchronous parallel

manner, using one of our previous work [34–36]. In this section, we focus on the optimization under (microstructure-
induced, also known as aleatory) uncertainty with applications to constitutive model calibration. The loss function to be
minimized is measured in !2-norm and normalized by the maximum observable equivalent strain YvM. A set of five
constitutive parameters is used to parametrize a phenomenological constitutive model for stainless steel 304L. At any
time, 12 CPFEM simulations are performed concurrently, where the batch configuration is set as (8,4,0). To account for
the aleatory uncertainty, we average the loss function over an ensemble of 5 SERVEs, where the mesh of 5 × 5 × 5 is
used.

Figure 7 shows the comparison between the computational results produced by the optimal 5d constitutive parameters
and the experimental data (marked as solid black line). The aleatory uncertainty is colored in a cyan shaded region
(readers are referred to the color version online). Figure 7 shows a good agreement between experimental data and
computational results up to approximately Y ≈ 0.42 of strain, which is considerable for CPFEM. The optimal constitutive
parameters is found after 352 iterations using the aphBO-2GP-3B algorithm [34].
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Fig. 7 Comparison of homogenized materials properties between experimental data and computational results
for SS304L across different mesh resolutions and for different SERVEs.

VI. Solving stochastic inverse in property-structure relationship with ML

(a) Hall-Petch relationship by ordinary least square and
Gaussian process regression.

(b) Equivalent stress-strain curve for different average grain
sizes.

Fig. 8 Figure 8a: The inferred ML Hall-Petch relationship with 95% confidence intervals for a TWIP steel,
and a comparison with a least squares regression model. Figure 8b: The representative equivalent stress-strain
relationship with respect to various average grain sizes. CPFEM simulations are performed with 64`< × 64`< ×
64`< SVE at the loading condition of ¤Y11 = 0.001s−1. (Reprinted with permission from [37] ©2020 The Minerals,
Metals & Materials Society.)

The last aspect [37] applies a stochastic inverse UQ methodology [38–40] to infer a data-consistent distribution of
microstructure features, in the sense that the push-forward distribution through CPFEM matches the target distribution
of the homogenized materials properties of interests. In this case study, we employed a dislocation-density-based
for twinning-induced plasticity/transformation-induced plasticity (TWIP/TRIP) Fe-22Mn-0.6C steels [41], where the
density of average grain size is inferred based on a ML surrogate (i.e. a heteroscedastic Gaussian process regression)
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for the Hall-Petch relationship to match target distribution of yield stress. The caveat in this case study is the notion
of heteroscedastic behavior under a fixed size assumption of SERVE. Let � denotes the average grain size. When the
average grain size � increases, the average grain volume scales as O(�3), and under the assumption of fixed volume for
SERVEs, the number of grain size = decreases as = ∼ O(�−3). The variance of the Monte Carlo estimator scales as
=−1 ∼ O(�3). Hence larger average grain size would induce a larger variance in the Monte Carlo estimator. As such, the
regression is heteroscedastic.

Figure 8a shows the Hall-Petch relationship obtained from CPFEM, estimated by the posterior mean of the het-
eroscedastic Gaussian process regression ( ) and ordinary least square ( ). The ensemble average observations are
denoted as •. Figure 8b shows the equivalent stress-strain curve for different average grain size at the initial yield 0.2%
offset.

(a) Uniform initial density cinit
� (_) = U(0.25, 2.75) and up-

dated density c
up
� (_) where _ = `� .

(b) Target cobs
D = N(540, 10) and push-forward of the up-

dated density c
up
� (&(_)).

Fig. 9 Figure 9a: The initial density, cinit
� (_) = U(0.25, 2.75), and updated density, cup

� (_), on the microstructure
feature _ = `� . Figure 9b: The target density on material properties, cobs

D = N(540, 10), and push-forwards of
the initial and updated densities. (Reprinted with permission from [37] ©2020 The Minerals, Metals & Materials
Society.)

Figure 9a shows the uniform prior and the posterior distributions of average grain size, where the posterior is updated
using the stochastic inverse method. Figure 9b shows the normal target distribution N(540, 10), the push-forward of the
prior, and the push-forward of the posterior. The push-forward of the posterior and the target distribution of the yield
stress agrees very well with each other.

VII. Discussion & Conclusion
In this paper, we survey our recent or on-going research effort in UQ, optimization, and ML for structure-property

relationship using CPFEM. As the microstructure is usually high-dimensional and naturally random, deploying UQ
techniques is necessary to conduct an efficient and effective numerical studies. In this paper, we demonstrate multiple
aspects of using UQ mathematical methodologies in the interest of CPFEM for structure-property relationship. Even
though the field of UQ and multiscale computational materials science both have been found for a relatively long time,
there is still plenty of research opportunities and open questions for further research. The objective of this paper is to
highlight a few interesting and contemporary topics in UQ for CPFEM.
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