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Platinum is a highly unreactive transition metal whose properties make it desirable for experi-
ments at Sandia National Laboratories’ Z Pulsed Power Facility (Z). In order to improve the use of
platinum as a material standard in shock compression experiments, we investigated the necessary
procedure to produce high quality DC electrical conductivity calculations from density functional
theory using the Kubo Greenwood (KG) approximation. We studied the effects of changing several
parameters involved in these calculations, all of which have some level of control over the calculated
electrical conductivity. These parameters include the sampling of the Brillouin zone, smearing of
the KG energy differences, the number of virtual orbitals included in the calculations, and the
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number of atomic configurations that are considered in the average electrical conductivity.

I. INTRODUCTION

Platinum is an unreactive metal with a high melt-
ing point whose face-centered cubic crystal does not dis-
play any experimentally observed phase changes up to
melt. Due to these properties, platinum is frequently
used as a material standard, particularly in high-pressure
and shock compression physics [1]. For the experiments
conducted at Sandia National Laboratories’ (Sandia) Z
Pulsed Power Facility (Z), it is important to understand
material properties for a large portion of phase space.
Experiments on Z are subjected to very large currents
and magnetic fields, thus, understanding the electrical
conductivity of materials being used as standards is im-
portant [2]. Current experimental diagnostics are often
unable to diagnose the thermodynamic regimes relevant
to Z, leading to a reliance on ab initio theory. In this
study, we report the results of a systematic investigation
of the DC electrical conductivity of platinum using den-
sity functional theory (DFT) and the Kubo Greenwood
(KG) approximation. The quality of the estimate is sen-
sitive to the approximations made both in the electronic
structure and the numerical evaluation of the KG formula
[3]. We show that in a modest supercell, one can obtain
a robust well-converged estimate of the DC conductivity.

II. METHODS

In order to calculate the KG electrical conductivity,
we first performed density functional theory based
molecular dynamics (DFTMD) calculations. With the
data from the DFTMD simulation we calculated the
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low energy electrical conductivity of platinum. We ex-
trapolated the calculated conductivity to zero energy to
obtain the DC conductivity. Electron-phonon coupling
is accounted for by averaging the electrical conductivity
over several atomic configurations.

A. Molecular Dynamic Simulations

The DFTMD calculations were conducted at 300K and
ambient density, p = 21.45_%;. Calculations were done
using VASP, an 1mplementat10n of Kohn-Sham DFT us-
ing periodic boundary conditions and a plane-wave ba-
sis [4-7]. The platinum 10e~ pseudopotential that was
used has a 5d%6s' valence configuration [8]. All simu-
lations were conducted for a 108 atom cubic supercell
within the NVT ensemble with a velocity scaling ther-
mostat. The energy plane wave cutoff was set to 700
eV. The Brillouin zone was sampled at the I' point.
The exchange-correlation functional used is the Perdew-
Burke-Ernzerhof (PBE) generalized gradient approxima-
tion [9]. The simulation was run for approximately 15,000
1fs timesteps, and the energy and pressure were verified
to be well-converged.

B. Electrical Conductivity Calculations

The essence of the KG formalism focuses on the phys-
ical interpretation of the single particle orbitals obtained
from a Kohn-Sham DFT calculation. Within the KG ap-
proximation, the electrical conductivity, oy, at frequency
w for a specific k point is given by:
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with e the charge of an electron, m the electron mass, (2
the cubic supercell volume element, and F(e) the occu-
pation from the Fermi-Dirac distribution [10]. The i and
7 indices sum over the N discrete bands included in the
calculations and the a summation over the three spatial
directions, respectively.

To calculate the electrical conductivity, we consider
several atomic configurations from the DFTMD simula-
tion. These atomic configurations must be statistically
independent and are chosen based on an estimated cor-
relation time, 128 fs, calculated from a block averaging
of the energy. The conductivities for each snapshot are
then averaged for the final electrical conductivity. Due
to the low energy electrical conductivity’s sensitivity to
the Fermi surface, the chosen Brillouin zone sampling is
crucial and looking only at the I' point is no longer ade-
quate.

The converged estimate of the low frequency portion
of the electrical conductivity with respect to the investi-
gated parameters is shown in Figure 1. Due to the finite
size of the system, the lowest energy spectrum is plagued
by finite size errors, evidenced by a drastic drop in the
conductivity below approximately 0.01 eV. In order to
capture the DC conductivity, we need to extrapolate the
well resolved electrical conductivity to zero energy. Look-
ing at Figure 1, showing the conductivity of the low en-
ergy region, the conductivity appears somewhat Drude-
like. Therefore, we fit the KG results to the Drude model
(Equation 2). It is important to exclude from the fit
both the extremely low energy conductivities that are
smaller than the typical eigenvalue separation, as well as
the higher energy conductivities that have departed from
a Drude-like curve.
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FIG. 1: Calculated Kubo Greenwood electrical
conductivity for platinum at ambient conditions shown
in orange with statistical error. The conductivity fit to
the Drude model is shown 1161 blue. The measured DC

conductivity, opc = 9.434%, is in red [11]. Sampled
over a 10x10x10 irreducible wedge mesh with A = 0.004
eV. Calculated using 10 snapshots and 800 total bands.
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A constant has been added to the form of the Drude

model to ensure an optimal fit. From this fit, the DC
conductivity can be reliably extrapolated. For the curve

in Figure 1, 0¢ = 12% and the constant term 1.2%.

o + constant. (2)

III. CONVERGENCE STUDIES

Accurately evaluating the KG electrical conductivity
depends on several controllable parameters. We have
studied these parameters to understand how best to rep-
resent the system. Included in these convergence stud-
ies are the k point mesh used to sample the Brillouin
zone, the smearing term which smooths out local oscil-
lations, the virtual orbitals included in the conductivity
calculation, and the number of atomic configurations the
electrical conductivity is averaged over.

A. Brillouin Zone Sampling
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FIG. 4: Fermi surfaces of platinum-group metals. The Fermi surface of Cu is also shown as a

reference. The color scheme indicates the Fermi velocity.

FIG. 2: Comparison of the Fermi surfaces for Pt-group
metals. Note the dramatic difference in the complexity
of the Fermi surface of platinum compared to that of
copper. Image taken from Dutta, et al. (2017) [12].

The convergence of the Brillouin zone sampling is an
essential step in the calculation of the electrical conduc-
tivity due to the extreme sensitivity of the DC conduc-
tivity to the k point mesh used. The number and loca-
tion of the k points used determines where on the Fermi
surface contributes to the conductivity calculation. For
simple crystalline systems, such as copper and aluminum,
which have nearly spherical Fermi surfaces, few k points
are needed to sample the Fermi surface in order to suffi-
ciently calculate the conductivity [10]. However, as seen
in Figure 2 from Dutta, et al. (2017) [12], the Fermi sur-
face of platinum is much more complex and, therefore,
requires the use of more k points.



—— Baldereschi
15 - 3x3x3
%”ETC:S —— 4x4x4 T'-centered
f ——— 4x4x4 Shifted
Z 10
g — 6x6x6
g — 8x8x8 I'-centered
”g 5 8x8x8 Shifted
8 10x10x10 Shifted
O B 3 1 1
0.0 0.1 0.2 0.3 0.4 0.5
Energy [eV]
20F
BE $
3 15 B ®
=
§ ®
L [ ]
§= 10
o
o
(@)
A 5k
. 1L 1L 1 1 1
0 2 4 6 8 10

Mesh Size, M

FIG. 3: Conductivity calculated for a range of k point
grids (top panel). Calculated using a single snapshot
with 800 total bands and A = 0.02 eV. Corresponding
DC conductivities extrapolated from Drude model fit
(bottom panel).

For this study, we have sampled the 108 atom platinum
system with meshes ranging from 1x1x1 to 10x10x10.
The number of k points increase as M?2 for an MxMxM
mesh causing the higher order meshes to become too
computationally expensive, thus, we used the irreducible
wedge for the samplings larger than a single k point. To
do this, we give VASP an explicit set of k points for which
we ignore the breaking of symmetries caused by thermal
fluctuations and assume the full set of symmetries are
present. We have considered both I'-centered grids and
the shifted Monkhorst-Pack scheme. In Figure 3, the
electrical conductivities calculated using KG are shown
for the different Brillouin zone samplings (top panel), as
well as the extrapolated DC conductivities from the fit
to the Drude model (bottom panel). For the sake of
computation time, all conductivities are calculated using

a single snapshot. To avoid bias, the same snapshot is
used for each calculation. These results are looking only
at the convergence of the DC conductivity with respect
to the number of k points needed. From Figure 3, we see
that the estimated electrical conductivity does not vary
monotonically with respect to the number of k points.
It is clear that a large number of k points are necessary
to calculate a converged DC conductivity and that the
spread in calculated conductivities is very large for the
different k point meshes [3].

B. Discrete Band Structure Smearing

Another variable that has a large influence over the
calculated electrical conductivity is the smearing of the
discrete KG energies. Due to the finite simulation size,
the ¢ function in Equation 1 needs to be broadened. This
is done using a Gaussian broadening [9].
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FIG. 4: Kubo Greenwood conductivity calculations
with different levels of discrete band structure smearing.
Calculations were sampled with a 4x4x4 shifted grid for

expediency, using the irreducible wedge. Calculated

from a single snapshot and 800 bands.

where A is the width of the Gaussian. Previous literature
[10] has suggested taking A equal to the average differ-
ence in energy eigenvalues above and below the Fermi
energy, weighted by the slope of the Fermi distribution
as a starting point for finding the ideal smearing. It is
suggested when choosing the amount of smearing to ap-
proach the eigenvalue spacing from below to prevent over
smearing. For platinum, we have calculated the Fermi
energy to be 11.1 eV with the average difference between
eigenvalues approximately 0.02 eV. In Figure 4, we have



calculated the KG electrical conductivity of a single snap-
shot for a range of A.

Looking at Figure 4, large oscillations in the conduc-
tivity are the result of under smearing, and make robust
estimation of the DC conductivity a challenge. As the
smearing term increases, the KG conductivity in the fig-
ure becomes very smooth before flattening and losing its
structure, which causes a notable drop in the extrapo-
lated DC conductivity. Because it is necessary to avoid
over smearing the conductivity, we preserve some min-
imal oscillations in the KG calculation. From this, we
have determined the optimal width of the Gaussian to
be between 0.003 eV, which maintains a larger degree of
oscillations than necessary, and 0.005 eV, where the curve
has been significantly smoothed and may be experiencing
some structure loss.

C. Number of Orbitals

Included in VASP is the ability to choose the number
of Kohn-Sham orbitals that contribute to the calculation.
As a minimum, VASP requires all occupied states, plus
one unoccupied band. Calculating the KG electrical con-
ductivity for each k point, we sum over the number of
orbitals in the system, thus, the inclusion of a large num-
ber of virtual orbitals is necessary. While empty bands
do not contribute to the energy, they are essential to bet-
ter represent real systems for conductivity calculations.
A common way to check the quality of a calculated phys-
ical quantity is through the evaluation of sum rules. For
a range of different sized systems, we have calculated the
f-sum rule (Equation 4) [10]. It becomes clear in Figure
5 that the inclusion of a very large number of orbitals
is necessary for the total KG electrical conductivity to
converge. However, the additional higher energy bands
are unoccupied and contribute very little to the low fre-
quency conductivity.
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In addition to our sum rule calculations, we also ex-
trapolated the DC conductivities for systems of varying
sizes, finding that the DC conductivity does not change
for the range of 800 to 2000 bands. For the purposes
of this work, we are interested in finding the DC con-
ductivity of our system, looking only at the low energy
conductivity, between 0.0-0.5eV. Due to this, we require
fewer virtual orbitals without the convergence of the sum
rule. We have included approximately 800 total bands,
greatly decreasing computation times.

D. Number of Snapshots

Lastly, we ran calculations looking at the necessary
number of atomic configurations to be included in the
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FIG. 5: f-sum rule calculations increasing the
maximum energy difference required for excitation pairs
to be included in conductivity calculations. The DC
conductivity remains the same as the size of the system
decreases to 800 bands. The different lines represent
different sized systems of discrete Kohn-Sham orbitals.

conductivity calculation. By averaging the conductivity
calculation over a number of different atomic configu-
rations, we are able to capture the effects of electron-
phonon coupling. Snapshots were taken from the end of
the DFTMD ambient calculation to ensure equilibration.
The KG electrical conductivity was then calculated in-
cluding 1, 5, 10, 15, and 19 snapshots. From Figure 6, it
is clear that considering only a single atomic configura-
tion is not representative of the converged KG conduc-
tivity; however, a rather small number of configurations
(10) is sufficient to see the system converge with rela-
tively small error.

IV. REMARKS AND FUTURE WORK

In Figure 1, we have combined all of the findings from
the convergence studies in order to determine the DC
conductivity for platinum at ambient conditions. For this
calculation, the number of energy points where the con-
ductivity is calculated is 40,000 and the number of bands
800. The Brillouin zone is sampled using the shifted
10x10x10 irreducible wedge, A is set to 0.004 eV, and we
have averaged over 10 snapshots. This work has not yet
accounted for the finite simulation size. The calculated
Drude DC conductivity for this calculation is 13.1%,

which is within 28% of the measured value 9.43%. This
level of error is not uncommon for calculations of the
DC electrical conductivity using the KG approximation.
Previous literature reports errors of up to 30% [10] and
up to 50% [3].

This method of calculating the electrical conductivity
has shown great success in studying many different sys-
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FIG. 6: Kubo Greenwood conductivities calculated with
contributions from a varying number of atomic
configurations, including statistical error. Calculated
including 800 bands sampled with a 10x10x10 shifted
mesh and A = 0.004 eV.

tems, particularly those in the hot dense regime [3, 13],
however, it does have its limitations. Although DFT is
in principle an exact theory, the exact functional is un-
known. Therefore, approximate forms are used, which
introduce systematic inaccuracies difficult to quantify.
In summary, we have shown that the successful cal-
culation of the DC electrical conductivity using the KG
approximation requires a level of fine tuning. The calcu-
lated electrical conductivity is highly dependent on the

sampling of the Brillouin zone, especially for materials
like platinum with a complex Fermi surface. Applying
sufficient smearing to the KG electrical conductivity is
also vital in reducing the amount of noise in the low
energy region. Conversely, applying too much smearing
results in the flattening of the conductivity curve,
causing the calculated DC electrical conductivity to
drop substantially. We have also shown that convergence
of the full optical conductivity is not necessary when
interested in only the low energy electrical conductivity.
Capturing the electron-phonon coupling does require
the calculation of more than one atomic configuration;
however, a relatively small number of configurations is
suitable for calculating the KG electrical conductivity.
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