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A DIGITAL TWIN

A digital twin is an evolving virtual model of a specific system or physical asset that 
assimilates data over its lifecycle to becomes a “patient-specific” model that can be 
used for intelligent automation and decision making. 
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FORMULATING A DIGITAL TWIN
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FORMULATING A DIGITAL TWIN

Asset

Want to calibrate the digital twin M to the 
physical asset

Digital 
Twin

Want to use the digital twin to determine 
how to fly asset safely given current 
health

Assimilation Prediction
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FORMULATING A DIGITAL TWIN
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FORMULATING A DIGITAL TWIN

Collect observations Temperature of nozzle

Infer posterior of model 
variables

Estimate thermal 
conductivity due to 
changes in deteriorating 
insulation

Propagate posterior 
through predictive 
model 
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The following process is often used to update and predict with a digital twin 
developed using first principles, e.g. PDE model.



A DATA DRIVEN DIGITAL TWIN

The following process is often used to update and predict with a purely data-driven 
digital twin

Collect observations Observations are of 
stress directly

E.g. Use MLE

Want to construct 
approximation



CHALLENGE

How can we make informative inferences to enable accurate prediction when data is 
limited?

�

A first principles digital twin A purely data-driven digital twin

....

� � ∼ � (0,1)θ = [σ,ρ,β]



DIGITAL TWINS OF ASSET CLASSES

Often an asset is one of many within a class of assets. The exact health of these 
assets will depend on manufacturing differences (e.g. additive manufacturing) and/or 
the operating conditions of each individual asset.

However, many assets are similar and we will exploit relationships in the 
observational data to improve the predictive capability of digital twins.
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CONNECTING TWINS VIA THEIR OUTPUTS
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CONNECTING TWINS VIA THEIR OUTPUTS
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CONNECTING TWINS VIA THEIR OUTPUTS

Collect data for 
each asset

Encode 
relationships 

between assets
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for each asset



OUTPUT-BASED ASSET CLASS LEARNING
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Use graph to formulate likelihood 
function

Place all data into G a directed acyclic graph 
(DAG)



SINGLE FIDELITY GAUSSIAN PROCESS 
(GPS)

We will build multi-asset digital twins using Gaussian processes
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But approximation will be poor 
for limited data



GAUSSIAN PROCESS DISCREPANCY 
MODELING

Assume multiplicate and additive 
discrepancy
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TRAINING MULTI-ASSET GPS

Finding GP hyperparameters by minimizing the negative log likelihood is 
challenging

Naïve Cholesky factorization of C is expensive

But we can exploit sparse 
covariance to efficiently evaluate 

NLL and its gradient
(left K=10 peers) 



PISTON EXAMPLE

Benchmark problem for surrogate modeling: 
https://www.sfu.ca/~ssurjano/piston.html .

Input variables x Latent variables

Predict cycle time of a 
piston as a function of 

piston weight and spring 
coefficient

https://www.sfu.ca/~ssurjano/piston.html


PISTON EXAMPLE: RESPONSE SURFACES



PISTON EXAMPLE: TRAINING DATA



PISTON EXAMPLE: ERROR FOR SINGLE 
ASSET



PISTON EXAMPLE: ERROR FOR ALL ASSETS



CONNECTING TWINS VIA PARAMETERS

Collect data for 
each asset

Formulate 
model for each 

asset
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LATENT VARIABLE-BASED ASSET CLASS 
LEARNING
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Using hierarchical priors posterior is given by

Log likelihood is



SPRING SYSTEM EXAMPLE
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Assume spring coefficient has deteriorated 
differently for each asset



ASSIGN A PRIOR ENCODING PRIOR KNOWLEDGE

Prior predictive for target asset



COLLECT DATA FROM ALL ASSETS IN THE FLEET

Using all assets we have a rich data set



USING ONLY DATA FROM A SINGLE ASSET PRODUCES A POOR 
DIGITAL TWIN



USING DATA FROM THE FLEET IMPROVES PERFORMANCE OF A 
SINGLE TWIN DRAMATICALLY


