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High resolution atmosphere modeling in DOE

* EAMXxx: Energy Exascale Earth System * E3SM-MMF: version of E3SM that
Model (E3SM) Atmosphere Model in implements the Multi-scale Modeling
C++ Framework (Hannah et al. 2020)

* SCREAM: Simple Cloud Resolving
E3SM Atmosphere Model; a 3 km
configuration of EAMxx




OLR in 3 km SCREAM configuration
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Relative costs of processes in EAMxx/SCREAM
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Why another radiative transfer package?

Emerging exascale computers are leveraging GPU accelerators for on-node
parallelism

— Current climate codes need substantial refactoring to effectively use these new resources

RRTMGP (Pincus et al. 2019): rewrite of RRTMG to expose parallelism

— Fortran with OpenACC directives (and now OpenMP, and additional set of CUDA kernels) to target
NVIDIA GPUs

— Porting to additional backends may require additional directives in user-facing code
RRTMGPxx: rewrite of RRTMGP to leverage a “performance portability library” in C++
— Take advantage of excellent vendor support for C++, and robust C-based APIs

— Enable “single-source” portability to new architectures: RRTMGPxx user-facing code remains
unchanged, performance portability library provides multiple backends



Yet Another Kernel Launcher (YAKL)

* Small portable C++ library with 5K lines of core code (1-1.5 FTE effort)
* Emphasis on simple, readable syntax with minimal developer concerns

* Allows Fortran-like behavior in the resulting C++ code
— Multi-dimensional arrays with column-major ordering and arbitrary lower bounds
that defaultto 1
— Growing library of Fortran intrinsic functions: size(), maxval(), allocated(), etc.

* An efficient automatically enabled pool allocator for all YAKL

allocations
— Faster frequent allocations and deallocations

* Runs on CPUs, CPU threads (OpenMP 3.5), Nvidia GPUs (CUDA), AMD
GPUs (HIP), and Intel GPUs (SYCL)



Example kernels in RRTMGP and RRTMGPxx

do igpt = 1, ngpt
do ilay = 1, nlay
do i1col = 1, ncol
taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)
end do
end do

end do



Example kernels in RRTMGP and RRTMGPxx

* Tightly nested loops
do igpt = 1, ngpt * Large (problem size) kernels

do ilay = 1, nlay * Small (code amount) kernels
do i1col = 1, ncol

taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)
end do
end do

end do



Example kernels in RRTMGP and RRTMGPxx

I$acc parallel loop collapse(3) &

Multiple backends require different

I$acc& copyin(tau2(:ncol, :nlay, :ngpt)) & . . .
' ' directives embedded in code

I$acc& copy(taul(:ncol,:nlay, :ngpt))
I$omp target teams distribute parallel do simd collapse(3) &
I'$omp& map(to:tau2) &

| $omp& map (tofrom:taul) * Tightly nested loops
do igpt = 1, ngpt * Large (problem size) kernels
do ilay = 1, nlay * Small (code amount) kernels

do i1col = 1, ncol
taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)
end do
end do

end do



Example kernels in RRTMGP and RRTMGPxx

I$acc parallel loop collapse(3) &

Multiple backends require different

I$acc& copyin(tau2(:ncol, :nlay, :ngpt)) & . . .
' ' directives embedded in code

I'$accé& copy(taul(:ncol, :nlay, :ngpt))
'$omp target teams distribute parallel do simd collapse(3) &
I'$omp& map(to:tau2) &

| $omp& map (tofrom:taul) * Tightly nested loops
do igpt = 1, ngpt * Large (problem size) kernels
do ilay = 1, nlay * Small (code amount) kernels

do i1col = 1, ncol

taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)

end do
end do Loops reformatted to use yakl parallel_for, but same
end do structure and order; no backend-specific code

parallel_for( YAKL_AUTO_LABEL() , SimpleBounds<3>(ngpt,nlay,ncol) , YAKL_LAMBDA (int igpt, int ilay, int icol) {
taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt);
1)
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RRTMGPxx performance (standalone)

Longwave Shortwave
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Integration in EAMxx/SCREAM

* New interface layer between EAMxx driver and RRTMGPxx
— EAMxx mostly uses Kokkos for on-node parallelism, RRTMGPxx uses YAKL

— YAKL is compatible with Kokkos, but YAKL arrays in RRTMGPxx uses different data
layout than Kokkos view in EAMXxx; requires copying data between Kokkos and YAKL
data structures at runtime

* At 3 km resolution, update radiative heating every 5 model minutes
* MCICA subcolumn sampling to handle subgrid scale cloud overlap



RRTMGPxx scaling in EAMxx at 3 km
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Summary

* New port of RRTMGP radiation code in C++ using a performance portability library

* Code is being used in EAMXxx at resolutions from 835 km down to 3 km, and in E3SM-
MMF (not shown)

* Good performance on Summit GPUs; acceptable performance relative to F90 code on
CPU

* Backends available for other machines and initial performance assessments are
promising (not shown)
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Integration in E3SM-MMF

* E3SM-MMF implements the Multi-scale Modeling Framework

e 2D (or small 3D) CRM embedded into each grid cell of EAM

* RRTMGPxx runs outside the CRM to be able to access aerosol property information
* Radiation run on a coarsened horizontal grid to save additional computational cost



Partial cloudiness

* EAMxx predicts partial cloudiness T  : LBy 5 -
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Example kernels in RRTMGP and RRTMGPxx

do 1gpt = 1, ngpt
do ilay = 1, nlay
do icol = 1, ncol
taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)
end do
end do
end do



Example kernels in RRTMGP and RRTMGPxx

* Tightly nested loops
do igpt = 1, ngpt * Large (problem size) kernels

do ilay = 1, nlay o
do icol = 1, ncol Small (code amount) kernels

taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)
end do
end do
end do




Example kernels in RRTMGP and RRTMGPxx

I$acc parallel loop collapse(3) &
1$accé& copyin(tau2(:ncol, :nlay, :ngpt)) &
I$acc& copy(taul(:ncol, :nlay, :ngpt))

Multiple backends require different
directives embedded in code

I$omp target teams distribute parallel do simd collapse(3) &

$omp& map(to:tau2) &
|$omp& map(tofrom:taul)
do 1gpt = 1, ngpt
do ilay = 1, nlay
do icol = 1, ncol

* Tightly nested loops
* Large (problem size) kernels
* Small (code amount) kernels

taul(icol,ilay,igpt) = taul(icol,ilay,igpt) + tau2(icol,ilay,igpt)

end do
end do
end do



Example kernels in RRTMGP and RRTMGPxx

Multiple backends require different
directives embedded in code

I$acc parallel loop collapse(3) &
1$accé& copyin(tau2(:ncol, :nlay, :ngpt)) &
I$acc& copy(taul(:ncol, :nlay, :ngpt))

I$omp target teams distribute parallel do simd collapse(3) &

!$omp& map(to:tau2) &
|$omp& map(tofrom:taul)
do 1gpt 1, ngpt
do ilay = 1, nlay
do icol = 1, ncol
taul(icol,ilay,igpt)
end do
end do
end do

taul(

* Tightly nested loops
* Large (problem size) kernels
* Small (code amount) kernels

icol,ilay,igpt) + tau2(icol,ilay,igpt)

Loops reformatted to use yakl parallel_for, but same
structure and order; no backend-specific code

parallel_for( YAKL_AUTO_LABEL() , SimpleBounds<3>(ngpt,nlay,ncol) , YAKL_LAMBDA (int igpt,
taul(icol,ilay,igpt) + tau2(icol,ilay,igpt);

taul(icel,ilay,igpt) =
)

|

int ilay, int icol) {



