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• Joint work with Max Gunzburger (UT Austin),  Lili Ju (U of SC),  and Zhu Wang (U of SC)
• See  “A comparison of neural network architectures for data-driven reduced-order modeling”, CMAME 2022.



Full-Order Model
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Reduced-Order Models
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 High-fidelity PDE simulations are expensive.

 semi-discretization blows up dimensionality.

 Good results possible without solving full 

PDE?

 Standard is to encode -> solve -> decode.

 Linear: POD, RBM, etc.

 Nonlinear: networks (FCNN and CNN)
https://mpas-dev.github.io/atmosphere/atmosphere.html



Idea Behind ROM
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Idea Behind ROM
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Example: Proper Orthogonal Decomposition (POD)
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ROM Methods
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Disadvantages of CNN ROMs
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 Standard CNN not well suited for irregular data.

 Standard practice:  ignore the issue!

 Pad inputs with fake nodes.

 Convolve square-ified input.

 Reassemble at end; 

fake nodes ignored!

 Works surprisingly well!

 But, not very meaningful.



Graph Convolutional Networks

10



Graph Convolutional Networks
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GC Autoencoder ROM
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 Split network idea 
(Fresca et al. 2020).

 GCN2 layers (Chen et 
al. 2020) encode-
decode.

 Blue layers are fully 
connected.

 Purple network 
simulates low-dim 
dynamics.



CNN Architecture
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 5x5 kernels.

 Zero padding 

necessary.

 Channels 

increase x4 at 

each layer.



2-D Parameterized Heat Equation
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2-D Parameterized Heat Equation: Results
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Unsteady Navier-Stokes Equations
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Unsteady NSE: ROM Results
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Unsteady NSE: Enc/Dec Results
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 GCNN as 

accurate as 

FCNN.

 GCNN memory 

cost >50x less 

than FCNN.

 CNN still worst.



Unsteady NSE: Results
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 ADAM 

optimized.

 GCNN slightly 

overfits on 

ROM.



Challenges with NN methods
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Thank you!
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Contact:  adgrube@sandia.gov


