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 Respects physics (not too relevant in our context)
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Parameter inference

Embedded model error method Uncertainty Propagation
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| - - Summary
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